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Abstract

A classical random walk $(S_t, t \in \mathbb{N})$ is defined by $S_t := \sum_{n=0}^{t} X_n$, where $(X_n)$ are i.i.d. When the increments $(X_n)_{n \in \mathbb{N}}$ are a one-order Markov chain, a short memory is introduced in the dynamics of $(S_t)$. This so-called “persistent” random walk is no longer Markovian and, under suitable conditions, the rescaled process converges towards the integrated telegraph noise (ITN) as the time-scale and space-scale parameters tend to zero (see [11, 17, 18]). The ITN process is effectively non-Markovian too. The aim is to consider persistent random walks $(S_t)$ whose increments are Markov chains with variable order which can be infinite. This variable memory is enlightened by a one-to-one correspondence between $(X_n)$ and a suitable Variable Length Markov Chain (VLMC), since for a VLMC the dependency from the past can be unbounded. The key fact is to consider the non Markovian letter process $(X_n)$ as the margin of a couple $(X_n, M_n)_{n \geq 0}$ where $(M_n)_{n \geq 0}$ stands for the memory of the process $(X_n)$. We prove that, under a suitable rescaling, $(S_n, X_n, M_n)$ converges in distribution towards a time continuous process $(S^0(t), X(t), M(t))$. The process $(S^0(t))$ is a semi-Markov and Piecewise Deterministic Markov Process whose paths are piecewise linear.
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1 Introduction

Classical random walks are defined by
\[ S_t := \sum_{n=0}^{t} X_n, \tag{1.1} \]
for \( t \in \mathbb{N} \) and for i.i.d. increments \((X_n)_{n \in \mathbb{N}}\). It is well known that a suitable rescaling of the random walk permits to obtain the standard Brownian motion as the time-scale and space-scale parameters tend to zero. When the increments \((X_n)_{n \in \mathbb{N}}\) are defined as a one-order Markov chain, a short memory in the dynamics of the stochastic paths is introduced: the process is called in the literature the \textit{persistent} random walk or a correlated random walk or also a Kac walk (see [8, 14, 19, 20]). The random walk is no longer Markovian and, under suitable conditions, the rescaled process converges towards the integrated telegraph noise (ITN), see [11, 17] and [18]. The ITN process is effectively non-Markovian too.

Our aim is to define processes \((X_n)_{n \in \mathbb{N}}\) with variable memory and thus to generalize this convergence result to random walks whose increments are higher order Markov chains. When \((X_n)_{n \in \mathbb{N}}\) is a Markov chain of finite order, it is natural to think that the limit process should be very close to the integrated telegraph noise. That is why we are mostly interested in constructing infinite length Markov chain or in dealing with \textit{Variable Length Markov Chains} (VLMC) for which the dependency from the past is non bounded.

A VLMC can be defined as follows (this probabilistic presentation comes from [2], other more statistic points of view can be found in [15, 9]). Let \( \mathcal{L} = \{0, 1\}^\mathbb{N} \) be the set of left-infinite words on the alphabet \( \{0, 1\} \). Consider a complete (each node has 0 or 2 children) binary tree whose finite leaves \( \mathcal{C} \) are words on the alphabet \( \{0, 1\} \). To each leaf \( c \) (not necessarily finite) is attached a Bernoulli distribution denoted by \( q_c \). Each leaf is called a \textit{context} and this probabilized tree is called a \textit{context tree}. See for instance the simple infinite comb in Figure 2: the set of leaves \( \mathcal{C} \) is defined by
\[ \mathcal{C} := \{0^n1, n \geq 0\} \cup \{0^\infty\} \]
where \(0^n1\) represents the sequence \(00\ldots01\) composed with \(n\) characters ‘0’ and one character ‘1’. By convention \(0^01 = 1\). The set of leaves contains one infinite leaf \(0^\infty\) and a countable set of finite leaves \(0^n1\). The \textit{prefix function} \( \text{pref} : \mathcal{L} = \{0, 1\}^\mathbb{N} \to \mathcal{C} \) indicates the length of the last run of ‘0’: for instance,
\[ \text{pref}(\ldots1000) = 0001 = 0^31. \]

For a general context tree and for any left-infinite word \( U \), we define \( \text{pref}(U) \) in a similar way as the first suffix of \( U \) reading from right to left appearing as a leaf of the context tree. The associated VLMC is the \( \mathcal{L} \)-valued Markov chain \((U_n)_{n \geq 0}\) defined by the transitions
\[ \mathbb{P}(U_{n+1} = U_n \ell | U_n) = q_{\text{pref}(U_n)}(\ell) \tag{1.2} \]
where \( \ell \in \{0, 1\} \) is any letter. Notice that the VLMC is entirely determined by the data \(q_c, c \in \mathcal{C}\). Moreover the order of dependence (the memory) depends on the past itself.

For a given VLMC \((U_n)_{n \geq 0}\), define \( X_n \) as the last letter of \( U_n \) for any \( n \geq 0 \). When the context tree associated with \((U_n)\) is infinite, then the letter process \((X_n)_{n \geq 0}\) is non Markovian, because the transition probabilities (1.2) indicate that \( X_{n+1} \) depends on a variable and unbounded number of previous letters. The corresponding random walk \((S_t)\) defined by (1.1) is non Markovian anymore, it is somehow \textit{very persistent}, so we investigate the following natural questions: is the random walk of the same nature as in the one-order Markov case?
Is the rescaled process convergent to some limit process? Is the limiting process analog to the ITN?

Recall that \( X_n \) is the last letter of a VLMC \( (U_n) \). The key point of view is the following: we consider the non Markovian letter process \( (X_n) \) as the margin of a couple \( (X_n, M_n)_{n \geq 0} \) where \( (M_n)_{n \geq 0} \) stands for the memory of the process \( (X_n) \). It is reasonable to believe that \( M_n = \lfloor \text{pref}(U_n) \rfloor \) is a good candidate, where the notation \( |w| \) stands for the length of a word \( w \). More precisely in the particular case of a two-letter alphabet \( \mathcal{A} \), the Markov chain \( (X_n, M_n)_{n \geq 0} \) valued in the state space \( \mathcal{A} \times \mathbb{N}^* \) is defined by the transition probabilities: let \( \ell, \ell' \in \mathcal{A}, \ell \neq \ell' \),

\[
Q\left((\ell, n), (\ell, n + 1)\right) = 1 - \alpha_{\ell,n}, \\
Q\left((\ell, n), (\ell', 1)\right) = \alpha_{\ell,n}.
\]

Note that \( \alpha_{\ell,k} \) is the probability of changing letter after a run of length \( k \) of letter \( \ell \), that is

\[
\alpha_{\ell,k} = \mathbb{P}(X_{n+1} \neq \ell | X_n = \ell, M_n = k).
\]

Introducing the sequence of breaking times:

\[
T_0 = 0, \quad T_{k+1} = \inf\{n > T_k, X_n \neq X_{T_k}\}
\]

it is easy to see that \( (X_n, T_n)_{n \geq 0} \) is a semi-Markov process (see [4, Chapter 10] and [10, 12]). In Section 2, we consider a Markov chain \( (X_n, M_n)_{n \geq 0} \), where \( (X_n)_{n \geq 0} \) is a letter process, the letters belong to an alphabet \( \mathcal{A} := \{a_1, a_2, \ldots, a_K\} \), and \( (M_n)_{n \geq 0} \) stands for the memory of the process \( (X_n) \). The state space associated with this Markov chain is \( \{a_1, a_2, \ldots, a_K\} \times \mathbb{N}^* \). We give in Section 2.2 the properties of \( (X_n, M_n)_{n \geq 0} \) and we determine necessary and sufficient conditions for existence and unicity of a stationary probability measure, in Section 2.2.2. We would like to emphasize that \( (X_n) \) is non-Markovian in general.

In Section 3, we consider two particular cases of VLMC, associated with the simple infinite comb and the double infinite comb. In each of these two cases, the stationary measure can be explicitly calculated, in [2] for the simple comb and in the Appendix for the double comb. We make precise the correspondence between the process \( (X_n, M_n)_{n \geq 0} \) defined in Section 2 and the VLMC \( (U_n) \) whose the last letter is \( X_n \). Namely, we establish the dictionary between the stationary measure for the Markov chain \( (X_n, M_n)_{n \geq 0} \) and the stationary measure for the VLMC (see Theorems 3.1 and 3.3). Thanks to these results, we do not have to worry about the point of view (couple letter/memory or VLMC) when considering the persistent random walk \( S_t := \sum_{n=0}^{t} X_n \), under the stationary regime.

Section 4 is devoted to the study of \( (S_n) \). In particular, we determine the explicit distribution of the r.v. \( S_n \), see Proposition 4.1. Although the result is complicated, we are able to determine explicitly the generating function of the r.v. \( S_{\tau+1} \), where \( \tau \) is a geometric r.v. independent from \( (X_n, M_n)_{n \geq 0} \). One way to compare the process \( (S_n) \) with a classical random walk is to analyse how both processes fluctuate at infinity. We have the two following limit theorems, see Section 4.4:

\[
\lim_{n \to \infty} \frac{S_n}{n} = \Xi, \quad \text{and} \quad \sqrt{n} \left( \frac{S_n}{n} - \Xi \right) \to \mathcal{N}(0, \sigma)
\]

where \( \mathcal{N}(0, \sigma) \) is a Gaussian distribution with 0 mean and variance \( \sigma^2 \), \( \Xi \) and \( \sigma \) are constants which can be expressed in terms of the model parameters.

Finally in Section 5 we study the persistent random walk. After a convenient scaling, its converges towards a “generalized ITN” as proved in Theorem 5.1. More precisely, we focus on
the limit in law of Markov chains of the type $(X^n, M^n)$ which depends on a small parameter $\varepsilon > 0$. We suppose that $X^n$ takes its values in $\{-1, 1\}$, $X_0 = 1$ and

$$
\begin{align*}
\mathbb{P}
(X^n_{n+1} = 1 \mid X^n_n = -1, M^n_n = k) &= f_1(k\varepsilon)\varepsilon + o(\varepsilon) \\
\mathbb{P}
(X^n_{n+1} = -1 \mid X^n_n = 1, M^n_n = k) &= f_2(k\varepsilon)\varepsilon + o(\varepsilon)
\end{align*}
$$

where $f_1, f_2 : [0, \infty) \to \mathbb{R}$ are non-negative and right continuous functions. Note that (1.4) and (1.5) mean that $(X^n)$ has a conservative behavior: if $X^n = 1$ (resp. $X^n = -1$) the probability that $X^n_{n+1}$ changes, i.e. $X^n_{n+1} = -1$ (resp. $X^n_{n+1} = 1$) is small for convenient $f_1, f_2$ and is measured by the parameter $\varepsilon$.

Under additional assumptions, see the beginning of Section 5 for details, it is actually possible to rescale the triplet $(X^n, M^n, S^n)$ so that it converges as $\varepsilon \to 0$. For simplicity, we only present the scaling procedure concerning $S^n$. The process $(S^n(t), t \geq 0)$ is piecewise linear and satisfies

$$
S^n(n\varepsilon) = \varepsilon S^n_n, \quad \text{for any } n \in \mathbb{N}. 
$$

We prove (see Theorem 5.1 for a more complete result) that $(S^0(t), t \geq 0)$ converges in distribution, as $\varepsilon \to 0$ to $(S^0(t), t \geq 0)$ where

$$
S^0(t) = \int_0^t (-1)^{N^0(s)} ds.
$$

Here, $(N^0(t))$ is the counting process with jump times $(\xi_n)_{n \geq 0}$:

$$
N^0(t) = \sum_{n \geq 0} \mathbb{1}_{\{\xi_n \leq t\}},
$$

where $(\xi_{n+1} - \xi_n, n \geq 0)$ is a sequence of independent r.v. such that $\xi_0 = 0$ and

$$
\begin{align*}
\mathbb{P}(\xi_{2n+1} - \xi_{2n} \geq t) &= \exp\left(-\int_0^t f_2(u) \, du\right) \\
\mathbb{P}(\xi_{2n+2} - \xi_{2n+1} \geq t) &= \exp\left(-\int_0^t f_1(u) \, du\right)
\end{align*}
$$

for any $t \geq 0$ and $n \geq 0$, where $f_1, f_2$ satisfies (5.49).

The process $(S^0(t), t \geq 0)$ is called the Generalized Integrated Telegraph Noise (see [11] for the ITN). It is both a semi-Markov process and a Piecewise Deterministic Markov Process [6, 7, 5] and its trajectories look like a zig-zag.

## 2 The Markov chain $(X_n, M_n)_{n \geq 0}$

### 2.1 Definition

Let us consider the finite set $A = \{a_1, \ldots, a_K\}$ with $K > 1$ elements. To each $a_i$ is associated a sequence $(\alpha_{i,n})_{n \geq 1} \in [0, 1][N]$ where $N = \{1, 2, 3, \ldots\}$. We can now introduce the Markov chain $(X_n, M_n)_{n \in \mathbb{N}}$ valued in the state space $A \times N = \{a_1, \ldots, a_K\} \times \mathbb{N}$ with transition probabilities

$$
Q\left((a_i, n), (a_i, n+1)\right) = 1 - \alpha_{i,n},
$$

$$
Q\left((a_i, n), (a_i, n+1)\right) = \alpha_{i,n} p_{i,j}, \quad 1 \leq i \neq j \leq K, \quad n \geq 1,
$$

(2.1)
Figure 1: A path description of the process \((X_n, M_n)_{n \geq 0}\)

where \(P := (p_{i,j})\) is a given \(K \times K\) transition matrix satisfying \(p_{i,i} = 0\) for all \(1 \leq i \leq K\), \(p_{i,j} > 0\) for all \(i \neq j\) and \(\sum_{j=1}^{K} p_{i,j} = 1\) for all \(i\). In fact, \(p_{i,j}\) is the probability to move from \(a_i\) to \(a_j\) knowing that we leave \(a_i\).

Moreover, in order to deal with VLMC later on, we extend the definition of the Markov chain to the state space \(\{a_1, \ldots, a_K\} \times \mathbb{N}^r\) with \(\mathbb{N}^r = \mathbb{N}^{a} \cup \{\infty\}\). Therefore we introduce \(\alpha_{i,\infty} \in [0,1]\) for all \(1 \leq i \leq K\) such that

\[
\begin{align*}
Q((a_i, \infty), (a_i, \infty)) &= 1 - \alpha_{i,\infty} \\
Q((a_i, \infty), (a_j, 1)) &= \alpha_{i,\infty} p_{i,j}, \quad i \neq j.
\end{align*}
\]

Note that \(\alpha_{i,k}\) is the probability of changing letter after a run of length \(k\) of \(a_i\), that is

\[
\alpha_{i,k} = P(X_{n+1} \neq a_i | X_n = a_i, M_n = k).
\]

There are strong links between \((X_n)\) and \((M_n)\). In particular, if \(M_0 = 1, M_n\) can be expressed with \(X_0, \ldots, X_n\). Indeed, if the sequence \((X_j)_{j=0, \ldots, n}\) is constant then \(M_n = n + 1\) and \(M_n = \inf\{1 \leq i \leq n; X_{n-i} \neq X_n\}\) otherwise. In other words, one has

\[
M_n = 1 + \sup\{0 \leq i \leq n, X_{n-j} = X_n, \forall j \in \{0, \ldots, i\}\} = \inf\{0 \leq i \leq n, X_{n-i} \neq X_n\}.
\]

Let us explain how moves \((X_n, M_n)\) in the case \(M_0 = 1\) and \(X_0 = a_i\). The variable \(M_n\) increases by one unit at each time until \(X_n\) switches to \(a_j \neq a_i\). At that first jump time, the memory is reset to 1 and so on... So that \(M_n\) represents the variable memory of \((X_t)_{0 \leq t \leq n}\) since it counts the last consecutive stays (at \(X_n\)) before \(n\). Moreover the dynamics of the jumps of \(X_n\) is governed by the value of \(M_n\). In Figure 1, we have drawn the following trajectory of \((X_n, M_n)\) corresponding to the values \(a_1, a_1, a_2, a_2, a_2, a_4, a_4, a_4, a_3, a_3, a_3 \ldots\) of \(X_n\).

Let us note that in the particular case: \(K = 2, a_1 = 0, a_2 = 1\) and \(\alpha_{j,n} = \alpha_j\) for all \(n \geq 1\), then \((X_n)_{n \geq 0}\) is a sequence of independent Bernoulli random variables.

### 2.2 Properties of the Markov chain \((X, M)\)

First we investigate under which conditions either \((X_n)\) or \((M_n)\) is Markov. Secondly we prove existence of invariant probability measure and finally we present a path description for the process \((X_n)\).
2.2.1 Link between the margins

A natural question arising about a 2-dimensional Markov chain \((X_n, M_n)_{n \in \mathbb{N}}\) is to know whether the margins are Markovian too. The following proposition says that in general case, neither \((X_n)_{n \in \mathbb{N}}\) nor \((M_n)_{n \in \mathbb{N}}\) is a Markov chain.

**Proposition 2.1.** Assume that \(M_0 = 1\).

(i) The margin process \((X_n)_{n \in \mathbb{N}}\) is Markovian if and only if for all \(1 \leq i \leq K\), \(n \mapsto \alpha_{i,n}\) is constant. In that case the transition matrix \(Q_X\) of \(X\) is given by:

\[
Q_X(i, j) = \begin{cases} 
1 - \alpha_{i,1} & \text{if } j = i \\
\alpha_{1,j} p_{i,j} & \text{if } j \neq i.
\end{cases} \tag{2.5}
\]

(ii) The margin process \((M_n)_{n \in \mathbb{N}}\) is Markovian for any initial condition \(X_0\) if and only if for all \(n \geq 1\), the function \(i \mapsto \alpha_{i,n}\) is constant. In that case, the transition matrix \(Q_M\) of \(M\) is

\[
Q_M(n, j) = \begin{cases} 
1 - \alpha_{1,n} & \text{if } j = n + 1 \\
\alpha_{1,n} & \text{if } j = 1.
\end{cases}
\]

**Proof.**

(i) For a given vector \((x_0, \ldots, x_n) \in \{a_1, \ldots, a_K\}^{n+1}\), let us first denote

\[
\delta_{i,n} := \mathbb{P}(X_{n+1} = a_i | X_n = x_n, \ldots, X_0 = x_0).
\]

According to (2.4) let us introduce:

\[
m_n = 1 + \sup \{0 \leq i \leq n : x_{n-j} = x_n, \forall j \in \{0, \ldots, i\}\}. \tag{2.6}
\]

We have to distinguish two cases.

(a) If \(x_n = a_i\) then \(M_n = m_n\) and therefore \(\delta_{i,n} = 1 - \alpha_{i,m_n}\). We can choose different values of \(x_2, \ldots, x_{n-1}\) such that \(m_n = 1, 2, \ldots, n\). Hence if \((X_n)\) is Markovian then \(\delta_{i,n}\) is independent of \(n\) and \((x_0, \ldots, x_{n-1})\) and \((\alpha_{i,k})_{k \geq 1}\) is constant.

(b) If \(x_n = a_j \neq a_i\) then \(\delta_{i,n} = \alpha_{j,m_n} p_{j,i} = \alpha_{j,1} p_{j,i}\) implying that \((X_n)\) is effectively Markovian.

(ii) Let us study the process \((M_n)_{n \geq 0}\). Set

\[
d_{i,n} := \mathbb{P}(X_0 = i, M_0 = 1, M_1 = 2, \ldots, M_n = n + 1, M_{n+1} = 1).
\]

We have

\[
d_{i,n} = \mathbb{P}(X_0 = i, M_0 = 1, X_1 = i, M_1 = 2, \ldots, X_n = i, M_n = n + 1, M_{n+1} = 1).
\]

Since \((X_n, M_n)\) is a Markov chain, using (2.1) and (2.3) we get

\[
d_{i,n} = (1 - \alpha_{i,1}) \times \ldots \times (1 - \alpha_{i,n}) \alpha_{i,n+1}.
\]

Suppose that \((M_n)\) is a Markov chain, with transition matrix \(Q_M\). Then

\[
d_{i,n} = Q_M(n + 1, 1) \mathbb{P}(X_0 = i, M_0 = 1, \ldots, M_n = n + 1)
\]

\[
= Q_M(n + 1, 1)(1 - \alpha_{i,1}) \times \ldots \times (1 - \alpha_{i,n}).
\]

Consequently, \(\alpha_{i,n+1} = Q_M(n + 1, 1)\) in independent of \(i\) and thus \(\alpha_{i,n+1} = \alpha_{1,n+1}\) for all \(i\) and \(n\).

As for the converse, since \(i \mapsto \alpha_{i,n}\) is constant, it is clear that (2.1) implies that \((M_n)\) is Markov. \(\blacksquare\)
Proposition 2.3. Let us denote 
\[ \mathcal{M}_n^{(a_i)} = \inf \{0 \leq k \leq n; \; X_{n-k} \neq a_i\} \].

There is a one-to-one correspondence between \((X_n, M_n)\) and \((\mathcal{M}_n^{(a_1)}, \ldots, \mathcal{M}_n^{(a_K)})\). Consequently the vector memory \((\mathcal{M}_n^{(a_1)}, \ldots, \mathcal{M}_n^{(a_K)})\) is a Markov chain. For instance \((X_n, M_n) = (a_3, 4)\) corresponds to \((\mathcal{M}_n^{(a_1)}, \ldots, \mathcal{M}_n^{(a_K)}) = (0, 0, 4, 0, \ldots, 0)\). Indeed if the \(k^{th}\) coordinate of the vector does not vanish then \(X_n = a_k\). This permits to recover \(X_n\) via \((\mathcal{M}_n^{(a_1)}, \ldots, \mathcal{M}_n^{(a_K)})\), as for \(M_n\), we have \(M_n = M_n^{X_n}\).

2.2.2 Invariant probability measure for \((X_n, M_n)_{n \geq 0}\)

Let us now investigate the existence of an invariant probability measure. It is convenient to introduce for all \(1 \leq i \leq K\),
\[ \Theta_i := \sum_{n \geq 1} \prod_{k=1}^{n-1} (1 - \alpha_{i,k}), \tag{2.7} \]
and for \(m \geq 1\),
\[ \mathcal{P}_i(m) := \prod_{k=1}^{m-1} (1 - \alpha_{i,k}), \tag{2.8} \]
with the convention \(\prod_{1}^{0} = 1\).

\(\mathcal{P}_i(k + 1)\) represents the conditional probability that the process \((X_n)\) stays at least a time interval of length \(k\) in the same state \(i\)
\[ \mathcal{P}_i(k + 1) = \mathbb{P} (X_1 = \ldots = X_k = i | X_0 = i, M_0 = 1). \]

Proposition 2.3. Let us denote \(\mathcal{P} = (p_{i,j})\) a given irreducible transition matrix.

(i) Then the Markov chain \((X_n, M_n)_{n \geq 0}\) with transition probabilities defined by (2.1) and (2.2) admits an invariant probability measure \(\nu\) on the space \(\{a_1, \ldots, a_K\} \times \mathbb{N}\) if and only if \(\Theta_1, \ldots, \Theta_K\) defined by (2.7) are all finite. This invariant probability measure is unique.

(ii) Moreover, if we denote by \(v^*\) the unique positive vector associated with the largest eigenvalue of \(\mathcal{P} = (p_{i,j})\) by Frobenius’s theorem, then \(\nu(a_i, \infty) = 0\) for all \(1 \leq i \leq K\) and \(n \geq 1\),
\[ \nu(a_i, n) = \frac{v^*_i}{\langle \Theta, v^* \rangle} \mathcal{P}_i(n) \]
where \(\Theta = ^t(\Theta_1, \ldots, \Theta_K)\) and \(\langle \Theta, v^* \rangle = \sum_{i=1}^{K} \Theta_i v_i^*\).

Remark 2.4. The invariant measure \(\nu\) can be decomposed in the following way: for \(1 \leq i \leq K\) and \(n \geq 1\),
\[ \nu(a_i, n) = \nu^X(a_i) \nu_i(n), \tag{2.9} \]
where
\[ \nu^X(a_i) = \frac{\Theta_i v_i^*}{\langle \Theta, v^* \rangle} \quad \text{and} \quad \nu_i(n) = \frac{\mathcal{P}_i(n)}{\Theta_i}. \]
If \((X_0, M_0) \sim \nu\), then, for any \(n \geq 1\), \(\nu^X\) is the law of \(X_n\), and \(\nu_i\) is the conditional distribution of \(M_n\), given \(X_n = i\).

Let us consider the particular case when for all \(1 \leq i \leq K\) and \(n \geq 1\),
\[ 1 - \alpha_{i,n} = \frac{\rho_i}{n}, \quad \text{with} \quad \rho_i > 0. \]
After straightforward calculations, we obtain $\Theta_i = e^{\rho_i}$ and

$$
\nu^X(a_i) = \frac{v_i^LE_{\Theta_i}^{\nu^*}}{\Theta_{a_i}} = e^{-\rho_i}.
$$

In other words, if $(X_0, M_0) \sim \nu$ then the distribution of the couple $(X_n, M_n)$ can be described as follows: $X_n$ is chosen first with the probability $\nu^X$ and afterwards, conditionally on $X_n = a_i$, $M_n$ is Poisson distributed with parameter $\rho_i$.

**Proof of Proposition 2.3.**

For notational simplicity, we shall fix $a_i = i$ for all $1 \leq i \leq K$.

**Step 1 — Invariant measure:** Let $\nu$ be a non-negative measure. Since $(X_n, M_n)$ is valued in the state space $\{1, 2, 3, \ldots, K\} \times \mathbb{N}$, $\nu$ is an invariant measure if and only if

$$
\nu(i, k) = \sum_{\ell \geq 1} \{ \nu(i, \ell) Q(i, \ell, (i, k)) + \sum_{j \neq i} \nu(j, \ell) Q((j, \ell), (i, k)) \} = \nu(i, k)(1 - \alpha_{i,k-1}) + \sum_{\ell \geq 1} \sum_{j \neq i} p_{j,i} \nu(j, \ell) \alpha_{j,\ell},
$$

for any $1 \leq i \leq K$, and

$$
\nu(i, \infty) = \nu(i, \infty)(1 - \alpha_{i,\infty}).
$$

Obviously (2.11) implies that $\nu(i, \infty) = 0$ for all $1 \leq i \leq K$. Relation (2.10), with $k \geq 2$ is equivalent to $\nu(i, k) = \nu(i, k-1)(1 - \alpha_{i,k-1})$ which implies for $k \geq 2$

$$
\nu(i, k) = \nu(i, 1) \prod_{r=1}^{k-1} (1 - \alpha_{i,r}) = \nu(i, 1) \rho_i(k).
$$

The particular situation $k = 1$ in (2.10) and (2.12) leads to

$$
\nu(i, 1) = \sum_{j \neq i} p_{j,i} \left( \sum_{\ell \geq 1} \alpha_{j,\ell} \rho_{j}(\ell) \right) \nu(j, 1).
$$

Using (2.12) and (2.7) we get:

$$
\sum_{1 \leq i \leq K, n \geq 1} \nu(i, n) = \sum_{i=1}^{K} \nu(i, 1) \sum_{n \geq 1} \rho_i(n) = \sum_{i=1}^{K} \nu(i, 1) \Theta_i.
$$

Finally $\nu$ is a probability measure iff $\nu(i, k)$ is given by (2.12) for any $k \geq 1$, the vector $^t(\nu(1, 1), \ldots, \nu(K, 1))$ solves (2.13) and

$$
\sum_{i=1}^{K} \nu(i, 1) \Theta_i = 1.
$$

**Step 2 — Necessary condition:** Assume that

$$
\Theta_i < \infty, \forall i \in \{1, \ldots, K\}.
$$

Writing $\alpha_{j,\ell} = -(1 - \alpha_{j,\ell}) + 1$, we develop the expression (2.13) using (2.15):

$$
\nu(i, 1) = \sum_{j \neq i} p_{j,i} \left( \sum_{\ell \geq 1} \rho_{j}(\ell) - \rho_{j}(\ell + 1) \right) \nu(j, 1) = \sum_{j \neq i} p_{j,i} \nu(j, 1).
$$
The vector \( v := t(\nu(1, 1), \nu(2, 1), \ldots, \nu(K, 1)) \) satisfies
\[
v = tPv, \quad \text{with } P = (p_{i,j}). \tag{2.16}
\]

Let \( v^* \) be the unique positive vector associated with the largest eigenvalue of \( tP = (p_{j,i}) \) by Frobenius’ theorem, then there exists \( \lambda > 0 \) such that
\[
(\nu(1, 1), \nu(2, 1), \ldots, \nu(K, 1)) = \lambda^t v^*.
\]

Using (2.14) we deduce:
\[
\sum_{i=1}^{K} \nu(i, 1) \Theta_i = \lambda \sum_{i=1}^{K} \Theta_i v^*_i = \lambda \langle \Theta, v^* \rangle.
\]

Hence \( \lambda = 1/\langle \Theta, v^* \rangle \) and by (2.12), \( \nu \) is determined by \( \nu(i, n) = \frac{v^*_i}{\langle \Theta, v^* \rangle} p_{i,n}(n) \), which gives existence and unicity of \( \nu \).

**Step 3 — Sufficient condition:** Conversely let us assume the existence of an invariant probability measure \( \nu \). We shall prove (2.15). Obviously (2.13) implies that if \( \nu(i, 1) = 0 \) for some \( i \), then \( \nu(j, 1) = 0 \) for all \( j \). Therefore \( \nu = 0 \) which contradicts the fact that \( \nu \) is a probability measure. Hence \( \nu(i, 1) > 0 \) for all \( 1 \leq i \leq K \). It is clear that (2.14) implies (2.15).

Since the Markov chain \( (X_n, M_n)_{n \in \mathbb{N}} \) admits an invariant probability measure, we can extend its definition to \( \mathbb{Z} \) (instead of \( \mathbb{N} \)) such that it is stationary. This extension will be usefull to connect with certain Variable Length Markov Chains (defined later in Section 3).

**Remark 2.5.** Since \( \nu \) is the invariant probability measure of the Markov chain \( (X_n, M_n)_{n \in \mathbb{Z}} \) then \( (X_n, M_n)_{n \in \mathbb{Z}} \) is a Markov chain with invariant probability measure \( \nu \) and transition probabilities \( \hat{Q} \) where:

\[
\nu(x) \hat{Q}(x, y) := \nu(y) \hat{Q}(y, x), \quad \forall x, y \in \{a_1, \ldots, a_K\} \times \mathbb{N}^*.
\]

From (2.1) and Proposition 2.3 we easily obtain
\[
\begin{align*}
\hat{Q}((a_i, n+1), (a_i, n)) = 1, & \quad \forall i \in \{1, \ldots, K\}, \quad n \geq 1, \\
\hat{Q}((a_j, 1), (a_i, n)) = \frac{v^*_i}{v^*_j} p_{i,j} \alpha_{i,n} \mathcal{P}_{i}(n), & \quad i \neq j, \quad n \geq 1.
\end{align*}
\]

### 2.2.3 Paths description of \( X \)

From now on, for notational simplicity, we only consider the case \( K = 2 \). The trajectory \( n \mapsto X_n \) is determined as soon as the transition times between the different states are known. Let us define \( T_0 = 0 \) and the sequence of stopping times for \( n \geq 1 \),
\[
T_n = \inf \left\{ i \geq T_{n-1} : X_i \neq X_{T_{n-1}} \right\}. \tag{2.17}
\]

**Proposition 2.6.** (i) Let us assume that \( \Theta_1 \) and \( \Theta_2 \) defined by (2.7) are finite. Then the random variables \( (T_{n+1} - T_n)_{n \geq 1} \) are almost surely finite and independent.
(ii) (a) If $X_0 = a_2$ and $M_0 = m \geq 1$. Then for all $i \geq 1$ and $n \geq 1$,
\[
\mathbb{P}(T_1 = i) = \alpha_{2,m+i-1} \prod_{j=m}^{m+i-2} (1 - \alpha_{2,j}),
\]  
(2.18)

and
\[
\mathbb{P}(T_{2n+1} - T_{2n} = i) = \alpha_{2,i} P_2(i),
\]  
(2.19)
\[
\mathbb{P}(T_{2n} - T_{2n-1} = i) = \alpha_{1,i} P_1(i).
\]  
(2.20)

(b) If $X_0 = a_1$ and $M_0 = m \geq 1$ then (2.18) and (2.19) (resp. (2.20)) are still valid after replacing $(\alpha_{2,\bullet})$ by $(\alpha_{1,\bullet})$ (resp. $(\alpha_{1,\bullet})$ by $(\alpha_{2,\bullet})$).

**Remark 2.7.**

1. Note that, if $X_0 = a_2$ and $M_0 = m$ then for all $n \geq 1$,
\[
\mathbb{P}(T_1 \geq i) = \prod_{j=m}^{m+i-2} (1 - \alpha_{2,j}),
\]  
\[
\mathbb{P}(T_{2n+1} - T_{2n} \geq i) = P_2(i)
\]

and
\[
\mathbb{P}(T_{2n} - T_{2n-1} \geq i) = P_1(i).
\]

2. Between two consecutive jump times, the memory increases linearly
\[
M_{T_{n+1}} = 1 + t, \quad 0 \leq t < T_{n+1} - T_n, \quad n \geq 1.
\]  
(2.21)

**Proof of Proposition 2.6**

Let us consider $X_0 = a_2$ and $M_0 = m$. Then
\[
\mathbb{P}(T_1 = i) = \mathbb{P}(X_1 = a_2, X_2 = a_2, \ldots, X_i - 1 = a_2, X_i = a_1).
\]

Using the Markov property, we deduce
\[
\mathbb{P}(T_1 = i) = \prod_{j=m}^{m+i-2} Q ((a_2, j), (a_2, j + 1)) Q ((a_2, m + i - 1), (a_1, 1)).
\]

Equation (2.18) is therefore a direct consequence of (2.1). Using $\alpha_{2,m+i-1} = 1 - (1 - \alpha_{2,m+i-1})$, it is easy to deduce that
\[
\sum_{i \geq 1} \alpha_{2,m+i-1} \prod_{j=m}^{m+i-2} (1 - \alpha_{2,j}) = 1.
\]

This shows that $\mathbb{P}(T_1 < \infty) = 1$.

Moreover, conditioning by $X_0 = a_2$ and $M_0 = m$, for $j \geq 1$ and $i \geq 1$, one has
\[
\mathbb{P} (T_2 - T_1 = j, T_1 = i) = \mathbb{P} (X_1 = \ldots = X_{i-1} = a_2, X_i = \ldots = X_{j+i-1} = a_1, X_{j+i} = a_2)
\]
\[
= \alpha_{2,m+i-1} \prod_{j=m}^{m+i-2} (1 - \alpha_{2,j}) \prod_{\ell=1}^{j-1} (1 - \alpha_{1,\ell}) \alpha_{1,j}
\]
\[
= \mathbb{P} (T_1 = i) \mathbb{P} (T_2 - T_1 = j),
\]

which leads to the independence between $T_1$ and $T_2 - T_1$. The independence of $T_3 - T_2$ and $(T_1, T_2 - T_1)$ can be proved similarly. The proof of (ii) (a) of Proposition 2.6 follows by induction. The proof for (ii) (b) is analog. 

\[\blacksquare\]
Remark 2.8. Suppose that $(X_n)$ takes its values in $\{a_1, \cdots, a_K\}$ and for simplicity $X_0 = a_1$, $M_0 = 1$. Similarly to Proposition 2.6, we can prove:

$$\mathbb{P}(T_1 \geq i) = \mathcal{P}_1(i), \quad i \geq 1$$

(2.22)

where the stopping time $T_1$ and $\mathcal{P}_1$ are defined by (2.17) and (2.8) respectively.

Recall that it has been supposed that the Markov chain associated with the transition matrix $\mathcal{P}$ is irreducible and is therefore positive recurrent. It can be easily proved that the Markov chain $(X_n, M_n)$ is recurrent if and only if

$$\lim_{m \to \infty} \mathcal{P}_i(m) = 0, \quad \forall i \in \{1, \cdots, K\}. \quad (2.23)$$

Moreover since the positive recurrence of $(X_n, M_n)$ is equivalent to the existence of an invariant measure, Proposition 2.3 yields the following necessary and sufficient condition: $(X_n, M_n)$ is recurrent if and only if $\Theta_1, \cdots, \Theta_K$ are finite. This is coherent with the easy calculation

$$\mathbb{E}(T_1) = \sum_{i \geq 1} \mathbb{P}(T_1 \geq i) = \sum_{i \geq 1} \mathcal{P}_1(i) = \Theta_1.$$

3 The variable length Markov Chain $(U_n)_{n \geq 0}$

In this section, the relation between the Markov chain $(X_n, M_n)_{n \in \mathbb{Z}}$ valued in $\{0, 1\} \times \mathbb{N}^*$ and the VLMC $(U_n)_{n \geq 0}$ introduced in Section 1 is highlighted by the Theorems 3.1 and 3.3. For two very particular variable length Markov chains, we prove that these two models are equivalent. We consider two cases of VLMC for two specific context trees: the simple infinite comb and the double infinite comb.

From now on and until the end of this paper, for the sake of simplicity, we only consider the case $K = 2$.

3.1 The simple infinite comb

Let us consider the alphabet $\{a_1, a_2\}$ with $a_1 = 0$ and $a_2 = 1$. We associate with a Markov chain of type $(X_n, M_n)_{n \in \mathbb{Z}}$ defined in Section 2 a unique VLMC and vice versa. Abusing words, this VLMC is called the infinite comb. We refer to [2] for a complete definition. It is proved in [2] that in the irreducible case i.e. when $q_0 \sim (0) \neq 1$, $(U_n)_{n \geq 0}$ has a unique stationary probability measure $\pi$ on the set of left-infinite words $\mathcal{L}$ if and only if $\Theta_1$ is finite. Similarly, if $\Theta_1 < \infty$, Proposition 2.3 implies that $(X_n, M_n)_{n \in \mathbb{Z}}$ has a unique invariant probability measure. The following theorem enlightens the links between the VLMC $(U_n)_{n \geq 0}$ and the chain $(X_n, M_n)_{n \in \mathbb{Z}}$ and their respective stationary probability measure.
Theorem 3.1 (infinite comb).

(i) Let \((X_n, M_n)_{n \in \mathbb{Z}}\) be a stationary Markov chain valued in \(\{0, 1\} \times \mathbb{N}^*\), with transition probabilities (2.1) and (2.2), with \(p_{1,2} = p_{2,1} = 1\). We suppose \(\Theta_1 < \infty\) (where \(\Theta_1\) is defined in (2.7)) and \(\forall n \in \mathbb{N}^*\),
\[
\alpha_{2,n} = \alpha_2. \tag{3.1}
\]
We define for all \(n \in \mathbb{N}\),
\[
U_n = \ldots X_{n-2} X_{n-1} X_n.
\]
Then, \((U_n)_{n \geq 0}\) is a stationary variable length Markov chain associated with the infinite comb with
\[
q_1(0) = \alpha_2, \quad q_{0^m1}(1) = \alpha_{1,n}, \quad q_{0^\infty}(1) = \alpha_{1,\infty}. \tag{3.3}
\]
The initial distribution is given by \(U_0 \equiv \ldots X_{-2} X_{-1} X_0\).

(ii) Conversely consider a stationary VLMC \((U_n)_{n \geq 0}\) satisfying (3.3). For \(n \geq 0\), define \(X_n\) as the last letter of \(U_n\) and \((M_n)_{n \geq 0}\) as in (2.4). Then \(\Theta_1 < \infty\) (where \(\Theta_1\) is defined in (2.7)) and \((X_n, M_n)_{n \geq 0}\) is a stationary Markov chain with transitions (2.1), (2.2) and (3.3) and initial data \((X_0, M_0)\). A stationary Markov chain \((X_n, M_n)_{n \in \mathbb{Z}}\) can therefore be defined using the classical procedure of extension from \(\mathbb{N}\) to \(\mathbb{Z}\).

The following tabular resumes the correspondence between these two models and could be considered as a dictionary (in the case: \(a_1 = 0\) and \(a_2 = 1\)).

<table>
<thead>
<tr>
<th>((X_n, M_n)_{n \in \mathbb{Z}})</th>
<th>((U_n)_{n \geq 0})</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\nu)</td>
<td>(\pi)</td>
</tr>
<tr>
<td>(Q((a_i,k),(a_i,k+1)) = 1 - \alpha_{i,k})</td>
<td>(q_{a_i^k a_j}(a_i)) for (j \neq i)</td>
</tr>
<tr>
<td>(Q((a_l,k),(a_l,1)) = \alpha_{l,k})</td>
<td>(q_{a_l^k a_j}(a_l))</td>
</tr>
</tbody>
</table>

Proof.

(i) Due to Definition (3.2) of the process \((U_n)_{n \geq 0}\), for all \(s \in \{0, 1\}\), the events \(\{U_{n+1} = U_n s\}\) and \(\{X_{n+1} = s\}\) are equal. Therefore \((U_n)_{n \geq 0}\) is a Markov chain as soon as
\[
\delta_{s,u} := \mathbb{P}(U_{n+1} = U_n s|U_n = u) = \mathbb{P}(X_{n+1} = s|X_n = u_0, \ldots, X_{n-k} = u_{-k}, \ldots)
\]
only depends on \(s \in \{0, 1\}\) and \(u\), where \(u = \ldots u_{-1} u_0 \in \{0, 1\}^{-\mathbb{N}}\).
Suppose first that \(u_0 = 1\). Since \(M_n \in \mathbb{N}^*\), \((a_{2,n})_{n \geq 1}\) is constant and \(\limsup (u) = 1\), then (2.1) and (3.3) imply that
\[
\delta_{s,u} = (1 - \alpha_2) \mathbb{1}_{\{s=1\}} + \alpha_2 \mathbb{1}_{\{s=0\}} = q_1(s).
\]
Let us now consider the case \(u_0 = 0\). Recall (see Proposition 2.3) that \(M_n \in \mathbb{N}^*\). Consequently, there exists \(m \in \mathbb{N}^*\) such that \(u = \ldots 10^m\). Then \(M_n = m\), \(\limsup (U_n) = 0^m 1\) and
\[
\mathbb{P}(X_{n+1} = s|X_n = 0, M_n = m, \ldots) = (1 - \alpha_{1,m}) \mathbb{1}_{\{s=0\}} + \alpha_{1,m} \mathbb{1}_{\{s=1\}} = q_0^m(s).
\]
Next, we prove that \((U_n)_{n \geq 0}\) is stationary. Note that (3.2) yields \(U_n = \psi((X_{n-i})_{i \geq 0})\) a.s. where \(\psi((x_{-n})_{n \geq 0}) = \ldots x_{-2} x_{-1} x_0\). Therefore, for any \(\ell \geq 0\),
\[
\mathbb{E}
\left[ f \left( U_{n+1-\ell}, \ldots, U_{n+1} \right) \right] = \mathbb{E}
\left[ f \left( \psi((X_{n+1-\ell-i})_{i \geq 0}), \ldots, \psi((X_{n+1-i})_{i \geq 0}) \right) \right].
\]
Since \((X_n, M_n)_{n \in \mathbb{Z}}\) is stationary, then \((X_{m+1-i})_{i \geq 0} \equiv (X_{m-i})_{i \geq 0}\) for any \(m \in \mathbb{Z}\). This implies that \((U_n)_{n \geq 0}\) is stationary.
(ii) Let us now assume that \((U_n)_{n \geq 0}\) is a stationary VLMC. Let \(x, x' \in \{0, 1\}, k, k' \geq 1, n \in \mathbb{N}\) and
\[
\delta' := \mathbb{P}(X_{n+1} = x', M_{n+1} = k'|X_n = x, M_n = k, \ldots).
\]

Then
\[
\delta' = \mathbb{I}_{\{k' = 1\}} \mathbb{I}_{\{x, k' \neq x'\}} \mathbb{P}(U_{n+1} = U_n x'|U_n = \ldots x'x^k) + \mathbb{I}_{\{k' = k+1\}} \mathbb{I}_{\{x = x'\}} \mathbb{P}(U_{n+1} = U_n 1|U_n = \ldots 10^k) + \mathbb{I}_{\{x = x' = 1\}} \mathbb{P}(U_{n+1} = U_n 1|U_n = \ldots 01^k)
\]
\[
+ \mathbb{I}_{\{x = x' = 0\}} \mathbb{P}(U_{n+1} = U_n 0|U_n = \ldots 01^k)
\]
\[
= \mathbb{I}_{\{k' = 1\}} \mathbb{I}_{\{x = 0\}} q_{01}(1) + \mathbb{I}_{\{x = 1\}} q_1(0) + \mathbb{I}_{\{k' = k+1\}} \mathbb{I}_{\{x = x' = 1\}} (1 - \alpha_2) + \mathbb{I}_{\{x = x' = 0\}} (1 - \alpha_1, k).
\]

Using (3.3) we get
\[
\delta' = \mathbb{I}_{\{k' = 1\}} \mathbb{I}_{\{x = 0\}} (1 - \alpha_1, k) + \mathbb{I}_{\{x = 1\}} \alpha_2 + \mathbb{I}_{\{x' = 1\}} \mathbb{I}_{\{k' = k+1\}} (1 - \alpha_2) + \mathbb{I}_{\{x' = 0\}} (1 - \alpha_1, k).
\]

Then (2.1) follows directly with \(\alpha_{2,n} = \alpha_2\).

The following result is a corollary of Proposition 2.3. It enables us to compare the expression of the invariant measure \(\nu\) from the model \((X_n, M_n)_{n \in \mathbb{Z}}\) with the invariant measure \(\pi\) for the VLMC infinite comb (see Section B in the Appendix for notations about VLMC).

**Corollary 3.2. Under the condition \(\Theta_1 < \infty\), there exists a unique invariant probability measure \(\nu\) for the Markov chain \((X_n, M_n)\) given by \(\nu(a_1, \infty) = \nu(a_2, \infty) = 0\) and for all \(m \geq 1,\)
\[
\nu(a_1, m) = \frac{1}{\Theta_1 + \Theta_2} P_1(m) \quad \text{and} \quad \nu(a_2, m) = \frac{\alpha_2 (1 - \alpha_2)^{m-1}}{1 + \alpha_2 \Theta_1},
\]
where \(\Theta_1 = 1/\alpha_2\). In particular one gets
\[
\nu(a_2, N^*) = \pi(a_2) = \frac{1}{1 + \alpha_2 \Theta_1}.
\]

**Proof.** Proposition 2.3 with
\[
\mathbb{P} = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} \quad \text{and} \quad \nu^* = \frac{1}{2} (1, 1)
\]
lead to (3.4) and
\[
\nu(a_2, N^*) = \sum_{m \geq 1} \nu(a_2, m) = \frac{1}{1 + \alpha_2 \Theta_1}.
\]
Consequently one has
\[
\nu(a_2, N^*) = \frac{1}{1 + q_1(0) \sum_{n \geq 1} \prod_{k=1}^{n-1} (1 - q_{01}(1))} = \frac{1}{\sum_{n \geq 0} \prod_{k=0}^{n-1} q_{01}(0)} = \pi(a_2),
\]
which is fortunately (!) the invariant measure obtained in [2].
3.2 The double infinite comb

Let us now present the double infinite comb. Consider the probabilized context tree given on 3 (hereafter called double infinite comb). In this case, there are two infinite leaves $0^\infty$ and $1^\infty$ and countably many finite leaves $0^n1$ and $1^n0$, $n \in \mathbb{N}$, so that

$$
C = \{0^n1, n \geq 1\} \cup \{1^n0, n \geq 1\} \cup \{0^\infty\} \cup \{1^\infty\}.
$$

The data of a corresponding VLMC consists thus in Bernoulli probability measures on $\{0, 1\}$:

$q_{0^\infty}, q_{1^\infty}, q_{0^n1}, q_{1^n0}, n \in \mathbb{N}^*.$

We refer to Appendix B to see that the finiteness of $\Theta_1$ and $\Theta_2$ implies the existence of a unique invariant measure for this VLMC.

Theorem 3.3 (double infinite comb).

(i) Let $(X_n, M_n)_{n \in \mathbb{Z}}$ be a stationary Markov chain with transition probabilities (2.1) and (2.2). We suppose $\Theta_1 < \infty$ and $\Theta_2 < \infty$ (where $\Theta_i$ is defined in (2.7)). Then the process $(U_n)_{n \geq 0}$ defined by (3.2) is a stationary variable length Markov chain associated with the double infinite comb with

$$q_{1^n0}(0) = \alpha_{2,n}, \quad q_{1^\infty}(0) = \alpha_{2,\infty}, \quad q_{0^n1}(1) = \alpha_{1,n}, \quad q_{0^\infty}(1) = \alpha_{1,\infty}. \quad (3.5)$$

The initial data is given by $U_0 = \ldots X_{-2}X_{-1}X_0$.

(ii) Conversely let $(U_n)_{n \geq 0}$ be a stationary VLMC satisfying (3.5). For $n \geq 0$, define $X_n$ by the last letter of $U_n$ and $(M_n)_{n \geq 0}$ as in (2.4). Then $(X_n, M_n)_{n \geq 0}$ is a stationary Markov chain with transitions (2.1), (2.2) and (3.5) and with initial data $(X_0, M_0)$.

This stationary Markov chain can be extended on the time space $\mathbb{Z}$ as usual.

The arguments for the proof are similar to those presented in Theorem 3.1.

As for the simple infinite comb, the invariant measure of the first margin of the Markov chain $(X_n, M_n)_{n \in \mathbb{Z}}$ corresponding to the double infinite comb can be compared with the invariant measure $\pi$ for the VLMC double infinite comb calculated in Appendix B.
Corollary 3.4. Under the condition $\Theta_1 < \infty$ and $\Theta_2 < \infty$, there exists a unique invariant probability measure $\nu$ for the Markov chain $(X_n, M_n)$ given by $\nu(a_1, \infty) = \nu(a_2, \infty) = 0$ and for all $m \geq 1$ and $i = 1, 2$,

$$\nu(a_i, m) = \frac{1}{\Theta_1 + \Theta_2} P_i(m).$$  \hspace{1cm} (3.6)

Consequently one gets

$$\nu(a_2, \mathbb{N}^+ \cup \{0\}) = \frac{\Theta_2}{\Theta_1 + \Theta_2} = \pi(a_2).$$

Proof. Again (3.6) is a direct consequence of Proposition 2.3. Suming up it comes

$$\nu(a_2, \mathbb{N}^+ \cup \{0\}) = \frac{\Theta_2}{\Theta_1 + \Theta_2},$$

with

$$\Theta_1 = \sum_{n \geq 1} \prod_{k=1}^{n-1} (1 - q_{0^*1}(1)) = \sum_{n \geq 0} \prod_{k=1}^{n} q_{0^*1}(0)$$

and

$$\Theta_2 = \sum_{n \geq 1} \prod_{k=1}^{n-1} (1 - q_{1^*0}(0)) = \sum_{n \geq 0} \prod_{k=1}^{n} q_{1^*0}(1),$$

which is exactly the calculation of $\pi(a_2)$ in Appendix B.

Remark 3.5. The results developed in Theorem 3.1 and Theorem 3.3 can be generalized to context trees which are based on a finite alphabet $\{a_1, \ldots, a_K\}$ and composed with a finite number of combs. The corresponding Markov chain $(X_n, M_n)_{n \in \mathbb{Z}}$ is then valued in the state space $\{a_1, \ldots, a_K\} \times \mathbb{N}^*$. Of particular interest are variable length Markov chains $(U_n)$ associated with the infinite comb or the double infinite comb. While the sequence $(X_n)$ formed by the last letters of the process $U_n = \ldots X_{n-1}X_n$ is not a Markov process, except for very particular $q_c$, the previous theorems show that it suffices to add a memory process $(M_n)$ to get a Markov chain $(X_n, M_n)$. Note that $(U_n)$ takes its value in the non-countable space $\mathcal{L}$ and Theorems 3.1 and 3.3 allow to associate by a one to one correspondence a Markov chain $(X_n, M_n)$ which is valued in the countable set $\{0, 1\} \times \mathbb{N}^*$. This reduction of the size of the state space (which becomes here minimal) is made possible by the particular shape of the context tree: for instance, the VLMC associated with the bamboo blossom defined in [2] is not equivalent to a Markov Chain $(X_n, M_n)$ with a real memory process. Nevertheless for suitable VLMC we suggest to introduce the following application

$$\left((U_n) \right)_n \mapsto \left(\text{pref} \,(U_n) \right)_n,$$

which should permit to generalize the reduction of the state space. The image process is not Markovian in the general case, even under the stationary distribution for $U_n$. A conjecture: the process $\left(\text{pref} \,(U_n) \right)_n$ is Markovian (and thus defines an automaton) if and only if the associated context tree has a completeness property, studied in a companion paper [3].

4 Distribution of the persistent random walk

By definition, a random walk $(S_n)_{n \geq 0}$ is a process whose increments are independent. It is often pertinent, for instance in modeling, to begin with the increments and second to study the associated random walk. Let us give an example coming from finance. Suppose that $S_n$
is the price at time \( n \) of an asset. In the Cox, Ross and Rubinstein model, the non-arbitrage condition implies that the relative increments \( \left( \frac{S_n-S_{n-1}}{S_{n-1}} ; n \geq 1 \right) \) are independent. We study here a class of additive processes \((S_n)\) of the type

\[
S_n = \sum_{k=0}^{n} X_k, \quad n \geq 0, \tag{4.1}
\]

where the increments \((X_n)\) are not independent. A tentative of considering increments with short dependency has been already developed in [17] and [18]. In these studies, the authors have supposed that \((X_n)\) is a Markov chain. We would like to go further here introducing variable length memory between the increments.

We consider in this section, a Markov chain \((X_n, M_n)_{n \geq 0}\) with transition probability (2.1) and (2.2) and we assume

\[
K = 2, a_1 = -1, a_2 = 1.
\]

The process \((S_n)\) defined by (4.1) is called a persistent random walk. This terminology comes from [8].

A path description of \((S_n)\) is given in Section 4.1, putting ahead the breaking times \((T_n)_{n \geq 1}\). We give in Section 4.2 the explicit distribution of \(S_n\). Although the law of \(S_n\) is complicated, we can determine explicitly the distribution and the generating function of the position of the persistent random walk at an exponential independent random time. The double generating function will play an important role in Section 5.

We end this section studying how \(S_n\) fluctuates as \( n \to \infty \). Indeed it is not so far from the persistent walk with one-order Markovian increments. We prove a law of large number and a central limit theorem. We recover the classical setting where \((X_n)\) is a Markov chain. We have introduced variable memory to \((X_n)\), but it seems that it is not sufficient to obtain new asymptotic behavior: it would be therefore very interesting to investigate the behaviour of the random walk when mixing assumptions are relaxed, i.e. when the length of the memory increases significantly to give a real persistent memory effect to the random walks.

### 4.1 Paths description

Since \(X_n\) is \([-1,1]\)-valued, it is clear that the trajectory of \((S_n)_{n \geq 0}\) is a sequence of straight lines with slopes \(\pm 1\), and the instants of breaks are \((T_n)_{n \geq 1}\) which were introduced in (2.17).

Let us assume that \(S_0 = X_0 = 1\), then the trajectory increases step 1 by step 1 till \(T_1 - 1\) where it reaches a first local maximum. After that time, it decreases and reaches a local minimum at time \(T_2 - 1\) and so on. The trajectory of \((S_n)_{n \in \mathbb{N}}\) corresponds to the linear interpolation between the sequence of points \((W_n, Z_n)_{n \geq 0}\) where \(W_0 = 0, Z_0 = 1\) and for \(n \geq 1,\)

\[
(W_n, Z_n) = (T_n - 1, S_{T_n} - (-1)^n) = \left( T_n - 1, \sum_{k=1}^{n} (-1)^{k-1}(T_k - T_{k-1}) \right).
\]

If \(S_0 = X_0 = -1\), then the behaviour of the process is similar and reduces on a succession of increasing and decreasing parts. The trajectory \((S_t)_{t \geq 0}\) is a linear interpolation between \((W_n, Z'_n)_{n \geq 0}\) where \(W_0 = 0, Z'_0 = -1\) and for \(n \geq 1,\)

\[
(W_n, Z'_n) = (T_n - 1, S_{T_n} + (-1)^n) = \left( T_n - 1, \sum_{k=1}^{n} (-1)^{k}(T_k - T_{k-1}) \right).
\]
Figure 4: Trajectories of $(S_t)_{t \geq 0}$ when either $S_0 = 1$ or $S_0 = -1$.

Note that $Z'_n = -Z_n$.

Let us introduce the counting process $(N_t)_{t \in \mathbb{N}}$ whose jump times are $T_n$:

$$N_t = \sup \{n \geq 1 : T_n \leq t\} = \sum_{n \geq 1} \mathbb{1}_{\{T_n \leq t\}}, \quad t \in \mathbb{N}. \quad (4.2)$$

From now on, we suppose that $(X_0, M_0) = (1, 1)$. Note that the case $(X_0, M_0) = (-1, 1)$ can be deduced from the former case changing $X$ in $-X$.

The counting process $(N_t)_{t \geq 0}$ will play an important role in the study of $(S_t)_{t \geq 0}$ (see Section 5) and $(S_t)_{t \geq 0}$ can be expressed via $(N_t)_{t \geq 0}$ as:

$$S_t = \sum_{n=0}^{t} (-1)^{N_n}. \quad (4.3)$$

There is a one-to-one correspondence between $(M_t)_{t \geq 0}$ and $(N_n)_{n \geq 0}$:

$$\{k; M_k = 1\} = \{T_n; n \geq 0\}. \quad (4.4)$$

$(N_s; s \leq t)$ can be expressed via $(M_s; s \leq t)$ and vice versa. Indeed, (4.2) (4.4) and (2.4) imply

$$N_t = \sum_{k=1}^{t} \mathbb{1}_{\{M_k = 1\}} \quad \text{and} \quad M_t = 1 + \sup \{n \geq 0 : N_{t-n} = N_t\}, \quad t \in \mathbb{N}. \quad (4.5)$$

### 4.2 Distribution of the persistent random walk at a fixed time

In this section we give the explicit distribution of the persistent random walk at any fixed time.

We recall that $(X_n, M_n)_{n \geq 0}$ is a $\{-1, 1\} \times \mathbb{N}^*$-valued Markov chain with transitions matrix $Q$ defined by (2.1) and starting values $(X_0, M_0) = (1, 1)$. Therefore the law of $(X_n, M_n)$ is given by $Q^n$. However the calculation of $Q^n$ is untractable. This leads to restrict ourselves to the law of $X_n$.

Let us define

$$\mathcal{N}(m, b) := \{u \in (\mathbb{N}^*)^m : u_1 + \ldots + u_m = b\}, \quad m \geq 1, \ b \geq 1.$$

and

$$A_i(m, b) = \sum_{\substack{u \in \mathcal{N}(m, b)\cr \mathbb{P}_i(u_1) \ldots \mathbb{P}_i(u_m) \alpha_{i,u_1} \times \ldots \times \alpha_{i,u_m}\cr i = 1, 2}} \alpha_{i,u_1} \times \ldots \times \alpha_{i,u_m}. \quad (4.6)$$
with $A_i(m, b) = 0$ for $0 \leq b < m$ and $A_i(0, b) = 1_{\{k=0\}}$.

The distribution of the random walk $(S_n)_{n \geq 1}$ can be directly linked to the occupation measure $L_n(1)$ of the increments $(X_n)_{n \geq 1}$ in the following way:

**Proposition 4.1. (distribution of $S_n$)** Suppose that $(X_0, M_0) = (1, 1)$.

(i) Let us introduce the local time

$$L_n(1) := \sum_{k=1}^{n} 1_{\{X_k = 1\}}, \quad (4.7)$$

then the random walk satisfies for $n \geq 1$,

$$S_n = 1 + 2L_n(1) - n. \quad (4.8)$$

Consequently, for any $0 \leq k \leq n$:

$$\eta_n(k) := \mathbb{P}(S_n = 1 + 2k - n) = \mathbb{P}(L_n(1) = k). \quad (4.9)$$

(ii) Moreover, for $0 \leq k \leq n$, we have

$$\eta_n(k) = \eta_n^{(1)}(k) + \eta_n^{(2)}(k) \quad (4.10)$$

with

$$\eta_n^{(1)}(k) = \sum_{1 \leq m \leq (k+1) \land (n-k)} A_2(m, k+1) \sum_{\ell=1}^{n-k-m+1} A_1(m-1, n-k-\ell) \mathbb{P}_1(\ell) \quad (4.11)$$

and

$$\eta_n^{(2)}(k) = \sum_{0 \leq m \leq k \land (n-k)} A_1(m, n-k) \sum_{\ell=1}^{k-m+1} A_2(m, k+1-\ell) \mathbb{P}_2(\ell). \quad (4.12)$$

**Proof.**

(i) Using the definition of $L_n(1)$, it comes

$$S_n = 1 + \sum_{i=1}^{n} 1_{\{X_i = 1\}} - \sum_{i=1}^{n} 1_{\{X_i = -1\}}$$

$$= 1 + \sum_{i=1}^{n} 1_{\{X_i = 1\}} - \left(n - \sum_{i=1}^{n} 1_{\{X_i = 1\}}\right)$$

$$= 1 + 2L_n(1) - n.$$ 

(ii) In order to compute $\eta_n(k)$, it is convenient to use the family of stopping times $(T_n)$ introduced in (2.17). The probability of the event $\{L_n(1) = k\}$ can be decomposed into two parts, according to the fact that time $n$ arrives on the way up or on the way down:

$$\eta_n(k) = \sum_{m \geq 0} \eta_n^{(1)}(k, m) + \sum_{m \geq 1} \eta_n^{(2)}(k, m) \quad (4.13)$$

where

$$\eta_n^{(1)}(k, m) := \mathbb{P}\left(L_n(1) = k, T_{2m} \leq n < T_{2m+1}\right), \quad m \geq 0$$

and

$$\eta_n^{(2)}(k, m) := \mathbb{P}\left(L_n(1) = k, T_{2m-1} \leq n < T_{2m}\right), \quad m \geq 1.$$
First step — Computation of $\eta_n^{(1)}(k, m)$ for $n \geq k$. Suppose first that $m \geq 1$. On the set $\{L_n(1) = k, T_{2m} \leq n < T_{2m+1}\}$, we define for $0 \leq i < m$, the length of the $i$th ascent $W_i := T_{2i+1} - T_{2i}$, $W_m := n + 1 - T_{2m}$ and the length of the $i$th descent $V_i := T_{2i} - T_{2i-1}$ for $1 \leq i \leq m$. Then

$$W_0 + W_1 + \cdots + W_m + V_1 + \cdots + V_m = n + 1, \quad W_0 + W_1 + \cdots + W_m = k + 1. \quad (4.14)$$

Therefore for $W = (W_0, \ldots, W_m)$ and $V = (V_1, \ldots, V_m)$ we get

$$\eta_n^{(1)}(k, m) = \sum_{w \in \mathcal{N}(m+1, k+1)} \sum_{v \in \mathcal{N}(m, n-k)} \mathbb{P}(W = w, V = v). \quad (4.15)$$

Using the distributions of $T_{2i+1} - T_{2i}$ and $T_{2i+2} - T_{2i+1}$ given in Proposition 2.6, we obtain

$$\mathbb{P}(W = w, V = v) = \mathcal{P}_2(w_1)\alpha_{2,w_1}\mathcal{P}_1(v_1)\alpha_{1,v_1} \times \cdots \times \mathcal{P}_2(w_m)\alpha_{2,w_m}\mathcal{P}_1(v_m)\alpha_{1,v_m} \mathcal{P}_2(u_{m+1}). \quad (4.16)$$

It is clear that (4.15) and (4.16) imply

$$\eta_n^{(1)}(k, m) = \hat{A}_2(m + 1, k + 1)A_1(m, n - k), \quad (4.17)$$

where $A_1$ is defined by (4.6) and for $m \geq 2$ and $i \in \{1, 2\}$,

$$\hat{A}_i(m, b) := \sum_{w \in \mathcal{N}(m, b)} \mathcal{P}_1(w_1) \times \cdots \times \mathcal{P}_i(w_m) \alpha_{i,w_1} \times \cdots \times \alpha_{i,w_{m-1}}, \quad (4.18)$$

and $\hat{A}_i(1, b) = \mathcal{P}_i(b)$.

If $m = 0$, then $n = k$, $\eta_n^{(1)}(k, m) = \mathcal{P}_2(n + 1)$. Therefore (4.17) holds with $m = 0$.

Step 2 — Computation of $\eta_n^{(2)}(k, m)$. Similarly, define on $\{L_n(1) = k, T_{2m-1} \leq n < T_{2m}\}$, $W_i := T_{2i+1} - T_{2i}$ for $0 \leq i < m$, $V_i := T_{2i} - T_{2i-1}$ for $1 \leq i < m$ and $V_m := n + 1 - T_{2m-1}$ then:

$$W_0 + W_1 + \cdots + W_{m-1} + V_1 + \cdots + V_m = n + 1, \quad W_0 + W_1 + \cdots + W_{m-1} = k + 1.$$

For $W = (W_0, \ldots, W_{m-1})$ and $V = (V_1, \ldots, V_m)$ we get

$$\eta_n^{(2)}(k, m) = \sum_{w \in \mathcal{N}(m, k+1)} \sum_{v \in \mathcal{N}(m, n-k)} \mathbb{P}(W = w, V = v) = A_2(m, k + 1)\hat{A}_1(m, n - k). \quad (4.19)$$

Combining (4.15), (4.17) and (4.19) leads to

$$\eta_n(k) = \sum_{m=0}^{k \wedge (n-k)} \hat{A}_2(m + 1, k + 1)A_1(m, n - k) + \sum_{m=1}^{(k+1) \wedge (n-k)} A_2(m, k + 1)\hat{A}_1(m, n - k) \quad (4.20)$$

In order to prove (4.10), it suffices to express $\hat{A}_i$ in terms of $A_i$. For $b \geq m > 1$ we observe that

$$\mathcal{N}(m, b) = \{(w, w_m) : w \in \mathcal{N}(m - 1, j), w_m = b - j, m - 1 \leq j \leq b - 1\}.$$
Hence, for \( b \geq m > 1 \),
\[
\hat{A}_i(m, b) = \sum_{j=m-1}^{b-1} A_i(m-1, j) \mathcal{P}_i(b-j) = \sum_{\ell=1}^{b-m+1} A_i(m-1, b-\ell) \mathcal{P}_i(\ell). \tag{4.21}
\]
Observe that (4.21) is still valid if \( m = 1 \), since \( A_i(0, b) = \mathbb{1}_{\{b=0\}} \) and \( \hat{A}_i(1, b) = \mathcal{P}_i(b) \).

The decomposition (4.21) permits to transform (4.20) into (4.10).

**Remark 4.2.** In the particular situation \( \alpha_{2,k} = \alpha_2 \) for any \( k \geq 1 \), which is associated with the simple infinite comb (Section 3), then the distribution of \( S_n \) given by (4.9) and (4.10) can be simplified since
\[
A_2(m, b) = \binom{b-1}{m-1}(1-\alpha_2)^{b-m} \alpha_2^m = \alpha_2 \hat{A}_2(m, b), \quad b \geq m \geq 1.
\]
Of course by symmetry we get also a similar expression of \( A_1 \) if \( \alpha_{1,k} = \alpha_1 \) for any \( k \geq 1 \).

Combining both identities, Proposition 4.1 gives the distribution of \( S_n \) when \( X_n \) is a Markov chain. Let us just note that the associated VLMC is very particular and the generating function of \( S_n \) was already presented in [17].

**Corollary 4.3.** Suppose that \( \alpha_{1,k} = \alpha_1 \) and \( \alpha_{2,k} = \alpha_2 \) for any \( k \geq 1 \). This means that \( (X_n) \) is a \( \{-1, 1\} \)-valued Markov chain with transition matrix
\[
\begin{pmatrix}
1 - \alpha_1 & \alpha_1 \\
\alpha_2 & 1 - \alpha_2
\end{pmatrix}.
\]

Then one has
\[
\mathbb{P}(L_n(1) = k) = \sum_{m=1}^{(k+1)\wedge(n-k)} \binom{k}{m-1} \binom{n-k-1}{m-1} \alpha_1^{m-1}(1-\alpha_1)^{n-k-m} \alpha_2^m(1-\alpha_2)^{k+1-m}
\]
\[
+ \sum_{m=1}^{k\wedge(n-k)} \binom{k}{m} \binom{n-k-1}{m-1} \alpha_1^m(1-\alpha_1)^{n-k-m} \alpha_2^m(1-\alpha_2)^{k-m}.
\]

**Remark 4.4.** (i) Note that we have actually proved a more complete result than (4.11) and (4.12):
\[
\mathbb{P}(L_n(1) = k, T_{2m} \leq n < T_{2m+1}) = \hat{A}_2(m+1, k+1) A_1(m, n-k), \tag{4.22}
\]
for \( 0 \leq m \leq k \wedge (n-k) \) and
\[
\mathbb{P}(L_n(1) = k, T_{2m-1} \leq n < T_{2m}) = A_2(m, k+1) \hat{A}_1(m, n-k), \tag{4.23}
\]
for \( 1 \leq m \leq (k+1) \wedge (n-k) \), where \( \hat{A}_1 \) and \( \hat{A}_2 \) are defined by (4.18).

(ii) We deduce from (4.22) that
\[
\mathbb{P}(T_{2m} \leq n < T_{2m+1}) = \sum_{k=m}^{n-m} \hat{A}_2(m+1, k+1) A_2(m, n-k).
\]

Since the left hand side equals \( \mathbb{P}(T_{2m} \leq n, T_{2m+1} - T_{2m} > n - T_{2m}) \), Proposition 2.6 and Remark 2.7 imply
\[
\mathbb{E}[\mathbb{1}_{\{T_{2m} \leq n\}} \mathcal{P}_2(n - T_{2m})] = \sum_{k=m}^{n-m} \hat{A}_2(m+1, k+1) A_2(m, n-k).
\]

Recall that \( T_{2m} \geq 2m \). Then taking successively \( n = 2m, n = 2m+1 \) and so on, we are theoretically able to determine the law of \( T_{2m} \).
As it is said in Remark 4.4, Proposition 4.1 contains in an hidden way the distribution of $T_{2m}$ and $T_{2m+1}$. However it is actually possible to determine differently the distribution of these two random variables. It is convenient to introduce the notations:

$$\Delta g(n) = g(n) - g(n + 1), \quad n \geq 0,$$
$$\varphi * \psi(n) = \sum_{k=0}^{n} \varphi(k)\psi(n-k), \quad n \geq 0,$$
$$\theta : \mathbb{N} \to \mathbb{N}, \quad \theta(n) = n + 1,$$

where $g$, $\varphi$, $\psi : \mathbb{N} \to \mathbb{N}$.

**Proposition 4.5.** Let $\xi_1, \ldots, \xi_k$ be $k$ independent $\mathbb{N}$-valued random variables. Denote for any $n \geq 0$,

$$f_i(n) := \mathbb{P}(\xi_i \geq n).$$

We introduce $\mathcal{A}_r^k$ the set of all subsets of $\{1, \ldots, k\}$ containing $r$ elements. Then

$$\mathbb{P}(\xi_1 + \ldots + \xi_k \geq n) = h_k(n)$$

where

$$h_k = \sum_{r=1}^{k} \sum_{A \in \mathcal{A}_r^k} \Delta^{r-1}(f^{*A} \circ \theta^{k-r})$$

and $f^{*A} = f_{i_1} * \ldots * f_{i_r}$ when $A = \{i_1, \ldots, i_r\}$.

We do not prove Proposition 4.5 since it does not play a main role in our study.

**Remark 4.6.**

1. If $\xi$ is geometrically distributed with parameter $1 - \rho$ (i.e. $\mathbb{P}(\xi = n) = (1 - \rho)\rho^n$, $n \geq 1$, $\rho \in [0, 1]$) then the function $f$ associated with $\xi$ is $f(n) = \rho^n$, $n \geq 0$.

2. Suppose that $\xi_1 = T_{2m} - T_{2m-1}$ (resp. $\xi_2 = T_{2m-1} - T_{2m-2}$) where $m \geq 1$, then Remark 2.7 implies that

$$\mathbb{P}(\xi_1 - 1 \geq n) = \mathcal{P}_i(n + 1), \quad i = 1, 2, \quad n \geq 0,$$

where $\mathcal{P}_i$ has been defined by (2.8)

**Definition 4.7.** Let $\rho \in [0, 1]$. A $\mathbb{N}$-valued random variable $\xi_\rho$ is said to be pseudo-Poisson distributed with parameter $\rho > 0$ when for all $n \geq 0$:

$$f_\rho(n) = \mathbb{P}(\xi_\rho \geq n) = \rho^n / n!.$$ 

It is clear that if $\alpha_{i,k} = 1 - \rho_i^2$, where $\rho_i \in [0, 1]$, then $\mathcal{P}_i(n) = \rho^n_i / m_i$. Therefore $\xi_i - 1$ (cf item 2. of Remark 4.6) is pseudo-Poisson with parameter $\rho_i$.

It is immediate to prove that:

$$f_\rho * f_{\rho'} = f_{\rho + \rho'}.$$

Reasoning by induction on $k$ and using Proposition 4.5, we get the following result.

**Proposition 4.8.** Suppose that $\xi_1, \ldots, \xi_k$ are independent, and $\xi_i$ is pseudo-Poisson with parameter $\rho_i$. Then:

$$\mathbb{P}(\xi_1 + \ldots + \xi_k \geq n) = h_k(n), \quad n \geq 0,$$

where

$$h_k(n) = \sum_{r=1}^{k} \sum_{A \in \mathcal{A}_r^k} \sum_{\ell=0}^{r-1} \frac{(r-1)!}{n + k + \ell - r} \left( \sum_{i \in A} \rho_i \right)^{n+k+\ell-r}.$$ (4.24)
In the particular case $\rho_1 = \ldots = \rho_k = \rho$,

\[ h_k(n) = k \sum_{t=0}^{k-1} \frac{\rho^{n+t}}{(n+t)!} \binom{k-1}{t} \left( \sum_{\ell=0}^{t} \frac{t!}{\ell!} (-1)^\ell (\ell + k - t)^{n-1+t} \right) \]

Remark 4.9. Suppose that $\alpha_{1,k} = 1 - \frac{\rho}{k}$, $k \geq 1$. Then

\[ \mathbb{P} \left( \sum_{i=1}^{k} (T_{2i} - T_{2i-1} - 1) \geq n \right) = h_k(n), \quad n \geq 0, \]

where $h_k$ is given by (4.24).

4.3 Distribution of the persistent random walk at an independent time

As shows Proposition 4.1, the law of $S_n$ is rather complicated. In the study of a Markov chain, it can be interesting to stop it at a random time. For instance, a Markov chain stopped at a geometric time independent from the Markov chain remains a Markov chain.

Let us consider a geometric random variable $\tau + 1$ with parameter $\rho \in [0,1[$ and independent from $(X_n, M_n)$:

\[ \mathbb{P}(\tau = k) = \rho^k (1 - \rho), \quad k \geq 0. \]  

(4.25)

In this section we first determine in Theorem 4.10 below the generating function $\Phi(\lambda, \rho)$ of $S_\tau$:

\[ \Phi(\lambda, \rho) := \mathbb{E}[\lambda^{S_\tau}] = (1 - \rho) \sum_{k \geq 0} \rho^k \mathbb{E}[\lambda^{S_k}], \quad 0 \leq \rho \leq 1. \]  

(4.26)

This would allow to deduce the generating function of $S_k$ for any $k$ since:

\[ \mathbb{E}[\lambda^{S_k}] = \frac{1}{k!} \frac{\partial^k}{\partial \rho^k} \left( \Phi(\lambda, \rho) \right) \bigg|_{\rho=0}. \]  

(4.27)

Since we have already calculated the law of $S_k$ we do not go further in this direction.

In Section 5, we will prove that under certain conditions, the persistent random walk $(S_n)$ converges to a Markov process $(S(t))_{t \in \mathbb{R}_+}$. The following Theorem 4.10 will be used to calculate the Laplace transform of $S(\xi)$, where $\xi$ is an exponential random variable independent of $(S(t))_{t \in \mathbb{R}_+}$. Theoretically, the following theorem permits to deduce the law of $S_\tau$ but it is in practice impossible to determine it explicitly. However, using the law of $L_n(1)$ for any $n$, given in Proposition 4.1, we present in Proposition 4.13 below the distribution of $L_\tau(1)$. Recall that from (4.8), $S_\tau = 1 + 2L_\tau(1) - \tau$. Since $\tau$ is a random time, we cannot deduce from this identity the distribution of $S_\tau$.

Theorem 4.10. Let $0 < \rho < \lambda < 1$. Then the generating function of $S_\tau$, where $(S_n)_{n \geq 0}$ and $\tau$ are independent, is equal to

\[ \mathbb{E}[\lambda^{S_\tau}] = \frac{(\rho - 1) \left\{ \lambda \rho \left( \hat{P}_1(\xi) + \hat{P}_2(\lambda \rho) \right) + (\lambda \rho - 1) \hat{P}_1(\xi) \hat{P}_2(\lambda \rho) \right\}}{\rho (\lambda \rho - 1) \hat{P}_2(\lambda \rho) + \lambda \rho (\rho - \lambda) \hat{P}_1(\xi) + (\lambda \rho - 1)(\rho - \lambda) \hat{P}_1(\xi) \hat{P}_2(\lambda \rho)} \]  

(4.28)

where $\hat{P}_i$ is defined for $0 < x < 1$ by

\[ \hat{P}_i(x) = \sum_{k \geq 1} P_i(k) x^k, \quad i = 1, 2. \]  

(4.29)
Remark 4.11. If $\alpha_{2,k} = \alpha_2$ for any $k \geq 1$ (recall that in that case $S_n$ is the persistent random walk associated with the simple infinite comb), the function $\hat{P}_2$ satisfies

$$\hat{P}_2(x) = \sum_{k \geq 1} (1 - \alpha_2)^{k-1} x^k = \frac{x}{1 - (1 - \alpha_2)x}.$$ 

Therefore (4.28) becomes

$$\mathbb{E}[\lambda^{S_r}] = \frac{\lambda(\rho - 1)}{\lambda \rho - 1 + \alpha_2 \lambda (\rho - \lambda) \hat{P}_1 (\frac{x}{\lambda})}.$$ 

Moreover, if $\alpha_{1,k} = 1 - \alpha_1/k$, then

$$\hat{P}_1(x) = \sum_{k \geq 1} \alpha_1^{k-1} x^k = xe^{\alpha_1 x},$$

and

$$\mathbb{E}[\lambda^{S_r}] = \frac{(\rho - 1) (\lambda - \alpha_2 e^{\alpha_1 \rho/\lambda})}{\lambda \rho - 1 + \alpha_2 \rho (\rho - \lambda) e^{\alpha_1 \rho/\lambda}}.$$ 

We begin with a preliminary result (Lemma 4.12). The proof of Theorem 4.10 will be given later on. For $i \in \{1, 2\}$ and $0 < x < 1$, let us define the generating function

$$G^{(i)}(x) := \sum_{k \geq 1} \mathcal{P}_i(k) \alpha_{i,k} x^k.$$ 

Lemma 4.12. (i) For $i = 1, 2$ and $0 < x < 1$, the generating function $L^{(i)}$ satisfies

$$G^{(i)}(x) = 1 + \left(\frac{x - 1}{x}\right) \hat{P}_1(x),$$

where $\hat{P}_1(x)$ has been defined by (4.29).

(ii) Moreover for $m \geq 1,$

$$\sum_{b \geq m} A_i(m, b)x^b = \left(G^{(i)}(x)\right)^m,$$

where $A_i$ (resp. $\hat{A}_i$) is defined by (4.6) (resp. (4.18)).

Proof of Lemma 4.12.

(i) Let $0 < x < 1$. We have

$$G^{(i)}(x) = -\sum_{k \geq 1} \mathcal{P}_i(k)(1 - \alpha_{i,k}) x^k + \sum_{k \geq 1} \mathcal{P}_i(k) x^k$$

$$= -\frac{1}{x} \sum_{k \geq 1} \mathcal{P}_i(k+1)x^{k+1} + \hat{P}_1(x) = -\frac{1}{x}(\hat{P}_1(x) - x) + \hat{P}_1(x).$$

(ii) For $m \geq 1,$

$$\sum_{b \geq m} A_i(m, b)x^b = \sum_{b \geq m, u \in N(m, b)} \mathcal{P}_i(u_1) \cdots \mathcal{P}_i(u_m) \alpha_{i,u_1} \cdots \alpha_{i,u_m} x^{u_1 + \cdots + u_m}$$

$$= \sum_{u \in \{N^r\}^m} \left(\mathcal{P}_i(u_1) \alpha_{i,u_1} x^{u_1}\right) \cdots \left(\mathcal{P}_i(u_m) \alpha_{i,u_m} x^{u_m}\right)$$

$$= \left(G^{(i)}(x)\right)^m.$$ 

The proof of the second equality in (4.31) is similar to the first one. \hfill ☐
Proof of Theorem 4.10. Let $0 < \rho < \lambda < 1$. Using (4.8) together with the independence between $S_n$ and $\tau$ yield

$$
\mathbb{E}[\lambda^{S_n}] = (1 - \rho) \sum_{n \geq 0} \mathbb{E}[\lambda^{S_n}] \rho^n = \lambda(1 - \rho) \sum_{n \geq 0} \mathbb{E}[\lambda^{2n_1(1)}] \left( \frac{\rho}{\lambda} \right)^n 
$$

$$
= \lambda(1 - \rho) \sum_{k \geq 0} \lambda^{2k} \sum_{n \geq k} \eta_k(n) \left( \frac{\rho}{\lambda} \right)^n. \tag{4.32}
$$

See Proposition 4.1 for the definition of $\eta_k(n)$. Using the decomposition (4.13) and equality (4.17) lead to the following decomposition

$$
\mathbb{E}[\lambda^{S_n}] = \lambda(1 - \rho)(\mathcal{E}_1 + \mathcal{E}_2), \tag{4.33}
$$

where $\mathcal{E}_1$ corresponds to the part related to $\eta^{(i)}_n$ (cf (4.11) and (4.12)) i.e.:

$$
\mathcal{E}_1 = \sum_{k \geq 0} \lambda^{2k} \sum_{n \geq k} \sum_{m=0}^{k/(n-k)} \eta_{m}^{(1)}(k, m) \left( \frac{\rho}{\lambda} \right)^n = \sum_{k \geq 0} (\lambda \rho)^k \sum_{m=0}^{k} \hat{A}_2(m + 1, k + 1) \sum_{n \geq m + k} A_1(m, n - k) \left( \frac{\rho}{\lambda} \right)^{n-k}.
$$

By (4.31), we get

$$
\mathcal{E}_1 = \sum_{k \geq 0} (\lambda \rho)^k \sum_{m=0}^{k} \hat{A}_2(m + 1, k + 1) \left( \mathcal{G}^{(1)} \left( \frac{\rho}{\lambda} \right) \right)^m = \frac{1}{\rho \lambda} \sum_{m=0}^{k} \left( \mathcal{G}^{(1)} \left( \frac{\rho}{\lambda} \right) \right)^m \hat{A}_2(m + 1, k + 1)(\lambda \rho)^{k+1} = \frac{1}{\rho \lambda} \sum_{m=0}^{k} \left( \mathcal{G}^{(1)} \left( \frac{\rho}{\lambda} \right) \mathcal{G}^{(2)}(\lambda \rho) \right)^m \hat{P}_2(\lambda \rho) = \frac{\hat{P}_2(\lambda \rho)}{\lambda \rho \left( 1 - \mathcal{G}^{(1)} \left( \frac{\rho}{\lambda} \right) \mathcal{G}^{(2)}(\lambda \rho) \right)}.
$$

In a similar way, we compute $\mathcal{E}_2$:

$$
\mathcal{E}_2 = \sum_{k \geq 0} \lambda^{2k} \sum_{n \geq k} \sum_{m=1}^{(k+1)/(n-k)} \eta_{m}^{(2)}(k, m) \left( \frac{\rho}{\lambda} \right)^n = \sum_{k \geq 0} (\lambda \rho)^k \sum_{m=1}^{k+1} A_2(m, k + 1) \sum_{n \geq m + k} \hat{A}_1(m, n - k) \left( \frac{\rho}{\lambda} \right)^{n-k} = \frac{1}{\rho \lambda} \hat{P}_1 \left( \frac{\rho}{\lambda} \right) \sum_{m=1}^{k+1} \left( \mathcal{G}^{(1)} \left( \frac{\rho}{\lambda} \right) \right)^{m-1} \sum_{k \geq m - 1} A_2(m, k + 1)(\lambda \rho)^{k+1} = \frac{\hat{P}_1 \left( \frac{\rho}{\lambda} \right) \mathcal{G}^{(2)}(\lambda \rho)}{\lambda \rho \left( 1 - \mathcal{G}^{(1)} \left( \frac{\rho}{\lambda} \right) \mathcal{G}^{(2)}(\lambda \rho) \right)}.
$$

Now (4.33) yields

$$
\mathbb{E}[\lambda^{S_n}] = \lambda(1 - \rho) \frac{\hat{P}_2(\lambda \rho) + \hat{P}_1 \left( \frac{\rho}{\lambda} \right) \mathcal{G}^{(2)}(\lambda \rho)}{\lambda \rho \left( 1 - \mathcal{G}^{(1)} \left( \frac{\rho}{\lambda} \right) \mathcal{G}^{(2)}(\lambda \rho) \right)}
$$

which, combined with (4.30), implies (4.28).
Proposition 4.13. Let $k \geq 0$. The random variable $L_\tau(1)$ satisfies

$$
P(L_\tau(1) = k) = (1 - \rho)^k \left\{ g_1(\rho) \sum_{m=1}^{k+1} A_2(m, k + 1) f_1(\rho)^{m-1} + \sum_{m=0}^{k} \sum_{\ell=1}^{k-m+1} A_2(m, k + 1 - \ell) P_2(\ell) f_1(\rho)^m \right\}
$$

(4.34)

with

$$
f_i(\rho) = \sum_{k \geq 1} P_i(k) \alpha_{i,k} \rho^k \quad \text{and} \quad g_i(\rho) = \sum_{k \geq 1} P_i(k) \rho^k, \quad i = 1, 2.
$$

(4.35)

Moreover

$$
f_i(\rho) = \left(1 - \frac{1}{\rho}\right) g_i(\rho) + 1.
$$

(4.36)

Proof. Let us first recall (cf Proposition 4.1) that

$$
\eta_n(k) := P(L_n(1) = k) = \eta_n^{(1)}(k) + \eta_n^{(2)}(k),
$$

where \(\eta_n^{(1)}\) resp. \(\eta_n^{(2)}\) is defined by (4.11) resp. (4.12). In a similar way, we decompose the following probability

$$
\eta(k) := P(L_\tau(1) = k) = \eta^{(1)}(k) + \eta^{(2)}(k)
$$

(4.37)

where

$$
\eta^{(i)}(k) = (1 - \rho) \sum_{n \geq 0} \rho^n \eta^{(i)}_n(k), \quad i = 1, 2.
$$

We shall only present the details of calculation for \(\eta^{(1)}(k)\) \((\eta^{(2)}(k)\) can be determined similarly). By definition

$$
\eta^{(1)}(k) = (1 - \rho) \sum A_2(m, k + 1) A_1(m - 1, n - k - \ell) P_1(\ell) \rho^n,
$$

(4.38)

the sum is taken over all combinations of indexes \(n, m, \) and \(\ell\) satisfying

$$
n \geq 0, \quad m \geq 1, \quad m \leq k + 1, \quad m \leq n - k, \quad \ell \geq 1, \quad \ell \leq n - k - m + 1.
$$

Let us first fix the indexes \(m\) and \(\ell\) with

$$
1 \leq m, \quad m \leq k + 1, \quad \ell \geq 1.
$$

(4.39)

Then we compute the sum with respect to \(n\). We therefore introduce

$$
\psi_{m,\ell}(n) := \sum_{n \geq k+\ell+m-1} A_1(m - 1, n - k - \ell) \rho^n.
$$

By the change of variable \(i = n - k - \ell - m + 1\), we get

$$
\psi_{m,\ell}(n) = \sum_{i \geq 0} A_1(m - 1, m - 1 + i) \rho^{k+\ell} \rho^{m-1+i}
$$

$$
= \rho^{k+\ell} \sum_{i \geq 0} \sum_{u_1, \ldots, u_{m-1}} P_1(u_1) \times \ldots \times P_1(u_{m-1}) \alpha_{1,u_1} \times \ldots \times \alpha_{1,u_{m-1}}
$$

$$
\times \rho^{u_1+\ldots+u_{m-1}-1} \mathbb{1}_{\{u_1+\ldots+u_{m-1}=m-1+i\}}
$$

$$
= \rho^{k+\ell} \sum_{u_1, \ldots, u_{m-1}} P_1(u_1) \times \ldots \times P_1(u_{m-1}) \alpha_{1,u_1} \times \ldots \times \alpha_{1,u_{m-1}} \rho^{u_1+\ldots+u_{m-1}}
$$

$$
= \rho^{k+\ell} (f_1(\rho))^{m-1}.
$$
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where $f_1$ is defined by (4.35). Let us just note that, in the particular case $m = 1$, we get $A_1(0, n - k - \ell) = \mathbb{1}_{\{n, k, \ell = 0\}}$ and $\psi_{1, \ell}(k) = \rho^{k+\ell}$. Using (4.38) we obtain the following sum over all indexes $m$ and $\ell$ satisfying (4.39):

$$
\eta^{(1)}(k) = (1 - \rho) \sum_{m=1}^{k+1} A_2(m, k + 1) \rho^{k+\ell} (f_1(\rho))^{m-1},
$$

when $m, \ell$ verify (4.39). Then

$$
\eta^{(1)}(k) = (1 - \rho) \rho^k \sum_{m=0}^{k-m+1} \sum_{\ell=1}^{k+1} A_2(m, k + 1 - \ell) \rho^k f_1(\rho)^m.
$$

Obviously (4.37), (4.40) and (4.41) imply (4.34). Let us finally prove (4.36):

$$
f_i(\rho) = \sum_{k \geq 1} P_i(k) \alpha_i k \rho^k = \sum_{k \geq 1} P_i(k) (1 - (1 - \alpha_i k)) \rho^k = g_i(\rho) - \sum_{k \geq 1} P_i(k + 1) \rho^k
$$

$$
= g_i(\rho) - \frac{1}{\rho} \sum_{k \geq 2} P_i(k) \rho^k = g_i(\rho) - \frac{1}{\rho} (g_i(\rho) - \rho) = \left(1 - \frac{1}{\rho}\right) g_i(\rho) + 1. \quad \square
$$

### 4.4 Large time behavior

The law of $S_n$ has been given explicitly in Proposition 4.1 but it is very complicated. This leads us to investigate the asymptotic behaviour of $S_n$ as $n \to \infty$.

**Proposition 4.14.** Assume that $\Theta_i < \infty$, $i = 1, 2$, where $\Theta_i$ is defined by (2.7).

(i) The ratio $\frac{S_n}{n}$ converges a.s. and in $L^1$ to $\frac{\Theta_2 - \Theta_1}{\Theta_1 + \Theta_2}$ as $n \to \infty$.

(ii) Moreover, if $\sum_{k \geq 1} k P_i(k) < \infty$ for $i = 1, 2$, then the Central Limit Theorem holds:

$$
\frac{1}{\sqrt{n} \Upsilon} \left( S_n - n \frac{\Theta_2 - \Theta_1}{\Theta_1 + \Theta_2} \right)
$$

converges in distribution to a standard Gaussian random variable as $n \to \infty$ and the constant $\Upsilon$ is defined by

$$
\Upsilon = \frac{4}{\Theta_1 + \Theta_2} \mathbb{E} \left[ \left( T_1 - \frac{\Theta_2 T_2}{\Theta_1 + \Theta_2} \right)^2 \right]
$$

where the stopping times $T_1$ and $T_2$ are defined by (2.17) and $X_0 = M_0 = 1$.

**Remark 4.15.** 1. Let us first note that, under the condition presented in (ii) we can also prove the existence of a constant $C \in \mathbb{R}$ such that

$$
\lim_{n \to \infty} \left\{ \mathbb{E}(S_n) - n \frac{\Theta_2 - \Theta_1}{\Theta_1 + \Theta_2} \right\} = C.
$$
2. In the particular case \( \Theta_1 = \Theta_2 < \infty \), Proposition 4.14 implies that \( \lim_{n \to \infty} \frac{\mathbb{E}(S_n)}{n} = 0 \). If moreover \( \sum_{k \geq 0} k \mathcal{P}_i(k) < \infty \), we have a more precise result which says that \( \frac{1}{\sqrt{n}} S_n \) converges in distribution to a Gaussian random variable.

3. Under the conditions \( \Theta_i < \infty \) and \( \sum_{k \geq 1} k \mathcal{P}_i(k) < \infty \), we observe therefore that the rates of convergence for the first and the second order limit theorems are similar to the rates in the setting of the classical Bernoulli random walk. The persistency does not change the long time behaviour.

4. The assumption \( \sum_{k \geq 1} k \mathcal{P}_i(k) < \infty \) is quite strong and force a relatively strong mixing in the sequence \( (X_n) \). Open and interesting questions occur when this assumption is not satisfied. In terms of VLMC, it corresponds to the case when the expectation of the length of \( \text{pref}(U_n) \) is infinite.

**Proof of Proposition 4.14**

(i) Proposition 2.3 ensures that, under the condition \( \Theta_i < \infty \), for \( i \in \{1, 2\} \), the process \( (X_n, M_n)_{n \geq 0} \) is an ergodic Markov chain with invariant probability \( \nu \). The ergodic theorem, Corollary 3.2 and (2.7) imply the following almost sure convergence result:

\[
\lim_{n \to \infty} \frac{L_n(1)}{n} = \nu(1, \mathbb{N}) = \frac{\Theta_2}{\Theta_1 + \Theta_2} \quad a.s.,
\]

where \( L_n(1) \) is defined by (4.7). Since \( L_n(1)/n \) is a bounded random variable, the almost sure convergence implies the moment convergence. Therefore, by (4.8) and (4.45), we obtain

\[
\lim_{n \to \infty} \frac{\mathbb{E}(S_n)}{n} = \lim_{n \to \infty} \frac{1 + 2 \mathbb{E}(L_n(1))}{n} - 1 = \frac{2 \Theta_2}{\Theta_1 + \Theta_2} - 1 = \frac{\Theta_2 - \Theta_1}{\Theta_1 + \Theta_2}.
\]

(ii) Let us consider the Markov chain \( (X_n, M_n)_{n \geq 0} \) starting at \((1, 1)\) and denote \( Q \) the associated transition probability and \( \nu \) the invariant measure. We define

\[
\sigma = \inf \left\{ n \geq 1 : (X_n, M_n) = (1, 1) \right\}.
\]

Since the Markov chain is recurrent irreducible and positive, the stopping time \( \sigma \) is almost surely finite. Moreover if \( \mathbb{E}[\sigma^2] < \infty \), Theorem 17.2.2 in [13] implies that (4.42) holds with the constant \( \Upsilon := \nu(1, 1) \mathbb{E} \left[ \left( \sum_{k=1}^{\sigma} \frac{X_k - \Theta_2 - \Theta_1}{\Theta_1 + \Theta_2} \right)^2 \right] \).

According to Definition (2.17) of the stopping times \( (T_n) \), one has \( \sigma = T_2 \) and consequently

\[
\sum_{k=1}^{\sigma} X_k = \sum_{k=1}^{T_2-1} X_k + \sum_{k=T_1}^{T_2-1} X_k + X_{T-2} = T_1 - 1 - (T_2 - T_1) + 1 = 2T_1 - T_2.
\]

From (3.6) and (4.47), we deduce (4.43). It remains to prove that \( \sigma \) is square integrable. Since \( \sigma = T_1 + (T_2 - T_1) \) and \( T_2 - T_1 \geq 0, \mathbb{E}(\sigma^2) < \infty \) if and only if \( \mathbb{E}[T_2^2] < \infty \) and
\[ \mathbb{E}[(T_2 - T_1)^2] < \infty. \] Using Proposition 2.6 we have:

\[
\mathbb{E}[T_1^2] = \sum_{n \geq 1} n^2 \mathcal{P}_2(n) \alpha_{2,n} = - \lim_{N \to \infty} \sum_{n=1}^{N} n^2 \mathcal{P}_2(n) \left((1 - \alpha_{2,n}) - 1\right)
\]

\[
= - \lim_{N \to \infty} \left( \sum_{n=1}^{N} n^2 \mathcal{P}_2(n+1) - \sum_{n=1}^{N} n^2 \mathcal{P}_2(n) \right)
\]

\[
\leq \mathcal{P}_2(1) + \lim_{N \to \infty} \sum_{n=2}^{N} (n^2 - (n-1)^2) \mathcal{P}_2(n)
\]

\[
\leq 1 + \lim_{N \to \infty} \sum_{n=2}^{N} (2n - 1) \mathcal{P}_2(n) \leq 1 + 2 \sum_{n \geq 1} n \mathcal{P}_2(n) < \infty.
\]

Using (2.19) and similar arguments, we obtain that \( \mathbb{E}[(T_2 - T_1)^2] < \infty. \)

\[ \square \]

5 From persistent random walk to generalized Integrated telegraph noise (GITN).

Let \((X_n, M_n)_{n \geq 0}\) be a \(-1,1) \times \mathbb{N}\)^-valued Markov chain satisfying (2.1) and (2.2) and let \((S_n)_{n \geq 0}\) be the associated persistent random walk, see (4.1). We assume in this section that the transition probabilities \((\alpha_{i,n})\) depend on a small parameter \(\varepsilon > 0\) and \(\varepsilon\) appears also both in a time scale and a space scale of the persistent random walk. We prove that there exists a normalization expressed in terms of \(\varepsilon\) so that \((X_n, M_n, S_n)\) converges in distribution as \(\varepsilon \to 0\). This limit is a time continuous process. Such a procedure has been already performed in [11] when the increments are a Markov chain.

More precisely we suppose that the transition probabilities satisfy

\[
\alpha_{i,n} = f_i(n \varepsilon) \varepsilon + \alpha_{i,n,\varepsilon} \varepsilon, \quad n \geq 1, \quad i = 1, 2
\]

(5.48)

where \(f_1\) and \(f_2\) are positive right-continuous functions with left limits satisfying

\[
\int_0^{\infty} f_i(u) du = \infty, \quad i = 1, 2
\]

(5.49)

and \(\alpha_{i,n,\varepsilon} \in \mathbb{R}\) with \(\lim_{\varepsilon \to 0} \sup_{i,n} |\alpha_{i,n,\varepsilon}| = 0\). It is clear that for any \(i,n\) fixed, \(\lim_{\varepsilon \to 0} \alpha_{i,n} = 0\). Therefore \(X_k\) changes from \(-1\) to \(1\) (for instance) with a small probability. The trend of \((X_k)\) is to stay at the same level.

Let us now introduce the scaling procedure. For any \(\varepsilon > 0\) and for any \(t \in \varepsilon \mathbb{N}\), we define the processes

\[
S^\varepsilon(t) = \varepsilon S_{\frac{t}{\varepsilon}}, \quad M^\varepsilon(t) = \varepsilon M_{\frac{t}{\varepsilon}} \quad \text{and} \quad X^\varepsilon(t) = X_{\frac{t}{\varepsilon}}.
\]

(5.50)

Note that \((S_n)\) depends on \(\varepsilon\), since the two families of coefficients \((\alpha_{1,n})\) and \((\alpha_{2,n})\) depend on \(\varepsilon\). For the sake of simplicity, we do not mention the dependency with respect to \(\varepsilon\). We extend the definition of the process \((S^\varepsilon(t), t \in \varepsilon \mathbb{N})\) to \(t \in \mathbb{R}_+\) by linear interpolation and we define the processes \((X^\varepsilon(t), t \in \varepsilon \mathbb{N})\) and \((M^\varepsilon(t), t \in \varepsilon \mathbb{N})\) into piecewise constant right continuous with left limits functions. In order to describe the asymptotic behavior of \((S^\varepsilon(t), t \geq 0)\) as \(\varepsilon \to 0\), it suffices to study the asymptotic properties of the times of trend changes. Indeed \(t \to S^\varepsilon(t)\) admits a 1 slope till the stopping time \(\varepsilon T_1\), with \(T_1\) defined by (2.17). After that instant, the paths admits a \(-1\) slope till \(\varepsilon T_2\) and so on... The increments change periodically from \(-1\) to \(1\) and vice versa.
As \( \varepsilon \to 0 \), we shall prove that the limit process \((S^0(t), t \geq 0)\) is still piecewise linear. More precisely it starts at \( t = 0 \) with a slope equal to 1. At a random time \( e_1 \) the slope changes and becomes equal to \(-1\), at random time \( e_1 + e_2 \) we observe a new change of slope and so on. We are therefore particularly interested in the description of the distribution of \((e_n)_{n \geq 1}\).

**Theorem 5.1.** Let us consider a sequence \((e_n)_{n \geq 1}\) of independent random variables such that for \( n \geq 1 \),

\[
P(e_{2n-1} > t) = \exp\left(-\int_0^t f_2(u)du\right), \quad P(e_{2n} > t) = \exp\left(-\int_0^t f_1(u)du\right),
\]

where \( f_1 \) and \( f_2 \) have been introduced in (5.48). Let

\[
N^0(t) := \sum_{n \geq 1} \mathbb{1}_{\{e_1 + \ldots + e_n \leq t\}}, \quad \text{for any } t \geq 0
\]

be the counting process,

\[
m(t) := t - \sup\{e_1 + \ldots + e_k : e_1 + \ldots + e_k \leq t\} = t - T^0_{N^0(t)}
\]

the associate age process (spent life) and finally

\[
S^0(t) = \int_0^t (-1)^{N^0(s)} ds, \quad t \geq 0.
\]

the so-called Generalized Integrated Telegraph Noise (GITN).

2. Let \((X_n, M_n)_{n \geq 0}\) be a \((-1, 1) \times \mathbb{N}^*\)-valued Markov chain whose probability transition satisfies (2.1) and is \( \varepsilon \)-dependent in the sense of (5.48). We assume \( X_0 = M_0 = 1 \).

(i) For all \( n \geq 1 \), the sequence of times between two consecutive slope changes \((\varepsilon T_1, \varepsilon(T_2 - T_1), \ldots, \varepsilon(T_n - T_{n-1}))\) converges in distribution towards \((e_1, \ldots, e_n)\) as \( \varepsilon \to 0 \), where the sequence \((T_k)_{k \geq 0}\) is defined by (2.17).

(ii) The following convergence in distribution in Skorohod’s topology holds

\[
(S^\varepsilon(t), X^\varepsilon(t), M^\varepsilon(t), t \geq 0) \xrightarrow{\varepsilon \to 0} \left(S^0(t), (-1)^{N^0(t)}, m(t), t \geq 0\right),
\]

where \( S^\varepsilon(t) \), \( M^\varepsilon(t) \) and \( X^\varepsilon(t) \) are defined by (5.50).

Moreover \( \left(S^0(t), (-1)^{N^0(t)}, m(t), t \geq 0\right) \) and \( \left((-1)^{N^0(t)}, m(t), t \geq 0\right) \) are Markov processes.

**Remark 5.2.** (i) In the case \( X_0 = -1 \), the family of processes \((S^\varepsilon(t))_{t \geq 0}\) converges in distribution to \((S^0(t))_{t \geq 0}\) as \( \varepsilon \) goes to zero, where for any \( t \geq 0 \),

\[
S^0(t) = -\int_0^t (-1)^{S^0(s)} ds, \quad \text{and} \quad \tilde{N}^0(t) = \sum_{n \geq 1} \mathbb{1}_{\{e_1 + \ldots + e_{n+1} \leq t\}}.
\]

In the particular case where the functions \( f_1 \) and \( f_2 \) are constant, it has been proved in [11] that a particular solution of the telegraph equation can be represented in terms of \( S^0(t) \). That explains that \((S^0(t))\) defined by (5.52) is called the Generalized Integrated Telegraph Noise (GITN).
(iii-a) Davis wrote in [6] that "almost all the continuous-time stochastic process models of applied probability consist of some combination of the following: diffusion, deterministic motion and random jumps". According to Theorem 5.1, between two consecutive random jumps the GITN moves in a deterministic way and therefore belongs to the family of the so-called Piecewise Deterministic Markov Processes, see for instance [6, 7, 5].

(iii-b) The possible values of \( X^0(t) \) are \{−1, 1\}. It is possible to deal with the case where \( X^0(t) \in \{ a_1, \ldots, a_K \} \). In that case \( X^0(t) \) is a Markov chain indexed by \( \mathbb{R}_+ \) and \{\( a_1, \ldots, a_K \)\}-valued. This situation has been already treated in [11], when the functions \( f(t) \) are constant.

(iii-c) \( (S^0(t) : t \geq 0) \) is a semi-Markov process, see [4, 12]. In [12] (Theorem 3.3 in Chapter 4) it has been proved that \( (X^\varepsilon(t) ; t \geq 0) \) converges to the semi-Markov process \( (X^0(t), t \geq 0) \). This result is weaker than ours since we have considered the convergence of \( (S^\varepsilon(t), M^\varepsilon(t), X^\varepsilon(t))_{t \geq 0} \).

**Proof.**

Step 1 — Convergence of the jump times. Let us define \( \mathcal{R}^\varepsilon_n := (\varepsilon T_1, \varepsilon T_2, \ldots, \varepsilon T_n) \) for \( n \geq 1 \). According to Proposition 2.6, \( (T_n - T_{n-1})_{n \geq 1} \) is a sequence of independent random variables. In order to prove the convergence in distribution of \( \mathcal{R}^\varepsilon_n \) as \( \varepsilon \) tends to 0, it suffices to analyze the behaviour of \( \varepsilon (T_n - T_{n-1}) \) where \( n \geq 0 \) is given. Recall that \( T_0 = 0 \). Remark 2.7 and (2.19) yield:

\[
P(\varepsilon (T_{2n+1} - T_{2n}) > t) = P \left( \int_{T_{2n+1} - T_{2n} \geq \frac{t}{\varepsilon}} \varepsilon \right) = P \left( \int_{T_{2n+1} - T_{2n} \geq \frac{t}{\varepsilon}} \right) = (1 - \alpha_{2,1}) \times \ldots \times (1 - \alpha_{2,\lfloor \frac{t}{\varepsilon} \rfloor}),
\]

where \( \lfloor a \rfloor \) stands for the integer part of \( a \). Defining

\[
\delta^\varepsilon(t) := \log \left\{ P(\varepsilon (T_{2n+1} - T_{2n}) > t) \right\} = \sum_{j=1}^{[t/\varepsilon]} \log(1 - \alpha_{2,j}),
\]

and using (5.48), we get

\[
\delta^\varepsilon(t) = \sum_{j=1}^{[t/\varepsilon]} \log \left( 1 - \varepsilon f_2(j\varepsilon) - \bar{\alpha}_{2,j} \varepsilon^2 \right).
\]

Due to the continuity of the function \( f_2 \) and to the uniform limit of \( \bar{\alpha} \) to zero,

\[
\lim_{\varepsilon \to 0} \delta^\varepsilon(t) = - \lim_{\varepsilon \to 0} \varepsilon \sum_{j=1}^{[t/\varepsilon]} f_2(j\varepsilon) = - \int_0^t f_2(u)du.
\]

(5.54)
Hence for any $t \geq 0$,

$$
\lim_{\varepsilon \to 0} \mathbb{P}(\varepsilon(T_{2n+1} - T_{2n}) > t) = \exp \left( - \int_0^t f_2(u)du \right).
$$

The same arguments lead to

$$
\lim_{\varepsilon \to 0} \mathbb{P}(\varepsilon(T_{2n+2} - T_{2n+1}) > t) = \exp \left( - \int_0^t f_1(u)du \right).
$$

We conclude that $\mathcal{R}_n^\varepsilon$ converges in distribution towards $(e_1, e_1 + e_2, \ldots, e_1 + e_2 + \ldots + e_n)$, for any $n \geq 1$.

**Step 2— Duality and convergence of the counting process.** Let us define the following right-continuous counting process:

$$
N^\varepsilon(t) = \sup \{n \geq 0 : \varepsilon T_n \leq t \} = \sum_{n \geq 1} \mathbb{1}_{\{\varepsilon T_n \leq t\}}. \quad (5.55)
$$

In order to prove (5.53) we first point out the convergence of the counting process $N^\varepsilon$ towards $N^0$. The one-to-one correspondence between $(N^\varepsilon(t))_{t \geq 0}$ and $(T_n)_{n \geq 1}$ implies that for any $0 < t_1 < \ldots < t_k$, the convergence in distribution of $(N^\varepsilon(t_1), \ldots, N^\varepsilon(t_k))$ as $\varepsilon$ tends to zero is a consequence of the convergence of $\mathcal{R}_n^\varepsilon$. Indeed

$$
\mathbb{P}(N^\varepsilon(t_1) = j_1, \ldots, N^\varepsilon(t_n) = j_n) = \mathbb{P}(\varepsilon T_{j_1} \leq t_1 < \varepsilon T_{j_1+1}, \ldots, \varepsilon T_{j_n} \leq t_n < \varepsilon T_{j_n+1})
$$

and consequently

$$
\lim_{\varepsilon \to 0} \mathbb{P}(N^\varepsilon(t_1) = j_1, \ldots, N^\varepsilon(t_n) = j_n) = \mathbb{P}(E_{j_1} \leq t_1 < E_{j_1+1}, \ldots, E_{j_n} \leq t_n < E_{j_n+1}),
$$

where $E_n = \sum_{k=1}^{n} \varepsilon_k$. In order to obtain the convergence of the counting processes, it suffices to use a tightness criterium (see, for instance, [1, Theorem 15.2 p. 125]). Let $s < t$ and let us denote $\tau_{st} := \lfloor t/\varepsilon \rfloor - \lfloor s/\varepsilon \rfloor$ then

$$
d_{st}^\varepsilon := \mathbb{P}(N^\varepsilon(t) > N^\varepsilon(s)) = 1 - \mathbb{P}(N^\varepsilon(t) = N^\varepsilon(s))
= 1 - \mathbb{P}(N^\varepsilon(t) = N^\varepsilon(s), N^\varepsilon(s) \in 2\mathbb{N}) - \mathbb{P}(N^\varepsilon(t) = N^\varepsilon(s), N^\varepsilon(s) \in 2\mathbb{N} + 1). \quad (5.56)
$$

Since $X_0 = 1$, if $N^\varepsilon(s) \in 2\mathbb{N}$ we have on one hand $X_{\lfloor s/\varepsilon \rfloor} = 1$ and on the other hand $M_{\lfloor s/\varepsilon \rfloor} \leq \lfloor s/\varepsilon \rfloor + 1$. Assuming $M_{\lfloor s/\varepsilon \rfloor} = \ell + 1$ with $0 \leq \ell \leq \lfloor s/\varepsilon \rfloor$ then

$$
P_{st}(\ell) := \mathbb{P}(N^\varepsilon(t) = N^\varepsilon(s) \mid M_{\lfloor s/\varepsilon \rfloor} = \ell + 1, X_{\lfloor s/\varepsilon \rfloor} = 1)
= \mathbb{P}(X_{\lfloor s/\varepsilon \rfloor+1} = 1, \ldots, X_{\lfloor s/\varepsilon \rfloor+\tau_{st}} = 1 \mid M_{\lfloor s/\varepsilon \rfloor} = \ell + 1, X_{\lfloor s/\varepsilon \rfloor} = 1)
= (1 - \alpha_{2,\ell+1})(1 - \alpha_{2,\ell+2}) \ldots (1 - \alpha_{2,\ell+\tau_{st}}). \quad (5.57)
$$

Then it comes,

$$
\mathbb{P}(N^\varepsilon(t) = N^\varepsilon(s), N^\varepsilon(s) \in 2\mathbb{N}) = \sum_{\ell=0}^{\lfloor s/\varepsilon \rfloor} \mathbb{P}\left( N^\varepsilon(t) = N^\varepsilon(s), N^\varepsilon(s) \in 2\mathbb{N}, M_{\lfloor s/\varepsilon \rfloor} = \ell + 1 \right)
= \sum_{\ell=0}^{\lfloor s/\varepsilon \rfloor} \prod_{k=1}^{\tau_{st}} (1 - \alpha_{2,k+\ell}) \mathbb{P}\left( N^\varepsilon(s) \in 2\mathbb{N}, M_{\lfloor s/\varepsilon \rfloor} = \ell + 1 \right)
\geq \inf_{0 \leq \ell \leq \lfloor s/\varepsilon \rfloor} \prod_{k=1}^{\tau_{st}} (1 - \alpha_{2,k+\ell}) \mathbb{P}(N^\varepsilon(s) \in 2\mathbb{N}). \quad (5.58)
$$
Similar arguments are used in the odd case \(N^\varepsilon(s) \in 2\mathbb{N} + 1\). In this situation \(X_{[s/\varepsilon]} = -1\) and the sequence \((\alpha_{2,\bullet})\) in (5.57) is therefore replaced by \((\alpha_{1,\bullet})\). Combining (5.58) with (5.56), we obtain

\[
d_{s,t}^\varepsilon \leq 1 - \inf_{0 \leq \ell \leq \lfloor s/\varepsilon \rfloor} \prod_{k=1}^{\lfloor \varepsilon \tau_{st} \rfloor} (1 - \alpha_{2,k+1}) \mathbb{P}(N^\varepsilon(s) \in 2\mathbb{N}) - \inf_{0 \leq \ell \leq \lfloor s/\varepsilon \rfloor} \prod_{k=1}^{\lfloor \varepsilon \tau_{st} \rfloor} (1 - \alpha_{1,k+1}) \mathbb{P}(N^\varepsilon(s) \in 2\mathbb{N} + 1).
\]

By (5.48), we get

\[
d_{s,t}^\varepsilon \leq 1 - \inf_{i=1,2} \left\{ \inf_{0 \leq \ell \leq \lfloor s/\varepsilon \rfloor} \prod_{k=1}^{\lfloor \varepsilon \tau_{st} \rfloor} (1 - \varepsilon f_i(\varepsilon(k + \ell))) + o(\varepsilon) \right\}
\leq 1 - \inf_{i=1,2} \left\{ \left(1 - \varepsilon \sup_{0 \leq u \leq t + \varepsilon} f_i(u) \right) \right\}_{\tau_{st}} + o(\varepsilon).
\]

Since \(\varepsilon \tau_{st} \leq t - s + \varepsilon\), for any \(\delta > 0\), \(N > 0\), we can find \(\varepsilon_0 > 0\) such that \(d_{s,t}^\varepsilon \leq \delta\) for all \(\varepsilon \leq \varepsilon_0\) and \(t, s \leq N\). We deduce that the set of all the distributions of \(N^\varepsilon\), \(\varepsilon \in [0, 1]\), is weakly relatively compact and obtain finally the convergence in law of \(N^\varepsilon\) towards \(N^0\).

**Step 3 — Convergence of \((S^\varepsilon, X^\varepsilon, M^\varepsilon)\).** We have just proved that \((N^\varepsilon(t))_{t \geq 0}\) converges in distribution towards \((N^0(t))_{t \geq 0}\). The paths of these processes belong to the Skorohod space \(\mathbb{D}\). The two main ingredients of the proof are the following. First we note that \(S^\varepsilon(t)\), \(X^\varepsilon(t)\) and \(M^\varepsilon(t)\) can be expressed continuously in terms of the process \((N^\varepsilon(s), s \leq t)\) and secondly we use the convergence of \(N^\varepsilon\). For the process \(S^\varepsilon(t)\), we introduce the mapping \(F_1: \mathbb{D}(0, 1) \to C(0, 1)\) defined for \(t \in [0, 1]\) by

\[
F_1(f)(t) = \int_0^t \cos(\pi f(s)) ds.
\]

Since \(N^\varepsilon\) is \(\mathbb{N}\)-valued, we get

\[
F_1(N^\varepsilon)(t) = \int_0^t \cos(\pi N^\varepsilon(s)) ds = \int_0^t (-1)^{N^\varepsilon(s)} ds.
\]

Note that (5.50) combined with (4.3) imply that \(S^\varepsilon(t) = \varepsilon + \int_0^t (-1)^{N^\varepsilon(s+\varepsilon)} ds\). Finally the definition of \(S^\varepsilon(t)\) leads to

\[
|S^\varepsilon(t) - F_1(N^\varepsilon)(t)| = |\varepsilon + \int_0^t (-1)^{N^\varepsilon(s+\varepsilon)} ds - \int_0^t (-1)^{N^\varepsilon(s)} ds| \leq 3\varepsilon.
\]

(5.59)

For the process \(X^\varepsilon\), we observe that \(X^\varepsilon(t) = F_2(N^\varepsilon(t)) := \cos(\pi N^\varepsilon(t))\) and the memory process is linked to the age process of \(N^\varepsilon\):

\[
\left| M^\varepsilon(t) - \left( t - \inf\{s \geq 0 : N^\varepsilon(s) = N^\varepsilon(t)\} \right) \right| \leq \varepsilon.
\]

Let us just note that for \(\Phi(x) = \cos(\frac{\pi}{2} x) 1_{[-1,1]}(x)\) which is a continuous function, we get

\[
t - \inf\{s \geq 0 : N^\varepsilon(s) = N^\varepsilon(t)\} = \int_0^t \Phi(N^\varepsilon(t) - N^\varepsilon(s)) ds = F_3(N^\varepsilon)(t)
\]

where

\[
F_3: f \to \left( \int_0^t \Phi(f(t) - f(s)) ds, t \geq 0 \right).
\]
In order to prove (5.53), it suffices to use the convergence in distribution of $N^ε$ towards $N^0$ developed in Step 2 and the continuity in the Skorohod topology of the three functions $F_1$, $F_2$ and $F_3$ (see Lemma A.1, A.2 and A.3). Finally we note that $(-1)^{N^ε(t)} = F_1(N^0(t))$, $S^0(t) = F_2(N^0(t))$ and $m(t) = F_3(N^0(t))$. 

**Examples.** For some particular $f_1$, the related random variable $e_{2n}$ has a distribution which belongs to well-known families of laws.

- If $f_1$ is a constant function then the sequence $(e_{2n})$ is exponentially distributed.

- If $f_1(x) = αλx^{α-1}$ with $α > 0$ and $λ > 0$ then the law of $e_{2n}$ corresponds to the Weibull distribution with parameters $(α, λ)$.

- If $f_1(x) = \frac{1}{x^2} \mathbb{1}_{\{x > x_0\}}$ with $x_0 > 0$, then we deal with the Pareto distribution for $e_{2n}$.

It has been shown in [11] that the density part of the distribution of $S(t)$ can be expressed via Bessel functions. Here, we have a weaken result which says that we are only able to determine the Laplace transform of $S(τ)$ (see, Proposition 5.3 below). Being unable to invert this transformation, the distribution of $S(t)$ is unknown. Although the path description of $(S(t))_{t ≥ 0}$ is very easy, only few properties related to the GITN are known.

**Proposition 5.3.** Let $(S^0(t))_{t ∈ \mathbb{R}+}$ be the GITN defined by (5.52) then the double Laplace transform defined by

$$L(r, γ) := \int_0^{∞} e^{-rt} \mathbb{E}[e^{-γS^0(t)}] dt, \quad r > 0, \ γ > 0,$$

is equal to

$$\frac{-(r + γ)R(r - γ, f_1)R(r + γ, f_2) + R(r - γ, f_1) + R(r + γ, f_2)}{(r - γ)R(r - γ, f_1) + (r + γ)R(r + γ, f_2) - (r^2 - γ^2)R(r - γ, f_1)R(r + γ, f_2)},$$

where

$$R(z, f_i) = \int_0^{∞} e^{-zt - f_i(u)} du, \quad z ∈ \mathbb{R}, \quad i = 1, 2.$$

**Remark 5.4.** (i) In the particular constant case, that is $f_1(t) = f_1$ and $f_2(t) = f_2$ for all $t ≥ 0$, the stochastic process corresponds to the so-called integrated telegraph noise introduced in [11]. For this process, we get $R(z, f_i) = (z + f_i)^{-1}$ for $i = 1, 2$. The double Laplace transform $L$ becomes

$$L(r, γ) = \frac{f_0 + g_0 + r - γ}{r^2 - γ^2 + (r - γ)g_0 + (r + γ)f_0}.$$

This identity was already obtained by Weiss in [20] and presented in [11] (see Remark 3.10).

(ii) Let $ξ$ be an exponential r.v. with parameter $r$ independent from $(S^0(t), \ t ≥ 0)$. Then $L(r, γ)$ is the Laplace transform of $S^0(ξ)$:

$$L(r, γ) = \mathbb{E}[e^{-γS^0(ξ)}].$$

**Proof of Proposition 5.3.** Recall that $S^0(t)$ is the piecewise continuous process defined by (5.50). By Theorem 5.1 and the Lebesgue convergence theorem, we just need to study
the convergence of $\mathcal{L}^\varepsilon(r, \gamma)$ the double Laplace transform of $S^\varepsilon(t)$. As $\varepsilon \to 0$, we get

$$
\mathcal{L}^\varepsilon(r, \gamma) = \int_0^\infty e^{-rt} \mathbb{E}\left[e^{-\gamma S^\varepsilon(t)}\right] dt = \sum_{k \geq 0} \int_k^{(k+1)\varepsilon} e^{-rt} \left(\mathbb{E}[e^{-\gamma S^\varepsilon_k}] + o(\varepsilon)\right) dt
$$

$$
= \frac{1 - e^{-r\varepsilon}}{r} \sum_{k \geq 0} \left(\frac{e^{-r\varepsilon}}{r}\right)^k \mathbb{E}\left[e^{-\gamma S^\varepsilon_k}\right] + o(\varepsilon) = \frac{1}{r} \mathbb{E}\left[e^{-\gamma S^\varepsilon_{\tau}}\right] + o(\varepsilon),
$$

(5.62)

where $\tau + 1$ is a geometrically distributed random variable, independent of the process $(S_n)$:

$$
\mathbb{P}(\tau = n) = (e^{-r\varepsilon})^n (1 - e^{-r\varepsilon}).
$$

Obviously (5.62) shows that $r \mathcal{L}^\varepsilon(r, \gamma)$ and $\mathbb{E}[e^{-\gamma S^\varepsilon_{\tau}}]$ have the same limit as $\varepsilon \to 0$. Note that choosing $\lambda = e^{-\gamma}$ and $\rho = e^{-r\varepsilon}$ in Theorem 4.10 gives the value of $\mathbb{E}[e^{-\gamma S^\varepsilon_{\tau}}]$. Due to the specific form of (4.28) we are lead to prove the following intermediate result:

$$
\lim_{\varepsilon \to 0} \varepsilon \hat{P}_i(e^{-\varepsilon z}) = R(z, f_i).
$$

(5.63)

where $\hat{P}_i$ (resp. $R(z, f_i)$) is defined by (4.29) (resp. (5.61)). Indeed, according to the definition of $\hat{P}_i$, we easily get

$$
\varepsilon \hat{P}_i(e^{-\varepsilon z}) = \frac{z \varepsilon}{1 - e^{-\varepsilon z}} \int_0^\infty \mathcal{P}_i\left(\left\lfloor \frac{t}{\varepsilon} \right\rfloor + 1\right) e^{-zt} dt.
$$

Using (5.54) (where the index 2 is replaced by $i$) yields

$$
\lim_{\varepsilon \to 0} \mathcal{P}_i\left(\left\lfloor \frac{t}{\varepsilon} \right\rfloor + 1\right) = \lim_{\varepsilon \to 0} e^{\delta_e(t)} = e^{-\int_0^1 f_i(u) du}.
$$

Then, the dominated convergence theorem implies (5.63). Since

- $S^\varepsilon(t)$ converges in distribution to $S^0(t)$ as $\varepsilon \to 0$
- $\rho - 1 \sim -r\varepsilon$ and $\lambda\rho - 1 \sim -(r + \gamma)\varepsilon$ as $\varepsilon \to 0$

then (5.62) and Theorem 4.10 imply

$$
\mathcal{L}(r, \gamma) = \lim_{\varepsilon \to 0} \mathcal{L}^\varepsilon(r, \gamma) = \frac{1}{r} \lim_{\varepsilon \to 0} \mathbb{E}[e^{-\gamma S^\varepsilon_{\tau}}]
$$

$$
= \lim_{\varepsilon \to 0} \frac{-(r + \gamma)R_1^\varepsilon(r - \gamma)R_2^\varepsilon(r + \gamma) + R_1^\varepsilon(r - \gamma) + R_2^\varepsilon(r + \gamma)}{(r - \gamma)R_1^\varepsilon(r - \gamma) + (r + \gamma)R_2^\varepsilon(r + \gamma) - (r^2 - \gamma^2)R_1^\varepsilon(r - \gamma)R_2^\varepsilon(r + \gamma)}
$$

where $R_i^\varepsilon(z) = \varepsilon \hat{P}_i(e^{-z\varepsilon})$.

It is clear that Proposition 5.3 is a straightforward consequence of (5.63) and the above identity.

A Continuity in the Skorohod space

Let us denote $\mathbb{D}([0,1])$ the Skorohod space i.e. the space of functions which are right-continuous and have left-hand limits. $\mathbb{D}$ is a complete metric space for the following distance (see [1, Theorem 14.2])

$$
d(f, g) = \inf_{\lambda \in \Lambda} \max\left\{\|\lambda\|, \|f - g \circ \lambda\|_\infty\right\},
$$

(A.1)
where
\[ \| \lambda \| = \sup_{s \neq t} \left| \log \frac{\lambda(t) - \lambda(s)}{t - s} \right|, \]
\( \| \cdot \|_\infty \) is the uniform norm and \( \Lambda \) is the space of strictly increasing, continuous mappings of \([0, 1]\) into itself.

**Lemma A.1.** Let \( \Phi : \mathbb{R} \to \mathbb{R} \) be a continuous function, then \( f \in \mathcal{D}([0, 1]) \to \Phi \circ f \) is continuous in the Skorohod topology.

**Proof.** Let \( f \in \mathcal{D}([0, 1]) \). Then there exists \( M > 0 \) such that \( |f(t)| \leq M \) for all \( t \in [0, 1] \). For \( \varepsilon > 0 \), due to the uniform continuity of \( \Phi \), there exists \( \delta > 0 \) such that: for any \((x, y) \in [-2M, 2M]^2\) satisfying \(|x - y| < \delta\) we have \( |\Phi(x) - \Phi(y)| < \varepsilon \). Let us consider now a function \( g \in \mathcal{D}([0, 1]) \) such that \( d(f, g) < \delta \land M \). Therefore, there exists \( \lambda \in \Lambda \) such that \( \| \lambda \|_\infty < \delta \) and \( \| f - g \circ \lambda \|_\infty < \delta \). Consequently
\[ \| \Phi(f) - \Phi(g \circ \lambda) \|_\infty < \varepsilon. \]
Continuity of \( \Phi \) at \( f \) follows from the definition of Skorohod’s distance. \( \blacksquare \)

**Lemma A.2.** The mapping \( f \in \mathcal{D}([0, 1]) \to \left( \int_0^t f(u) \, du, \ t \geq 0 \right) \) is continuous in the Skorohod topology.

**Proof.** First let us recall that any function belonging to the Skorohod space is integrable. We denote \( I_f(t) = \int_0^t f(u) \, du \). Let \( f, g \in \mathcal{D}([0, 1]) \) such that \( d(f, g) < \delta \) and choose \( \lambda \in \Lambda \) with \( \| \lambda \| < \delta \) and \( \| f - g \circ \lambda \|_\infty < \delta \), we get
\[ |I_f(t) - I_g \circ \lambda(t)| = \lim_{n \to \infty} \left| \sum_{k=1}^n \frac{t}{n} f \left( \frac{kt}{n} \right) - g \circ \lambda \left( \frac{kt}{n} \right) \right| \]
\[ \leq \lim_{n \to \infty} \left| \sum_{k=1}^n \frac{t}{n} \left( f - g \circ \lambda \right) \left( \frac{kt}{n} \right) \right| \]
\[ + \lim_{n \to \infty} \left| \sum_{k=1}^n g \circ \lambda \left( \frac{kt}{n} \right) \left( \lambda - \lambda \left( \frac{k-1}{n} \right) - \frac{t}{n} \right) \right|. \]
(A.2)
By definition of the norm on the Skorohod space, we have
\[ e^{-\| \lambda \|} \leq \frac{\lambda(t) - \lambda(s)}{t - s} < e^{\| \lambda \|}, \quad \text{for } 0 \leq s < t \leq 1. \]
Consequently for any \( 0 \leq s < t \leq 1 \), we have
\[ |\lambda(t) - \lambda(s) - (t - s)| \leq (t - s) \max \left( e^{\| \lambda \|} - 1, 1 - e^{-\| \lambda \|} \right) \leq (t - s) (e^{\| \lambda \|} - 1). \]
(A.3)
Combining (A.2) and (A.3) yields to
\[ |I_f(t) - I_g \circ \lambda(t)| \leq \| f - g \circ \lambda \|_\infty + \| g \|_\infty (e^{\| \lambda \|} - 1), \quad \forall t \in [0, 1]. \]
We deduce that \( d(f, g) < \delta \) implies
\[ d(I_f, I_g) \leq \max \{ \delta, \delta e^{\| g \|_\infty} \} = \delta (1 + e^{\| g \|_\infty}). \]
As a result \( f \to \int_0^1 f(u) \, du \) is a continuous mapping. \( \blacksquare \)

Using similar arguments as those presented in the proofs of Lemma A.1 and Lemma A.2, we obtain the following continuity result.
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Lemma A.3. Let \( \Phi \) be a continuous function, then the mapping
\[
f \in \mathcal{D}(\mathbb{S}([0,1])) \rightarrow \left( \int_0^t \Phi(f(t) - f(s)) \, ds, \ t \geq 0 \right)
\]
is continuous in Skorohod’s topology.

B Invariant measure for the double infinite comb

Consider the probabilized context tree given on Figure 3. In this case, there are two infinite leaves \( 0^\infty \) and \( 1^\infty \) and a countable number of leaves \( 0^n1 \) and \( 1^n0, \ n \in \mathbb{N} \). Suppose that \( \pi \) is a stationary measure on \( \mathcal{L} \). Denote by \( \mathcal{W} \) the set of finite words on the alphabet \( \{0, 1\} \). For any finite word \( w \in \mathcal{W} \), we denote by \( \pi(w) := \pi(\mathcal{L}w) \) the measure of the cylinder \( \mathcal{L}w \) denoting the set of left infinite words ending with \( w \). We first compute \( \pi(w) \) as a function of \( \pi(1) \) when the reversed word of \( w \) is any context or any internal node. Applying equation (1.2) to \( U_n = \ldots 10^n \), it comes for any \( n \geq 1 \),
\[
\pi(10^n) = \pi(10^{n-1})q_{0^n-1}(0).
\]
An immediate induction yields, for any \( n \geq 1 \),
\[
\pi(10^n) = \pi(10) \prod_{k=1}^{n-1} q_{\mathcal{K}_1}(0) = \pi(10) \prod_{k=1}^{n-1} (1 - \alpha_{1,k}) = \pi(10)P_1(n). \tag{B.1}
\]
In the same way,
\[
\pi(01^n) = \pi(01)P_2(n), \tag{B.2}
\]
The stationary probability of a reversed context is thus necessarily given by Formulae (B.1) and (B.2). Now, if \( 0^n \) is any internal node of the context tree but 0, we need going down along the branch in the context tree to reach the contexts; using then the disjoint union \( \pi(0^n+1) = \pi(0^n) - \pi(10^n) \), by induction, it comes for any \( n \geq 2 \),
\[
\pi(0^n) = \pi(0) - \pi(10) \sum_{k=1}^{n-1} P_1(k). \tag{B.3}
\]
The same holds for any internal node \( 1^n \) but 1,
\[
\pi(1^n) = \pi(1) - \pi(10) \sum_{k=1}^{n-1} P_2(k). \tag{B.4}
\]
where we have used \( \pi(01) = \pi(10) \) (coming from the invariance of \( \pi \)). The stationary probability of a reversed internal node of the context tree is thus necessarily given by Formulae (B.3) and (B.4).

It remains to compute \( \pi(10) \) and then \( \pi(0) \) (and consequently \( \pi(1) \)). The denumerable partition of the whole probability space given by all cylinders based on leaves in the context tree implies \( 1 - \pi(0^\infty) - \pi(1^\infty) = \pi(10) + \pi(100) + \cdots + \pi(01) + \pi(011) + \ldots, \ i.e.
\[
1 - \pi(0^\infty) - \pi(1^\infty) = \pi(10) \sum_{n \geq 1} (P_1(n) + P_2(n)). \tag{B.5}
\]
This leads to the following statement that covers all cases of existence, unicity and non-triviality for a stationary probability measure for the double infinite comb. In the generic case (named irreducible case hereunder), we give a necessary and sufficient condition on the data for the existence of a stationary probability measure; moreover, when a stationary probability exists, it is unique. The reducible case is much more singular and gives rise to nonunicity.
Proposition B.1. (Stationary probability measures for a double infinite comb)

Let \((U_n)_{n \geq 0}\) be a VLMC defined by a probabilized double infinite comb.

(i) Irreducible case: Assume that \(q_0(0) \neq 1\) and \(q_1(1) \neq 1\).

(a) Existence: The Markov process \((U_n)_{n \geq 0}\) admits a stationary probability measure on \(\mathcal{L}\) if and only if the numerical series \(\Theta_1\) and \(\Theta_2\) converge.

(b) Unicity: Assume that the series \(\Theta_1\) and \(\Theta_2\) converge. Then, the stationary probability measure \(\pi\) on \(\mathcal{L}\) is unique; it is characterized by

\[
\pi(0) = \frac{\Theta_1}{\Theta_1 + \Theta_2}, \quad \pi(10) = \frac{1}{\Theta_1 + \Theta_2} \tag{B.6}
\]

and Formulae (B.1), (B.2) (B.3), (B.4).

(ii) Reducible cases: Assume that \(q_0(0) = 1\) and \(q_1(1) \neq 1\).

(a) If at least one of the series \(\Theta_1\) and \(\Theta_2\) diverges, then the trivial probability measure \(\pi\) on \(\mathcal{L}\) defined by \(\pi(0^\infty) = 1\) is the unique stationary probability measure.

(b) If the series \(\Theta_1\) and \(\Theta_2\) converge, then there is a one parameter family of stationary probability measures on \(\mathcal{L}\). More precisely, for any \(a \in [0, 1]\), there exists a unique stationary probability measure \(\pi_a\) on \(\mathcal{L}\) such that \(\pi_a(0^\infty) = a\). The probability \(\pi_a\) is characterized by

\[
\pi_a(0) = \frac{a\Theta_2 + \Theta_1}{\Theta_1 + \Theta_2}, \quad \pi_a(10) = \frac{1 - a}{\Theta_1 + \Theta_2}
\]

and Formulae (B.1), (B.2) (B.3), (B.4).

Assume that \(q_0(0) \neq 1\) and \(q_1(1) = 1\). Then the same results as in (ii.a) and (ii.b) hold, exchanging the role of 0 and 1.

Assume that \(q_0(0) = 1\) and \(q_1(1) = 1\).

(c) If at least one of the series \(\Theta_1\) and \(\Theta_2\) diverges, then there is a one parameter family of stationary probability measures on \(\mathcal{L}\). More precisely, for any \(a \in [0, 1]\), there exists a unique stationary probability measure \(\pi_a\) on \(\mathcal{L}\) such that \(\pi_a(0^\infty) = a\) and \(\pi_a(1^n) = 1 - a\) for every \(n \geq 1\) and \(\pi_a(w) = 0\) as soon as \(w\) contains one 0 and one 1.

(d) If the series \(\Theta_1\) and \(\Theta_2\) converge, then there is a two parameters family of stationary probability measures on \(\mathcal{L}\). More precisely, for any \(a \in [0, 1]\) and \(b \in [0, 1]\), there exists a unique stationary probability measure \(\pi_{a,b}\) on \(\mathcal{L}\) such that \(\pi_{a,b}(0^\infty) = a\) and \(\pi_{a,b}(1^\infty) = b\). The probability \(\pi_{a,b}\) is characterized by

\[
\pi_{a,b}(0) = \frac{a\Theta_2 + (1 - b)\Theta_1}{\Theta_1 + \Theta_2}, \quad \pi_{a,b}(10) = \frac{1 - a - b}{\Theta_1 + \Theta_2}
\]

and Formulae (B.1), (B.2) (B.3), (B.4).

Proof.

(i) Assume that \(q_0(0) \neq 1\), \(q_1(1) \neq 1\) and that \(\pi\) is a stationary probability measure. By definition of probability transitions, \(\pi(0^\infty) = \pi(0^\infty)q_0(0)\) and \(\pi(1^\infty) = \pi(1^\infty)q_1(1)\) so that \(\pi(0^\infty)\) and \(\pi(1^\infty)\) necessarily vanish. Thus, thanks to (B.5), \(\pi(10) \neq 0\), the series \(\Theta_1 + \Theta_2\) converges and so do \(\Theta_1\) and \(\Theta_2\). This also implies

\[
1 = \pi(10)(\Theta_1 + \Theta_2).
\]
Passing to the limit in (B.3) implies \( \pi(0) = \pi(10)\Theta_1 \). Thus Formula (B.6) is valid. Moreover, when \( w \) is any context or any internal node of the context tree, \( \pi(w) \) is necessarily given by Formulae (B.6), (B.1), (B.2), (B.3) and (B.4). Since the cylinders \( Lw, w \in W \) span the \( \sigma \)-algebra on \( L \), there is at most one stationary probability measure. This proves the only if part of (i.a), the unicity and the characterization claimed in (i.b).

Reciprocally, when the series converge, Formulae (B.6), (B.1), (B.2) (B.3), (B.4) define a probability measure on the semiring spanned by cylinders, which extends to a stationary probability measure on the whole \( \sigma \)-algebra on \( L \). This proves the if part of (i.a).

To deal with the reducible cases, recall the three following equations (which hold when the series converge):

\[
\begin{align*}
1 - \pi(0^\infty) - \pi(1^\infty) &= \pi(10)(\Theta_1 + \Theta_2) \\
\pi(0^\infty) &= \pi(0) - \pi(10)\Theta_1 \\
\pi(1^\infty) &= \pi(1) - \pi(10)\Theta_2
\end{align*}
\]

(ii) Assume that \( q_0^\infty(0) = 1 \) and \( q_1^\infty(1) \neq 1 \). First, as above, \( q_1^\infty(1) \neq 1 \) implies \( \pi(1^\infty) = 0 \). Next, Formula (B.5) is always valid so that the divergence of at least one of the series forces \( \pi(10) \) to vanish. This gives \( \pi(0^\infty) = 1 \). With the assumption \( q_0^\infty(0) = 1 \), one immediately sees that this trivial probability is stationary, proving (ii.a).

To prove (ii.b), assume furthermore that the series \( \Theta_1 \) and \( \Theta_2 \) converge and let \( a \in [0, 1] \). As before, any stationary probability measure \( \pi \) is completely determined by \( \pi(0) \) and \( \pi(10) \). As above, \( \pi(1^\infty) = 0 \) and if we fix \( \pi(0^\infty) = a \), the system (i) reduces to

\[
\begin{align*}
1 - a &= \pi(10)(\Theta_1 + \Theta_2) \\
a &= \pi(0) - \pi(10)\Theta_1
\end{align*}
\]

This gives the characterisation of (ii.b). Formulae (B.1), (B.2) (B.3), (B.4) standardly extend \( \pi_a \) to the whole \( \sigma \)-algebra on \( L \) and \( \pi_a \) is clearly stationary.

(ii.c) Assume that \( q_0^\infty(0) = 1 \) and \( q_1^\infty(1) = 1 \). As previously, Formula (B.5) is valid so that the divergence of at least one of the series forces \( \pi(10) \) to vanish. Let \( a \in [0, 1] \) and fix \( \pi(0^\infty) = a \), the system (i) reduces to \( \pi(0^\infty) = \pi(0) = a \) and \( \pi(1^\infty) = \pi(1) = 1 - a \). The invariance of this measure may be easily checked.

To prove (ii.d), assume furthermore that the series \( \Theta_1 \) and \( \Theta_2 \) converge and let \( a \in [0, 1] \) and \( b \in [0, 1] \). If we fix \( \pi(0^\infty) = a \) and \( \pi(1^\infty) = b \), the system (i) is equivalent to

\[
\begin{align*}
\pi(0) - \pi(10)\Theta_1 &= a \\
\pi(0) + \pi(10)\Theta_2 &= 1 - b
\end{align*}
\]

As \( \Theta_1 \geq 1 \) and \( \Theta_2 \geq 1 \), this system has a unique solution given by

\[
\pi_{a,b}(0) = \frac{a\Theta_2 + (1 - b)\Theta_1}{\Theta_1 + \Theta_2} \quad \text{and} \quad \pi_{a,b}(10) = \frac{1 - a - b}{\Theta_1 + \Theta_2}.
\]
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