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SERIES REPRESENTATION OF POWER FUNCTION

KOLOSOV PETRO

Abstract. In this paper described numerical expansion of natural-valued
power function xn, in point x = x0 where n, x0 - natural numbers. Apply-
ing numerical methods, that is calculus of finite differences, namely, discrete
case of Binomial expansion is reached. Received results were compared with
solutions according to Newton’s Binomial theorem and MacMillan Double Bi-
nomial sum. Additionally, in section 4 exponential function’s ex representation
is shown.
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1. Introduction

Let basically describe Newton’s Binomial Theorem and Fundamental Theorem of
Calculus, that is most widely used theorems about power’s expansion and some their
properties. In elementary algebra, the binomial theorem (or binomial expansion)
describes the algebraic expansion of powers of a binomial. The theorem describes
expanding of the power of (x + y)n into a sum involving terms of the form axbyc

where the exponents b and c are nonnegative integers with b + c = n, and the
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2 KOLOSOV PETRO

coefficient a of each term is a specific positive integer depending on n and b. The
coefficient a in the term of axbyc is known as the binomial coefficient. The main
properties of the Binomial Theorem are next

Properties 1.1. Binomial theorem properties

• The powers of x go down until it reaches x0 = 1 starting value is n (the n
in (x+ y)n)

• The powers of y go up from 0 (y0 = 1) until it reaches n (also n in (x+y)n)
• The n-th row of the Pascal’s Triangle (see [1]) will be the coefficients of the
expanded binomial.

• For each line, the number of products (i.e. the sum of the coefficients) is
equal to x+ 1

• For each line, the number of product groups is equal to 2n

According to the Binomial theorem, it is possible to expand any power of x+ y
into a sum of the form (see [2], [4])

(1.2) (x+ y)n =

n∑

k=0

(
n

k

)

xn−kyk

Let us to expand monomial xn : n ∈ N1 using Binomial theorem (1.2)

Lemma 1.3. Power function could be represented as discrete integral of its first
order finite difference

(1.4) xn =

∫ x−1

0

∆[xn]∆h

=

x−1∑

k=0

nkn−1∆h+

(
n

2

)

kn−2(∆h)2 + · · ·+

(
n

n− 1

)

k(∆h)n−1 + (∆h)n

︸ ︷︷ ︸

∆[xn]∆h

We can reach the same result using Fundamental Theorem of Calculus, we have,
respectively

(1.5) xn =

x∫

0

ntn−1dt =

x−1∑

k=0

∫ k+1

k

ntn−1dt =

x−1∑

k=0

(k + 1)n − kn

Hereby, let be lemma

Lemma 1.6. First order finite difference of power xn could be reached by binomial
expansion of the form

(1.7) ∆[xn] =

n∑

k=1

(
n

k

)

xn−k(∆h)k−1

Otherwise, let be a table of finite differences (see also [6], eq. 7) ∆k[x3], x ∈
N1, k ∈ [1, 3] ⊆ N1 over x from [0, 7] ⊆ N
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(1.8)

x x3 ∆[x3] ∆2[x3] ∆3[x3]

0 0 1 6 6
1 1 7 12 6
2 8 19 18 6
3 27 37 24 6
4 64 61 30 6
5 125 91 36
6 216 127
7 343

Figure 1: Difference table of x3, x ∈ N up to 3rd order, [6], eq. 7

Note that increment ∆h is set to be ∆h = 1 and k > 2-order difference is taken
regarding to [10]. From figure (1) could be observed next regularities (sequence
A008458 in OEIS, [9])

∆(x3
0) = x3

1 − x3
0 = 1 + 3! · 0

∆(x3
1) = x3

2 − x3
1 = 1 + 3! · 0 + 3! · 1

∆(x3
2) = x3

3 − x3
2 = 1 + 3! · 0 + 3! · 1 + 3! · 2

...

∆(x3
m) = x3

m+1 − x3
m = 1 + 3! · 0 + 3! · 1 + 3! · 2 + · · ·+ 3! ·m

Hereby, applying compact sigma notation each first order finite difference ∆[x3]
could be represented as

(1.9) ∆[x3] =

x∑

k=0

jk +
1

x
, x = x0 ∈ N

where j = 1 · 2 · 3 = 3! (also according to [6], [7]) and ∆h = 1 by definition. Since,
by lemma (1.3) discrete integral of first difference is used to reach expansion of xn

and we have an equality between binomial difference from lemma (1.6) and (1.9)

(1.10) ∆[x3] =

3∑

k=1

(
3

k

)

x3−k(∆h)k−1 ≡

x∑

k=0

jkx+
1

x
, x = x0 ∈ N, ∆h = 1

Then we have right to substitute (1.9) into (1.4) instead binomial expansion and
represent x3 as summation over k from 0 to x − 1. Let be example for x3, that is
the sum of sequence A008458 in OEIS

x3 = (1 + 3! · 0) + (1 + 3! · 0 + 3! · 1) + (1 + 3! · 0 + 3! · 1 + 3! · 2) + · · ·

(1.11) · · ·+ (1 + 3! · 0 + 3! · 1 + 3! · 2 + · · ·+ 3! · (x− 1))

x3 = x+ (x− 0) · 3! · 0 + (x − 1) · 3! · 1 + (x− 2) · 3! · 2 + · · ·

· · ·+ (x− (x − 1)) · 3! · (x− 1)

https://oeis.org/A008458
https://oeis.org/
https://oeis.org/A008458
https://oeis.org/
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Provided that x is natural. Note that increment ∆h in equation (1.9) is set to be
∆h = 1 and not displayed. Using compact sigma notation on (1.9), we received

(1.12) x3 = x+ j

x−1∑

m=0

mx−m2 =

x−1∑

m=0

j ·m · x − j ·m2 + 1

Also, the next relations hold

(1.13) x3 =
x−1∑

m=0

(

1 + j
m∑

u=0

u

)

≡ j
x−1∑

m=1

(

mx−m2 +
x

j(x− 1)

)
∣
∣
∣
∣
∣
x>1

, x ∈ N

Property 1.14. Let be each term of (1.12) multiplied by xn−3 to reach xn, then
let be a sets S(x) := {1, 2, . . . , x} ⊆ N, C(x) := {0, 1, . . . , x} ⊆ N, U(x) :=
{0, 1, . . . , x − 1} ⊆ N, let be central part of (1.12) written as T (x, U(x)) where
x ∈ N is variable and U(x) is iteration set of (1.12), then we have equality

(1.15) T (x, U(x)) ≡ T (x, S(x)), x ∈ N

Let be right part of (1.12) denoted as U(x, C(x)), then

(1.16) U(x, C(x)) ≡ U(x, S(x)) ≡ U(x, U(x))

Other words, changing iteration sets of (1.12) by C(x), S(x), U(x) doesn’t change
its value.

Proof. Let be a plot of jkxn−2− jk2xn−3+xn−3 by k over R+
≤10, given x = 10 and

n = 10

0 2 4 6 8 10

0

50

100

150

k ∈ R
+
≤10

y
=

jk
x
n
−
2
−
jk

2
x
n
−
3
+
x
n
−
3

Figure 2. Plot of jkxn−2 − jk2xn−3 + xn−3 by k over R+
≤10, x = 10, n = 10

Obviously, being a parabolic function, it’s symmetrical over x
2 , hence equivalent

T (x, U(x)) ≡ T (x, S(x)), x ∈ N follows. Reviewing central part of (1.12) and
denote u(t) = txn−2 − t2xn−3, we can conclude, that u(0) ≡ u(x), then equality of
U(x, C(x)) ≡ U(x, S(x)) ≡ U(x, U(x)) immediately follows.
This completes the proof. �
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Note that for right part of (1.12) property (1.14) holds only in case (1.15). Let
analyse property (1.14), we can see that for each row corresponded to variable
x = 1, 2, 3, ..., N, raised to power n = 3 and represented by means of (1.12) the
numbers distribution is quite similar to distribution of Pascal’s triangle items, more
detailed, let be an example of triangle1 built using right part of expression (1.12)
up to x = 4, with set n = 3

(1.17)

1

1 1

1 7 1

1 13 13 1

1 19 25 19 1

Figure 3. Triangle generated by right part of (1.12) given n = 3 up to x = 4

One could compare Figure (3) with Pascal’s triangle [1]

1

1 1

1 2 1

1 3 3 1

1 4 6 4 1

Figure 4. Pascal’s triangle up to n = 4

Let us approach to show a few properties of triangle (1.17)

Properties 1.18. Properties of (1.17). For each (n,m) ∈ N holds

• Summation of each n-th row from 0 to n− 1 returns n3

• Induction. Summation of each n-th row multiplied by nm−3 from 0 to n−1
returns nm

• Summation of each n-th row from 0 to n returns n3 + n0

• Induction. Summation of each n-th row multiplied by nm−3 from 0 to n
returns nm + nm−3

• Distribution of (1.17) items is similar to Pascal’s triangle
• Each k1 item of n-th row is generated by k0 + k1 + 5 of n− 1-th row
• From (1.12) follows that for each item k 6= 1 of n-th row holds (k −
1)mod 6 = 0

2. Derivation of high power

In this section are reviewed the ways to change obtained in previous annex
expression (1.12) to higher power i.e n > 3 ∈ N. Examples are shown for case ∆h =
1, x = x0 ∈ N, applying operator of finite difference. By means of Fundamental

1Note that each x = 1, 2, 3, ..., N row’s item of triangle is generated by jmx− jm2 + 1 over
m ∈ [0, x] ⊆ N
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Theorem of Calculus, we know that (1.4) holds, let rewrite it

xn =

x∫

0

ntn−1dt =

x−1∑

k=0

∫ k+1

k

ntn−1dt =

x−1∑

k=0

(k + 1)n − kn

According to property (1.14), expression (1.12) could be written as

x3 = x+ j
∑

m∈U(x)

mx−m2 ≡ x+ j
∑

m∈S(x)

mx−m2

≡ x+ j
∑

m∈C(x)

mx−m2

In next equations we will used full notation of sets U(x),S(x),C(x) with sigma
operator to avoid curiosity. Let derive the relationships between sums of forward
and backward differences, that is

(2.1) xn =

x−1∑

k=0

(k + 1)n − kn ≡

x∑

k=1

kn − (k − 1)n

We could observe that iteration sets of right and left parts of (2.1) are U(x) =
{0, 1, . . . , x−1} and S(x) = {1, 2, . . . , x}, respectively. Since the property (1.14)
holds, from forward difference we can derive expansion of x3 in point x = x0 ∈ N,
applying (1.12)

(2.2) x3 =

x−1∑

k=0

(k + 1)3 − k3 =

x−1∑

k=0

(

(k + 1)3 − k − j

k∑

m=0

mk −m2

)

≡

x−1∑

k=0

(

(k + 1) + j

k∑

m=0

(
m(k + 1)−m2

)
− k3

)

Otherwise, let be derived expansion of x3 in point x = x0 ∈ N by means of backward
finite difference, that is right part of (2.1), applying (1.12). Note that if property
(1.14) holds, then we have right to change iteration set of (1.12) regarding to (2.1)
and substitute (1.12) into (2.1) instead (x + 1)n, xn, hereby

(2.3) x3 =
x∑

k=1

k3 − (k − 1)3 =
x∑

k=1

(

k + j
k∑

m=1

(

mk −m2
)

− (k − 1)3

)

−x3 =
x∑

k=1

(

k3 − k + 1+ j
k−1∑

m=0

(
m · k +m−m2

)

)

Multiplying each term of (2.2) by xn−3, we receive expansion of f(x) = xn, ∀(x =
x0, n) ∈ N

(2.4) xn =

x−1∑

k=0

(

(k + 1)n−2 + j

k∑

m=1

(

m(k + 1)n−2 −m2(k + 1)n−3
)

− kn

)

≡

x−1∑

k=0

(

(k + 1)n − kn−2 + j

k∑

m=1

(

m · kn−2 −m2 · kn−3
)
)
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By means of main property of the power function xn = xk · xn−k, from equation
(2.3) for f(x) = xn, (x = x0, n) ∈ N we receive

(2.5) xn =
x∑

k=1

(

kn−2 + j
k∑

m=1

(

m · kn−2 −m2 · kn−3
)

− (k − 1)n

)

−xn =

x∑

k=1

(

kn − (k + 1)n−2 + j

k−1∑

m=0

(

m(k + 1)n−2 −m2(k + 1)n−3
)
)

Similarly as (2.5) reached, from the expression (1.13) for f(x) = xn, n ∈ N, we
derive expansion

(2.6) xn =

x−1∑

m=0

(

xn−3 + j

m∑

u=0

uxn−3

)

, (n, x) ∈ N

≡ j

x−1∑

k=0

(

k · xn−2 − k2 · xn−3 +
xn−2

j(x− 1)

)

, x ∈ N 6=1, n ∈ N

In case of f(x) = xn, x ≥ 0, (x, n) ∈ N expression (1.12) could be written as
follows

(2.7) xn = xn−2 + j

x−1∑

k=0

k · xn−2 − k2 · xn−3

=
x−1∑

k=0

j · k · xn−2 − j · k2 · xn−3 + xn−3

Let be summation (u1 ± u2 ± · · · ± uk) raised to power n ≥ 3 ∈ N, then applying
(1.12) we could have an expression for continuous summation to power, provided
that summation takes natural value

(u1 ± · · · ± uk)
3 =

k∑

g≤k

ug + j

u1±···±uk−1∑

m=0



m ·

k∑

g≤k

ug −m2





Hereby, above expression is discrete case of Multinomial theorem, given n = 3.
Similarly as (2.7) the summation to natural n-th power could be reached by

(u1±· · ·±uk)
n =





k∑

g≤k

ug





n−2

+j

u1±···±uk−1∑

m=0




m





k∑

g≤k

ug





n−2

−m2





k∑

g≤k

ug





n−3





Note that continuous summation raised to power n ∈ N could be reached similarly
by means of (2.2, 2.3, 2.4, 2.5, 2.6) replacing xn−3, xn−2 by

(2.8)





k∑

g≤k

ug





a

, a ∈ {n− 2, n− 3}, n ∈ N
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3. Binomial Theorem Representation

Newton’s Binomial theorem says that it is possible to expand any power of x+y
into a sum of the form (see [2], [4])

(3.1) (x+ y)n =

n∑

k=0

(
n

k

)

xn−kyk

Since for each (x = x0, n) ∈ N we have an equality (2.7)

xn =
x−1∑

k=0

j · k · xn−2 − j · k2 · xn−3 + xn−3

Then we have right to substitute (2.7) into (1.2) instead xn−k and yk. Let be
definition

Definition 3.2.

Gn(x, k) := j · k · xn−2 − j · k2 · xn−3 + xn−3

Hereby, by means of (1.2) one could derive the value of (x+ y)n at x = x0, y =
y0, (x0, y0) ∈ N

(3.3) (x + y)n =
n∑

k=0

((
n

k

) x−1∑

m=0

Gn−k(x, m) ·

y−1
∑

r=0

Gk(y, r)

)

Note that WolframMathematica Code of expression (3.4) available in Application 1.

3.1. Comparison of (2.7) to Binomial Theorem and MacMillan Double
Binomial sum. In this subsection let compare (2.7) to Binomial Theorem and
MacMillan Double Binomial sum2 ([3], eq. 12) hereby follow changes hold

• While expansion taken by Binomial theorem or MacMillan Double Binomial
sum, the summation (1.2) is done over k = 0, 1, 2...,N from 0, 1 to n, where
n - power. Reviewing (2.7) we can observe that summation is taken over k
from 0 to x, where x - variable, provided that natural-valued.

• According to property (1.14) the iteration sets of (2.7) and (1.12) could be
changed to (1.15), (1.16) without changes in result.

• Order of polynomial provided by Binomial theorem and MacMillan Double
Binomial sum is n, for (2.7) is n− 2

Additionally, let us approach to apply (2.7) in calculus of q-differences, introduced
by Jackson, 1908, [11]. By definition (3.2) we have

(3.4) ∆q[x
n] =

x−1∑

k=0

Gn(xq, k)−Gn(x, k)

2MacMillan Double Binomial sum is the other one numerical expansion of the form

n
∑

k=1

k
∑

j=1

(−1)k−jjn
(k

j

)(x

k

)

= xn
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And high order

(3.5) ∆u
q [x

n] =

u∑

k=0

(

(−1)k
(
u

k

) x−1∑

m=0

Gn(xqn−k, m)

)

By difference of powers property

an − bn = (a− b)(an−1 + an−2b+ an−3b2 + ...+ a2bn−3 + abn−2 + bn−1)

we could receive divided difference as well, hence for each a = b+ h

(3.6)
∆h[a

n]

h
=

n∑

k=1

(
x−1∑

m=0

Gn−k(a, m) ·

y−1
∑

r=0

Gk−1(b, r)

)

4. ex Representation

Since the exponential function f(x) = ex, x ∈ R is defined as infinite summation

of xn

n! , n = 1, 2, ..., ∞ over n (see [5]). Then (2.7) could be applied, hereby

(4.1) ex =

∞∑

m=0

(

j

x∑

k=1

(

kxm−2 − k2xm−3 + xm−3

j

m!

))

Note that WolframMathematica Code of expression (4.1) available in Application 1.

5. Conclusion

In this paper expansion (2.7) is shown, as well as other combinations from section
2. Comparison of (2.7) to Binomial Theorem is shown in subsection (3.1). Addi-
tionally, (2.7) is applied on power’s q-difference, see expression (3.4). Exponential
function’s ex representation, applying (2.7) is shown in section 4. In Application 1.
Wolfram Mathematica 11 codes of most expressions from sections 1 and 2 are shown
and attached. In Application 2 extended version of Triangle (3) is shown.
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7. Application 1. Wolfram Mathematica 11 codes of some expressions

In this application the most expression’s Wolfram Mathematica version 11 codes
are shown, more particular
Right part of (1.11)

In[7] := Sum[k ∗ x ∗ 6− k2 ∗ 6+ 1, {k, 0, x− 1}]

Out[7] = x3

Central part of (1.12)

In[8] := Sum[1+ 6 ∗ Sum[u, {u, 0,m}], {m, 0, x− 1}]

Out[8] = x3

Right part of (1.12)

Out[9] := 6 ∗ Sum[m ∗ x−m2 + x/(6 ∗ (x− 1)), {m, 1, x− 1}]

Out[9] = x3

Expression (2.2) first part

In[11] := Sum[(k+ 1)3 − k− 6 ∗ Sum[m ∗ k−m2, {m, 1, k}], {k, 0, x− 1}]

Out[11] = x3

Expression (2.2) second part

In[12] := Sum[k+ 1+ 6 ∗ Sum[m ∗ (k+ 1)−m2, {m, 0, k}]− k3, {k, 0, x− 1}]

Out[12] = x3

Expression (2.3) first part

In[13] := Sum[k+ 6 ∗ Sum[m ∗ k−m2, {m, 1, k}]− (k− 1)3, {k, 1, x}]

Out[13] = x3

Expression (2.3) second part

In[14] := Sum[k3 − k− 1− 6 ∗ Sum[m ∗ k+m−m2, {m, 0, k− 1}], {k, 1, x}]

Out[14] = −x3

Expression (2.5) first part

In[15] := Sum[k(n−2) + 6 ∗ Sum[m ∗ k(n−2) −m2 ∗ k(n−3), {m, 0, k}]− (k − 1)n, {k, 1, x}]

Out[15] = −0n − HarmonicNumber[−1+ x,−n] + HarmonicNumber[x,−n]

Expression (2.6) first part

In[16] := Sum[x(n−3) + 6 ∗ Sum[u ∗ x(n−3), {u, 0,m}], {m, 0, x− 1}]

Out[16] = xn

Second part of (2.7)

In[10] := Sum[6 ∗m ∗ x(n−2) − 6 ∗m2 ∗ x(n−3) + x(n−3), {m, 0, x− 1}]

Out[10] = xn

Second part of (2.7) with set S(x)

In[10] := Sum[6 ∗m ∗ x(n−2) − 6 ∗m2 ∗ x(n−3) + x(n−3), {m, 1, x}]

https://www.wolfram.com/mathematica/
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Out[10] = xn

Expression (3.3) ”Newton’s Binomial Theorem representation”

In[17] := Sum[Binomial[n, k]∗

Sum[6 ∗m ∗ x(n−k−2) − 6 ∗m2 ∗ x(n−k−3) + x(n−k−3), {m, 0, x− 1}]∗

Sum[6 ∗ r ∗ y(k−2) − 6 ∗ r2 ∗ y(k−3) + y(k−3), {r, 0, y − 1}], {k, 0, n}]

Out[17] = (x+ y)n

Expression (4.1) ex representation

In[18] := Sum[6 ∗ Sum[(k ∗ x(m−2) − k2 ∗ x(m−3) + x(m−3)/6)/m!, {k, 1, x}], {m, 0, Infinity}]

Out[18] = Ex

Templates of all the programs available online at this link.

8. Application 2. An extended version of triangle (3)

1

1 1

1 7 1

1 13 13 1

1 19 25 19 1

1 25 37 37 25 1

1 31 49 55 49 31 1

1 37 61 73 73 61 37 1

1 43 73 91 97 91 73 43 1

1 49 85 109 121 121 109 85 49 1

1 55 97 127 145 151 145 127 97 55 1

1 61 109 145 169 181 181 169 145 109 61 1

Figure 5. Extended version of Triangle (3) generated from (1.11) given n = 3 up
to x = 12

https://drive.google.com/open?id=0B5BY-ohztiU-R2FHWXBPVURJc1k
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