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CONTINUOUS WAVELET DECOMPOSITIONS,
MULTIRESOLUTION AND CONTRAST ANALYSIS*

M. DUVAL-DESTIN!, M.A. MUSCHIETTI? AND B. TORRESANI?3

Abstract. A continuous version of multiresolution analysis is described, starting from usual
continuous wavelet decompositions. Scale discretization leads to decompositions into functions of
arbitrary bandwidth, satisfying QMF-like conditions. Finally, a nonlinear multiresolution scheme is
described, providing multiplicative reconstruction formulas.

Key words. Wavelets, Multiresolution analysis, Contrast analysis

Wavelet analysis of a function f € L2(IR) basically consists in the decomposition
of f as a sum of wavelets 1 q)(z) = 1 ¢ (£2), dilated and translated copies of the
mother wavelet 1, an integrable function with vanishing integral. The coefficients of
the decomposition are nothing but the scalar products < f, 1 4) >.

Continuous wavelet decompositions have been introduced (or re-introduced, since
similar tools have been used by mathematicians for a long time to study certain classes
of operators [Cal]) by A. Grossmann and J. Morlet [Gr-Mo], and many applications
have been developed (see [Co-Gr-Tc| and references therein), in particular in a signal
analysis context [Gr-KM-Mo| [De-E-Gu-KM-Tec-To]. The discretization of the contin-
uous formulas was studied later [Dal], and handled by the introducion of the notion
of frames of wavelets (see also [He-Wa]). Continuous wavelets and frames of wavelets
were used later on for many problems of applied mathematics and physics, and in
particular to model physiology of vision, following the program of D. Marr [Mar] (see
also [Fr-Mo],[DD]). In particular, they allowed one of us to introduce the notion of
scale-space contrast [DD], and to exhibit multiplicative reconstruction formulas from
the contrast functions.

The discovery of orthonormal bases of wavelets by J.O. Stromberg [Str] and Y.
Meyer and his collaborators (see [Me], and references therein) opened a new door in
the understanding of the theory, making in particular the connection with sub-band
coding, familiar to electrical engineers and image processers [Da2]. This moreover
led to the construction of a large family (a library in the author’s terminology) of
orthonormal bases, called wavelet packets bases, providing adaptive decompositions
of functions directly implementable in fast (pyramidal) algorithms [Co-Me-Qu-Wi]. A
continuous analogue of wavelet packets was proposed in [Tol][To2], in which the pyra-
midal algorithmic structure is unfortunately lost. The key point of the construction
of wavelet packets is that they allow to control the relative bandwidth of the analyz-
ing functions in the Fourier space (the so-called surtension factor), as a function of
frequency.

We present here a general construction, allowing the construction of wavelet pack-
ets starting from an usual continuous wavelet analysis. By wavelet packets we mean
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families of functions generated from a single one by simple transformations and whose
relative bandwidth is non-constant (contrary to usual wavelets) and can be matched
to a given analyzed funtion. Let us stress here that our construction is not a contin-
uous version of that of [Co.Me.Qu.Wi], and is actually quite different. Starting from
an admissible analyzing wavelet v, it is well known that one can associate with it a
scaling function ¢, and then mimic the multiresolution construction. This is briefly
described in section 1. In a similar way, the continuous decomposition over scales can
be replaced by a discrete one, as shown in section 2. The corresponding sequence of
scale parameters can be chosen arbitrarily, and the functions appearing in the decom-
position (the wavelet packets) must be matched to that sequence. As a particular case,
a geometric sequence yields usual Littlewood-Paley decompositions. In section 3, we
continue developing the analogy between continuous wavelet analysis and multireso-
lution analysis. In particular, the scaling function can be expressed as a continuous
infinite product of dilated copies of a low-pass filter, denoted by o (let us recall that

a continuous product, or multiplicative integral HZ(du(x)) f(z) is defined to equal
exp [ f; In f(x) du(x)| whenever such an expression makes sense [Gui]). Then using

the wavelet packets construction, a continuous finite product of such g filters yields
new low-pass filters, denoted by mg, which makes the connection with the quadra-
ture mirror filters (QMFs) appearing in multiresolution analysis. Section 4 is devoted
to the construction of contrast analysis. We define the infinitesimal contrast function

cq(x) of f(zx) as (roughly speaking) the quotient of the details of f(x) at scale a by the
2

)

approximation of f(z) at scale a. Then under some analyticity assumptions on (13

we show that such contrast functions provide a multiplicative decomposition of f(x)
over scales. Otherwise stated f(x) can be continuously factorized into exponentials of
contrast functions. Such continuous product formulas can be discretized in the same
way than in section 3, yielding very simple factorization formulas, still interpretable
in terms of the integrated contrast functions introduced in [DD]. This procedure is
closely connected to models of human vision [DD],[Me-DD-Ge] in which the emphasis
is put on multiresolution image processing and logarithmic light sensitivity.

1. INFINITESIMAL MULTIRESOLUTION ANALYSIS OF L2(R).

1-1. Bilinear analysis.

Let us start from standard notions of continuous wavelet analysis (Throughout
this paper, our conventions for Hermitian product and Fourier transform in L2(IR)
are the following ones. < f,g >= [ f(x)g(z)* dz, where the star denotes complex
conjugation, and f(§) =< f,e¢ > where e(z) = exp(ifx)) We will focus on the
analysis of L2(IR), and sometimes describe in a few words the corresponding results in
the H2(IR) context (we will denote here by H2(IR) = {f € L2(IR), f(§) = 0 V& < 0}
the complex Hardy space).

Generically, a wavelet (or mother wavelet) is a function ¢ € L1(IR) such that the
following admissibility condition holds:

co= [T = [

= =1 (1-1)
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If ¢) is differentiable, (1 — 1) basically means that 1/;(0) = 0, otherwise stated:

/o:oqlz(x)dx()

Such a mother wavelet provides the following analysis of L2(IR): for any (b,a) €
IR x IR, one introduces the wavelet:

vuw@ =5 v (57) (1-2)

a

and one has the following

THEOREM 1. Let 1 be a mother wavelet. Then any f € L2(IR) decomposes as
follows:

dbda
f= < [,%m,0) > Yo,a)

(1-3)
Rx R a

strongly in L2(IR).

Proof. The proof follows from standard arguments, and we sketch it for complete-
ness. Let

Ti(b,a) =< f,Pp,a) > -
Then Ty € L2(IR, db) by Young’s convolution inequality. Define

da(z) = /R Ty (b, @) () db (1-4)

Again, Young’s inequality ensures that d, € L2(IR) for any a € IR}. Moreover,
setting:
? da
)= [ dula) (1-5)
g

a

one has that s? € L2(IR) and s?(f)‘ <
convergence theorem implies that

f(f)‘ a.e., so that the Lebesgue dominated

: P, —
cimIf — sella =0 (1-6)
yielding the theorem.

Theorem 1 has been known for a long time by mathematicians as Calderén’s iden-
tity [Cal], [Fr-Ja-We]. It was rediscovered more recently in a signal analysis context
by Grossmann and Morlet [Gr-Mo], and interpreted as follows: Ty € L?(IR x IR} )
is called the wavelet transform of f with respect to the analyzing wavelet ¢. If ¢
is sufficiently well localized in time and frequency (i.e. both ¢ and 1[) have sufficient
decay at infinity), T gives informations on the time-frequency localization of f. Con-
versely, (1 — 3) states that the wavelet transform is invertible on its range, allowing
the reconstruction of the analyzed function from its wavelet transform.

If one restricts to the Hardy space H2(IR), a weaker admissibility condition (con-
cerning only the positive frequency part of v) is sufficient. Simply assuming that:

co= [ o] L =1

u
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theorem 1 holds for any f € H2(IR).

We will need in the sequel a somewhat stronger assumption. We will call o
an infinitesimal wavelet if 1 is a real-valued wavelet, belonging to the atomic Hardy
space H}(IR). HL(IR) is the space of the functions of L!(IR) such that their Hilbert
transform (We recall that the Hilbert transform H.f of a function f can be defined
in the Fourier space as H.f(&) = —isgn(€)f(€)) is also in L1(IR) (see [Co-We] for a
detailed account of the theory of real Hardy spaces).

Let then ¥(x) be an infinitesimal wavelet, and let g(z) be its autocorrelation
function:

o) = [ T b +y) dy. 1-7)

Clearly q € H}(IR), and one easily checks that

/Oooq(x)da: - /0 g(z)dz = 0. (1-8)

— 00
Let ) .
p(x) = - / q(y)dy, = >0
T Jo

1 0
-1 / a(y)dy, <0 (1-9)

denote the mean function of g(x). One also has:
. o dt
w6 = [ 1eor .

We will also denote pq(z) = 1p (£).

LEMMA. p € LY(IR).

Proof. Let gt (resp. ¢—) denote the restriction of ¢ to the positive (resp. negative)
real axis. Since ¢+ € HI(IR), ¢t (z) admits an atomic decomposition with (1,00)-

atoms:
gt (z) = Naf(x) (1-10)

n

where

DNt <00, (1-11)

n

and the (1, 00)-atoms a} (z) are compactly supported L!-functions with support in an

interval I;}, such that
/ at (£)dx =0

and L
+
a < —.

Moreover, such a decomposition is not unique, and (because of (1 — 8)) can be cho-
sen in such a way that I C IR'. Indeed, if ¢+ (z) = Y Afai(z) is an atomic
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decomposition of ¢+ (z) with (1,00)-atoms a; (), then it also admits an atomic de-
composition ¢+ (x) = Y, Aibi(z), where b (z) = [aif (z) + af (—x)]x*+(x) are also
(1, 00)-atoms, supported on the positive real axis (here xt(z) is the Heaviside step
function). A similar property obviously holds for ¢g—. We then assume from now on
that Supp(air) C IR*. Denote pif(z) = L [V ai dy(y) and pr (z) = —1 ff an (y) dy.
Then

ol < (N HIpE [l + 1A% | Hlpx ) (1-12)

so that ||p||1 < oo if the ||pif||1 are uniformly bounded. Now consider for instance p;},
and let I} = [a,b]. Then,

a+b b

1 2 — b—
[pall < — T e+ .
b—al/, x atdb T

1 2a 2b
< 1 bl 1-1
_b—a{ana—l—bJr na—i—b} ( 3)

which yields the desired result. The lemma is then proved.

Then 0 < p(€) < co. Let ¢ be such that:

. NE BRI 2 du
) = [pte] = | [esgmeen] T (1-19)
o 2 ~ 2 R 2
In other words, 1/)(115)‘ = —udy qﬁ(uf)’ for all ¢ € IR, and Jim ’d)(ﬁ)‘ —0. ¢is
—00
called a scaling function, and one associates to it the corresponding:
1 x—b
== . 1—-1
b =5 0 (757 (1-19)

We will see in section 3 that ¢(x) satisfies some kind of scaling equation (see eq. (3-
7)), and that infinite product formulas for ¢(¢) can be obtained (eq. (3-5)). Clearly,
(1 — 14) does not characterize ¢; althouh it is in general unnecessary, one can always
restrict to a real-valued qg Notice that the squared modulus of the Fourier transform
of the scaling function is by construction a decreasing (resp. increasing) function for
positive (resp. negative) values of &.

To any f € L2(IR) associate:

sa(z) = /B < Fboay > Siom () db (1-16)

that is: oo d
sa(x)Z/ du(@) <L = (f 5 pa) (@) -

Then s, € L2(IR), and one has the following decompositions, whose proofs are imme-
diate from that of theorem 1:

COROLLARY. Let ) an infinitesimal wavelet, and ¢ an associated scaling function.
Then any f € L2(IR) can be expressed as:

f = lim s (1-17)
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aop
:sa0+/ dadj (1-18)
0 a

strongly in L2(IR).
The corollary also holds in the H2(IR) context.

In terms of linear filtering, ¢ can be seen as a low-pass filter, and 1) as a band-pass
filter. Indeed, it is usual to consider analyzing wavelets such that 1[1(5 ) is well localized
in the Fourier domain around some frequeny wg. Then ﬁ(tf) is localized around
€ 2 wo/t, and p(€) (and @(€)), built by “gluing together the [¢)(t€)[2,¢ € [1,00[” is
centered on the zero frequency. Then s, describes the low-frequency content of f up
to the scale a (otherwise stated the approximation at scale a), and d, describes the
content of f around the scale a (i.e. the details at scale a).

Denote now by @, and P, the convolution operators, defined respectively by the

muliplyiers 4u(€) = [(a€)| and pa(€) = |3(a)|
(QaF] (©) = 4u(©)](©) = da(©) (1-19)
[Puf] (€)= pu(©) f(€) = 5(6) (1-20)

The previous corollary then yields an approximation of the identity by the operators
Q. and P,. If one introduces the spaces:

Vi) = Pa-L2(IR)

then it clearly follows from the monotonicity of )(/3‘ that for any a < a’, V(q) € V(o).

By analogy with the usual multiresolution analysis [Me], we call such a collection of
spaces a continuous (or infinitesimal) multiresolution analysis. In particular, it must
be remarked that V|, increases to the whole L2(IR) as a goes to 0 and decreases to
{0} as a goes to oo. Notice that all the V,) spaces are translation invariant; then

they are not closed, except in the case where ‘(Z)’ = xqp where xq is the characteristic

function of some measurable set Q and p a bounded strictly positive function (see e.g.
[Ru)).

1-2. Linear analysis.

It is well known that the reconstructing and the analyzing wavelets can be de-
coupled. Otherwise stated one can use differents infinitesimal wavelets for the com-
putation of the coefficients and for the synthesis of the analyzed function from the
coefficients (see [Ho-T¢|, [Ho| for beautiful applications of this property in different
contexts). In such a case, the admissibility condition (1 — 1) has to be modified
accordingly [Ho-Tc].

A particular example of such a decoupling, which has been known for a long
time, consists in taking formally a Dirac distribution for the reconstructing wavelet.
Assuming instead of (1 — 1) that

b= [ oS = [Tan 2 -1, (1-21)
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one has the following decomposition of any f € L2(IR):

f(x):/;%* <f71/}(z.,a)> % (1—22)

+

strongly in L2(IR). This is the so-called Morlet reconstruction formula of f from
its wavelet coefficients. Such a linear analysis (linear in the ¢ function) generates a
continuous multiresolution analysis as follows: introduce the linear scaling function

¢ € L1(IR), defined by:

oo

5O = | o) T (1-2)

© is also such that 1/;(u§) = —udy@(uf) for all £ € IR. Associate to o the following
functions:

POba)(T) = % @ <x a_ b) . (1—24)

Finally introduce:
5(1(1') = Tf(xa a) =< fa w(x,a) > (1 - 25)
and
0a(2) =< f,Q(z,a) > - (1—26)

One then has the linear analogue of Theorem 1 and the corresponding corollary:

THEOREM 1°.
Let ¢ € H}(IR) be a mother wavelet, such that (1 — 21) holds, and let ¢ be the
associated linear scaling function. Then any f € L2(IR) can be decomposed as:

fZili?%O‘a (1-27)
ao
:O‘ao—l-/ 6ad—a ,ap € IR (1—28)
0 a
:/ 5. 22 (1—29)
O a

strongly in L2(IR).

1-3. Comments and examples.

The bilinear analysis gives the convenient scheme for the construction of orthonor-
mal bases of wavelets [Me], [Da2]. Moreover, it is better adapted for the character-
ization of functional spaces (see e.g. [Fr.Ja.We], [Ho.Tc]). On the other hand, the
linear analysis is very often used for signal analysis [Gr-KM-Mo], since it produces a
simplified reconstruction formula, involving a one-dimensional integral.

There are many examples of admissible infinitesimal wavelets, some of which
are described in [Gr-Mo] and [Gr-KM-Mo]. Actually, the simplest one arises quite
naturally from infinitesimal multiresolution analysis. Indeed, let us take a Gaussian
scaling function:
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where the normalization constant that is fixed so that (1 — 1) holds. Then in the
bilinear analysis scheme, the infinitesimal wavelets can be deduced from (1 —7), and

one can choose: 5
x 2
r)=—=e¢e7%
vle) = =
i.e. a derivative of Gaussian. The case of linear analysis yields a more famous in-
finitesimal wavelet. Taking for ¢ a Gaussian function leads to the celebrated laplacian
of Gaussian, used for a long time in image analysis and processing, and vision (see
e.g. [DD],[Mar]):
1 2
r)=—= (1—-222) e
Vi) = = (1- 2%
In the next section, we will see how such derivatives of Gaussians simply lead to
differences of Gaussians, that are also used in image theory and vision.

2. WAVELET PACKETS IN L2(RR).

An important problem is that of the discretization of the continuous formulas
derived in section 1. At least for numerical applications, one wants to be able to get
discrete approximations of the identity in L2(IR), and to control the discretization
error. Such a problem was handled in [Dal], where the author developed the theory
of frames of wavelets. In particular, focusing on the scale discretization problem, if
A = {aoA},n € Z} denotes a geometric sequence in IR, for some positive Ao, then
> xea @ defines a linear operator, which is positive, bounded and invertible with
bounded inverse for a suitable choice of the Ao parameter and the infinitesimal wavelet
1. Moreover, this operator can often be written as a small perturbation of the identity
(up to some multiplicative constant), which permits to consider the discretization as
a good approximation of the continuous formula.

We are interested here in another way of discretizing the scales, such that the
discretization errors are avoided. Such a procedure canonically produces new wave-
forms, that we will call wavelet packets. Start from a strictly decreasing sequence of
positive real numbers:

< gy < oa; < aj—1 < .

such that lim a; = oo and lim a; =0.

j——o00 j—4o0
Set: a d
J a
Dj(x) = / dq(x) = (2-1)
aj1
Then D; € L2(IR), and
—~ A RN 2 da
5i© =1 [ i) 5 a (2-2)
Gj41
Introducing the function W7, such that:
—~ 2 aj 2 da
vl = [ i) (2-3)
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one then has:

—~

Die) = f(&) |¥ie)

We will refer to the W7 functions as wawvelet packets, since they are built up by gluing
wavelets together (in the Fourier space, contrary to the case of those described in
[Co-Me-Qu-Wi]). Such wavelet packets are also intuitively close to the atoms intro-
duced in Littlewood-Paley theory (see e.g. [Fr-Ja-We]), obtained via a segmentation
of Calderén’s formula (1 — 3) into integrals over dyadic cubes. In our case, the wavelet
packets are obtained by a segmentation of (1 — 3) into integrals over strips in the
time-scale plane. The result is then that the atoms are generated in a simple way.
Notice that (2 — 3) does not completely define the wavelet packets. Once again, one
can restrict to wavelet packets with positive-valued Fourier transform, but this is not
necessary. By construction, the wavelet packets lead to a partition of unity in the
Fourier space as follows:

i (2 1)

+

> [l =[ane) + X [we] =1 (2-5)
Jj=—00 Jj=Jo
for all £ € IR, where we have set:
i (€) = d(a;€) - (2-6)

Defining the translates of the ®J and U7 as <I>g () = ®7(x—b) and \I!{,(x) =Wi(z—0),
we then have:

THEOREM 2.

Let ¢ an infinitesimal wavelet, and let VI and ®J be associated wavelet packets
and scaling functions as in (2—3) and (2—6). Then any f € L2(IR) can be decomposed
as:

f:/R<f,¢>g°> P db + Z/R<f,\1/g> W) db 2-17)
J=jo

strongly in L2(IR).

- 2
Denote by Q; the convolution operator, defined by the multiplier ’\I/J' (5)’ , and

set P; = P,,. Let V; and W; denote respectively the images of L2(IR) by P; and Q;.
This provides the following resolution of L2(IR):

LCViacVcVim o (2-38)

Again, it must be remarked that Vj increases to the whole L2(IR) as j goes to oo and
decreases to {0} as j goes to —oco. Moreover, V; +W; = V11, but in general V; £ W;.

Remarks.
- The wavelet packets have vanishing integral by construction. Moreover, they
can be seen as differences of two low-pass filters. Indeed, one has:
—~ 2 — 2~ 2
W) = o] - | (2-9)
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and the partial reconstructions
Di(x) = / < £, > W(x)db (2 —10)
R

as differences of two smoothings of f(z) at two consecutive scales:
Di(x) = Sitl(z) — Si(z) (2—-11)

where
Si(x):/ < 1,00 > ®(2)db. (2-12)
R

Once more, we are close to the idea of “difference of two smoothings” wavelet familiar
in vision theory.
- The same can be done in the linear analysis scheme. The wavelet packets are

then defined as: - J
01(&)= | )= (2-13)

aj+1

and yield a partition of unity in the Fourier space:

too o
2 Q) = plaqt) + 36O =1 (2-14)

The linear wavelet packets still appear as differences of smoothings at two consecutive
scales, as:

03 (€) = p(a;+1) — $laz6) (2—15)
and every f € L2(IR) decomposes as:

o0

fla)y= > <foh> (2 - 16)

j=—o0

where @i(a:) =0i(x —b).

- The Gaussian example is once more very interesting, since it provides directly
the DOGs, i.e. the differences of Gaussians at two different scales (see e.g. [Mar]).

- Consider the particular case where all the scale parameters a; are generated
from a unique one ag as a geometric sequence:

aj = apA™J

for some positive real number A > 1. Then the wavelet packets ¥J (and also the
©7) can be considered as wavelets in the usual sense, since they are generated from
a unique function ¥9 (or OY) by dilations by powers of A. In particular, the bilinear
analysis yields the usual Littlewood-Paley analysis (also called dyadic wavelet analysis
in [Mal]).

- Let us finally stress that although we have chosen to use the term “Wavelet Pack-
ets”, our construction is completely different than the wavelet packets construction
proposed in [Co-Me-Qu-Wi]. Both constructions share the fact that the correspond-
ing functions are of variable bandwidth, and that the bandwidth can be matched to

a function to be analyzed.
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3. MIRROR FILTERS AND FACTORIZABLE WAVELET PACK-
ETS.

3-1. Mirror filters.

The orthonormal bases of wavelet packets described for example in [Co-Me-Qu-
Wi] are derived in a very simple algorithmic way from the so-called Quadrature Mirror
Filters, canonically associated with the multiresolution analysis. We will see in this
section how infinitesimal multiresolution analysis can produce continuous versions of
such filters, and how these infinitesimal filters can be put together to form QMF's
for the wavelet packets. Let us start from the bilinear infinitesimal multiresolution
analysis (the same arguments can be developed in the linear analysis scheme too),

with scaling function ¢. If ‘g{)(aﬁ)‘ # 0, it follows from the monotonicity property of

’qg’ that a determination of the complex logarithm lnqﬁ(uf) can always be chosen for
0 < u < a, so that the function

vo(af) = ady In p(al) Va,& s.t. plal) #0 (3-1)
can be introduced. Then clearly:
. a d
indag) = [ vo(ug) < (3-2)

and
b= exp | [ ) 2 (3-3)

Such a formula can be thought of as a continuous multiplicative formula, interpreting
the exponential of the integral as a continuous product of exponentials. Indeed, setting

fo(§) = en© (3—4)

one can write the Fourier transform of the scaling function as:

1
- du
o© =11 (u) po(ug) | (3-5)
u=0
the continuous product Hi:o (%“) with respect to the logarithmic measure %“ being
defined by the right hand side of (3 — 3). _
For ¢ such that ¢(a&) # 0 introduce now the functions my(¢), called the integrated

filters:

a;

m(©) = ] (CZL) pro(ug) . (3—6)

U=0aj41

Such functions allow a discretization of the continuous product formula (3 — 5), and
make the connection with the structure appearing in the usual multiresolution context.
The Fourier transform of the scaling functions can be written as:

d(a;€) = m(&)d(aj+1€) (3-7)
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Notice that this expression, together with the monotonicity of ‘QAS’ can be used to define

mi (€), according to:

$(a;8) Ao
m(J)(f) = { pla;j11€) VAE s.t. paj+1€) #0 58
0 Vst dlaj418§) =0
Introducing now the high-pass filter:
: LA (3) 1
my(§) = { #(a;+16) VF s.t. #la;+18§) #0 5o
0 Vst @laj418) =0

an immediate consequence of (2—9) is that the filters m{) and m?] fulfill the quadrature
mirror filter condition, that is:

m@f +|mi@f =1 viez veeRst b £0 (310

3-2. Factorizable wavelet packets.

We will call factorizable wavelet packets the wavelet packets generated by an
infinitesimal wavelet 1 and a decreasing sequence {a;} of positive real numbers with
the property that there exists a positive real A > 1 such that Vj € Z,

aj+1 = Afn(j)aj (3-11)

for some n(j) € IN*. In other words, factorizable wavelet packets correspond to
sequences of scale parameters that are subsequences of geometric sequences. Introduce
then the filter mg such that:

H(AE) = mo(€)(€) (3-12)
that is:

A A du
mo(©) = [T (%) mofug) = el 2001 % 313

u=1

In that case, all the integrated filters m% factorize into products of dilated copies of
mo:
' n(j)-1
mi©) = ] mo(\ase) . (3-14)
n=0

This means that for numerical computations, the same filter can be used throughout
the decomposition. It is then possible to build a algorithm for the computation of
the wavelet packets coefficients with a pyramidal structure, as in the case of the
QMF algorithm for the computation of the coefficients with respect to an orthonormal
base of wavelets. Factorizable wavelet packets then seem more adapted for numerical
implementation. This does not mean of course that non factorizable schemes are
impossible to implement. There can be some specific problems (namely in acoustics
and voice analysis, or in vision) for which the optimal paving of the Fourier space is
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fixed by some phenomenological results, and do not a priori correspond to factorizable
schemes. Nevertheless, depending on the required precision, it is likely that such
pavings can be approached by pavings corresponding to factorizable schemes.

Remark. In the particular case where n(j) is constant (and can be set to 1 with-
out loss of generality), all the wavelet packets are obtained by dilations of a unique
function ¥, and all the integrated filters are dilated copies of mg too. The previous
discussion then leads to a fast (i.e. NInN) algorithm, with pyramidal structure, to
compute continuous wavelet decompositions. Such an algorithm is in the same spirit
than the “Algorithme & Trous” discussed in [Ho-KM-Mo-T¢]|, since it is obtained by
replacing the initial infinitesimal wavelet by another wavelet for which one can use
quadrature mirror filters. However, while the “Algorithme & Trous” is associated to
an interpolation scheme, and then damages the localization of the wavelets in the
Fourier space (see e.g. [Du]), the one proposed here uses the function ¥ which has
essentially the same decay properties than  in the Fourier space. It then seems more
adapted to signal analysis, at least for applications like those described in [Gr-KM-
Mo]. Let us nevertheless stress that we have not proposed any discretization scheme
for the (continuous) variations of the wavelet packets coefficient with respect to the
translation parameter b. A brutal discretization of the translation parameter peri-
odises the mo and then the m; filters, yielding a more usual QMF relation. However,
the exact reconstruction property is then lost (notice that the errors can in general be
controled).

4. FACTORIZATION FORMULAS AND CONTRAST ANALYSIS.

We now describe a multiplicative way of reconstructing a function f € L2(IR)
from s, and the contrast functions, which can be introduced as ¢, = ‘Z—“. A precise
meaning can be given to the multiplicative reconstruction formula, by I:aﬂaking some
analyticity assumptions on the scaling function ¢, ensuring that the zeros of sq(z) are
isolated (with respect to the dilation variable a, and for any « € IR). We will discuss
this analyticity property at the end of this section.

Let us first assume that s, is a real analytic function of a €]0, co[. Then, if s, (x)

does not vanish for u € [a, A], one can write:

A
Sa(l') _ SA(I') e fa’ Oy In sy (z) du .

If now Oysu(z) = —d“T(JC) (

function ¢), one then has:

which is right under the assumptions made on the scaling

A dy(z) du

sa(@) = sa(z) els 0 % (4-1)

Let us now make sense to the integral when s,(z) vanishes in [a, A]. The goal
is that (4 — 1) still holds in such a case. Let us assume that ag is the unique zero of
su(z) in the interval [a, A], and set, for & > 0:

5a(%)  Sag—c(®) Sag+e()
Sag—e(T) Sagte(z) sa(T)

sa(r) = sa(z)
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ao—e g A d du an_
=sa(z) exp / = +/ & (2) | San—<(2) )
a u ap+e U Su(x) Sag+e ({,C)
Taking the limit e — 0, the analyticity of s, (x) implies the existence of k € IN and a

function h such that s, (x) = (u—ao)*h(u,x), with h(ag,z) # 0. Then lim San—c(2) =
e=0 Sqgte()
(=1)k and dul®) _ _k +g(u, z), for some function g continuous at u = ag. Otherwise

su(z) = u—ap
stated:

A
du(2) du + kmi

sa(x) = sa(x) exp lp.v./ (4-2)

Notice that such a specification of the integral coincides with the one obtained by
redefining the (real) integration interval a < u < A by the union of the two intervals
a<u<ag—e¢, ay0—e < u< A, and the half-circle of radius ¢ centered at ag, and
then taking the limit ¢ — 0. Notice also that when agp = a or ag = A, the integral
diverges, which is compatible with (4 — 1).

Let us denote by = the set of admissible infinitesimal wavelets such that in addi-
tion for any f € L2(IR), sq(x) is analytic with respect to a for any « € IR. One can
then introduce the infinitesimal contrast function:

co(x) = —a0sInsq(x) Va,z s.t. sq(x) #0 (4-3)
_ da(2) _
= 5@ (4—4)

that is essentially the details of f(z) at the scale a divided out by the approximation
of f(z) at the scale a (this explains the name of contrast function). Then we have
shown:

THEOREM 3.
Let ¢ € E be an infinitesimal wavelet, and let f € L2(IR). Then, for any a < A,

one has:
Sa(2) = 54(2) exp [ /

with the above specification of the integral.

A

cu(z) CZL] (4-5)

(4 — 4) can also be written as a multiplicative integral, or continuous product as

follows:
A

sa(z) = sa(w) ul;[ (CZL) ecu(®) (4—6)

the continuous product being defined by (2 — 5).

Remark. The factorization formula is independent of the determination of the
complex logarithm between two singularities. It is then possible to specify a global
determination of the logarithm for ¢ < u < A, turning around the singularities.

Let us now come back to the question of the analyticity of s,(x). One has:

LEMMA.
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L2
If ‘qﬁ(é)‘ 1s infinitely differentiable, such that moreover its derivatives satisfy the

bound:

ag‘és(g)ﬂ < KCHRI(1+]¢)-1=F Vee R, ke N 4-7)

for some constants C, K > 0, then for any f € L2(IR), sq(x) is an analytic function
of a € IRY for all z € IR. Moreover, Og5q(x) = f%da(z).

Remark. Actually, such assumptions imply the strong (i.e. in norm) analyticity

. 2
of the map a — )q’)(af)‘ with values in L2(IR).

L2
Proof of the lemma. Set h(§) = qﬁ(f)’ . Let us estimate the remainder of the

Taylor series of sq(z) around a = ag.

=l 5, ] [ fe agiena (1-9)

a=aq

for ap between a and ag. By assumption, one can find some g such that

/ sup | f(€) (07 h)(a)g"

la—do|<p

dé < oo

so that the integral and the derivative can be permuted. Then
il <la—al” KO [[[f@)] 1+ lang ™7 de (4-9)

Then lim sup |rn| = 0 for |a —ag| < € and € small enough, which proves the
N=0 |g—ag|<e

lemma.

It is worth noticing that contrast analysis becomes particularly simple in the case
of the analysis of positive-valued functions, and positive-valued scaling functions (such
as Gaussian functions for instance), as observed in [DD]. Indeed, in such cases one
does not have to take care of the zeroes of the s, functions.

Let us finally briefly describe the discretization of the factorisation formula, more
precisely its relationship to the wavelet packets we described in sections 2 and 3.
Consider again the strictly decreasing sequence a; of positive real numbers. Then
for all integers n > m the integral f;" cu () %‘ can be truncated into integrals over

smaller intervals, and the factorization becomes:
n—1 aj d
u
00 (7) = s, () [ exp l [ et ]
j=m ajt+1 u
which reduces to the trivial expression

n—1

Sa, (Z) = Saq,, (2) -

Saji1 (CL‘)

e (4 —10)
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Such a simple factorization can still be expressed in terms of integrated contrast coef-
ficients. Indeed, introducing a family of wavelet packets such that (2 — 3) holds, the
associated integrated contrast coefficients can be defined as

Cylo) = 45 (1-11)

so that the factorization formula reads:

n—1

Sa,, (T) = Sa,, (T) H (1+Cj(x)) . (4—-12)

j=m

The contrast coefficients form a sufficient information for the characterisation of the
analyzed function. The scheme defined by (4—8) can very easily be used for numerical
computations [DD],[Me-DD-Ge].

Remark. linear contrast analysis: Let us finally describe the linear analogue of the
previous contrast analysis. Owing to Theorem 1’; we introduce the contrast function:

Xa(z) = (4 —13)
Then, assuming that ¢ is of class C*°, such that in addition
05 16(0)l| < KPR+ )1 Ve R, ke N (4 14)

for some positive constants C, K, we obtain the analyticity of o4(z) and:

oa(z) = 04 (2) u]i‘[ (‘Z‘) e (4 15)

Such a continuous formula can also be discretized along the same lines than (4 — 6).

5. CONCLUSIONS.

The continuous wavelet transform is naturally associated with an infinitesimal
multiresolution scheme. The wavelet transform and the continuous set of approxi-
mations of the analyzed function are linked by some kind of scale derivative. This
relationship is used to build a discrete set of wavelet packets by partial integration of
the infinitesimal wavelet on scale intervals. Such wavelet packets allow exact recon-
struction though the scale axis has been discretized. If the sequence of scale parameters
involved is factorizable as a subsequence of a geometric one, the scale discretization
scheme can be combined with a pyramidal time discretization scheme. One then loses
the exact reconstruction property (notice that the corresponding discretization errors
can probably be controled through appropriate frame estimates).

We have shown that this way of discretizing an infinitesimal multiresolution
scheme on the scales uses the wavelet transform as a scale derivative. Moreover,
it may be generalized to a logarithmic derivative. The resulting infinitesimal analysis
is the “contrast function”, and leads to a multiplicative reconstruction formula. Such
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a logarithmic way of performing multiscale analysis is in particular of great interest for
the analysis of positive-valued signals, for which the troubles due to the zero-crossings
are avoided. It may be extended directly to the 2-dimensional case, and applied to
image analysis. It then provides a rigorous framework to associate two basic properties
of human vision: multiscale information processing and logarithmic light sensitivity
[Me-DD-Ge]. The discrete reconstruction scheme, based of partial integrations of con-
trast functions, gives rise to formulas that are almost equivalent to “ratios of low pass
filters” (ROLPs) decompositions that have already proved their efficiency in image
processing [To-Ru-Va].
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