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ABSTRACT. We prove some refined asymptotic estimates for positive blowing up solutions to $\Delta u + \epsilon u = n(n-2)u^{\frac{n+2}{n-2}}$ on $\Omega$, $\partial_\nu u = 0$ on $\partial\Omega$, $\Omega$ being a smooth bounded domain of $\mathbb{R}^n$, $n \geq 3$. In particular, we show that concentration can occur only on boundary points with nonpositive mean curvature when $n = 3$ or $n \geq 7$. As a direct consequence, we prove the validity of the Lin-Ni’s conjecture in dimension $n = 3$ and $n \geq 7$ for mean convex domains and with bounded energy. Recent examples by Wang-Wei-Yan [32] show that the bound on the energy is a necessary condition.
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1. INTRODUCTION

Let $\Omega$ be a smooth bounded domain of $\mathbb{R}^n$, $n \geq 2$. In [21], Lin, Ni and Takagi got interest in solutions $u \in C^2(\Omega)$ to the elliptic problem

$$
\begin{cases}
\Delta u + \epsilon u = n(n-2)u^{\frac{n-2}{n+2}} & \text{in } \Omega \\
u > 0 & \text{in } \Omega \\
\partial_\nu u = 0 & \text{on } \partial\Omega
\end{cases}
\quad (E_q)
$$
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where $\epsilon > 0$ is a parameter and $q > 2$. Here and in the sequel, $\Delta := -\text{div}(\nabla)$ is the Laplace operator with minus-sign convention. This problem has its origins in the analysis of the Gierer-Meinhardt model in mathematical biology: this model is a system of nonlinear evolution equations of parabolic type, and the stationary problem with infinite diffusion constant splits into two equations like $(E_q)$. We refer to the surveys [24, 33] for the justifications of the model and its simplification.

Problem $(E_q)$ enjoys a variational structure, since its solutions are critical points of the functional

$$u \mapsto \frac{1}{2} \int_\Omega |\nabla u|^2 \, dx + \frac{\epsilon}{2} \int_\Omega u^2 \, dx - \frac{1}{q} \int_\Omega |u|^q \, dx,$$

a functional that is defined for all $u \in H^1_0(\Omega) \cap L^q(\Omega)$, where $H^1_0(\Omega)$ is the standard Sobolev space of $L^2$-functions with derivatives also in $L^2$ endowed with the norm $\| \cdot \|_2 + \| \nabla \cdot \|_2$. In particular, it follows from Sobolev’s embedding theorem that $H^1_0(\Omega) \hookrightarrow L^q(\Omega)$ continuously in case $2 < q \leq 2^*$ where $2^* := \frac{2n}{n-2}$ (we assume here that $n \geq 3$): therefore the functional above is defined on $H^1_0(\Omega)$ when $2 < q \leq 2^*$. Moreover, the Sobolev embedding above is compact in case $q < 2^*$.

The system $(E_q)$ enjoys at least a solution, namely the constant solution $u \equiv \left( \frac{\epsilon}{n(n-2)} \right)^{\frac{2}{n-2}}$. In a series of seminal works, Lin-Ni-Takagi [21] and Ni-Takagi [25, 26] got interest in the potential existence of nonconstant solutions to $(E_q)$. In particular, it is showed in [25, 26] that for $\epsilon$ large, solutions concentrate at boundary points of maximum mean curvature. In the present article, we restrict our attention to that case when $\epsilon > 0$ is small. In case $2 < q < 2^*$, variational techniques and the compactness of the embedding imply that for small positive $\epsilon$, the constant solution is the sole solution to $(E_q)$. This uniqueness result incited Lin and Ni to conjecture the extension of this result to the critical case $q = 2^*$:

**Question (Lin-Ni [20]):** *Is the constant solution the only solution to $(E_{2^*})$ when $\epsilon > 0$ is small?*

The mathematical difficulty of this question comes from the conformal invariance of $(E_{2^*})$ and its associated unstability. Indeed, for $\mu > 0$ and $x_0 \in \mathbb{R}^n$, define

$$U_{x_0,\mu}(x) := \left( \frac{\mu}{\mu^2 + |x - x_0|^2} \right)^{\frac{n-2}{2}} \text{ for all } x \in \mathbb{R}^n. \tag{1.1}$$

The scalar curvature equation for the pulled back of the spherical metric via the stereographic projection (or direct computations) yields $\Delta U_{x_0,\mu} = n(n-2)U_{x_0,\mu}^{2^*-1}$ in $\mathbb{R}^n$. Therefore, there is an abundance of solutions to $\Delta u = u^{2^*-1}$, some of them being peaks blowing-up to infinity since $\lim_{\mu \to 0} U_{x_0,\mu}(x) = +\infty$: in this sense, the equation is unstable since it enjoys many solutions that are far from each other. There are no such solutions in the subcritical case $q < 2^*$ (see [5]). This conformal dynamic transfers on the Lin-Ni’s problem and it follows from the famous Struwe decomposition [30] that families of solutions $(u_\epsilon)_{\epsilon > 0}$ to $(E_{2^*})$ with bounded energy may develop some peaks like (1.1) when $\epsilon \to 0$: more precisely, there exists $N \in \mathbb{N}$ such that for any $i \in \{1, \ldots, N\}$, there exists sequences $(x_{i,\epsilon})_\epsilon \in \mathbb{R}^n$, $(\mu_{i,\epsilon})_\epsilon \in \mathbb{R}_{>0}$
such that \( \lim_{\epsilon \to 0} \mu_{i,\epsilon} = 0 \) and, up to the extraction of a subfamily,

\[
u_{\epsilon} = \sum_{i=1}^{N} U_{x_{i},\mu_{i,\epsilon}} + R_{\epsilon}
\]

where \( \lim_{\epsilon \to 0} R_{\epsilon} = 0 \) in \( H^2(\Omega) \). This decomposition is referred to as the integral decomposition. When there is at least one peak, then there are nonconstant solutions. Conversely, in case there is no peak, elliptic estimates and simple integrations by parts (see Section 2) yield the sole constant solution for small \( \epsilon \).

In the radial case, that is when \( \Omega \) is a ball and when \( u \) is radially symmetrical, Adimurthi-Yadava solved the problem in [2, 3]; when \( n = 3 \) or \( n \geq 7 \), the answer to Lin-Ni’s question is positive, and it is negative for \( n \in \{4, 5, 6\} \). In the asymmetric case, the complete answer is not known yet, but there are a few results. When \( n = 3 \), it was proved independently by Zhu [35] and Wei-Xu [34] that the answer to Lin-Ni’s question is positive when \( \Omega \) is convex. When \( n = 5 \), Rey-Wei [27] constructed solutions to \( (E_{2}) \) as a sum of peaks like (1.1) for \( \epsilon \to 0 \). In the present paper, we concentrate on the localization of the peaks in the general case.

Let \((\epsilon_{\alpha})_{\alpha \in \mathbb{N}} \in (0, 1] \) be a sequence such that

\[
\lim_{\alpha \to +\infty} \epsilon_{\alpha} = 0.
\]

We consider a sequence \((u_{\alpha})_{\alpha \in \mathbb{N}} \in C^{2}(\overline{\Omega})\) such that

\[
\begin{cases}
\Delta u_{\alpha} + \epsilon_{\alpha} u_{\alpha} = n(n-2)u_{\alpha}^{2^{*}-1} & \text{in } \Omega \\
u_{\alpha} > 0 & \text{in } \Omega \\
\partial_{\nu} u_{\alpha} = 0 & \text{on } \partial \Omega
\end{cases}
\]

(1.3)

We assume that there exists \( \Lambda > 0 \) such that

\[
\int_{\Omega} u_{\alpha}^{2^{*}} \, dx \leq \Lambda
\]

(1.4)

for all \( \alpha \in \mathbb{N} \).

**Definition 1.** We say that \( x \in \Omega \) is a non-singular point of \((u_{\alpha})\) if there exists \( \delta > 0 \) and \( C > 0 \) such that

\[
\|u_{\alpha}\|_{L^{\infty}(B_{\frac{3}{2}}(x) \cap \Omega)} \leq C
\]

for all \( \alpha \in \mathbb{N} \). We say that \( x \in \Omega \) is a singular point if it is not a non-singular point.

The singular points are exactly the points where the peaks are located. In the sequel, \( H(x) \) denotes the mean curvature at \( x \in \partial \Omega \) of the oriented boundary \( \partial \Omega \). With our sign convention, the mean curvature of the oriented boundary of the unit ball is positive. We prove the following theorem:

**Theorem 1.** Let \((u_{\alpha})_{\alpha \in \mathbb{N}} \in C^{2}(\overline{\Omega})\) and \( \epsilon > 0 \) such that (1.3) and (1.4) hold. Let \( \mathcal{S} \) denote the (possibly empty) set of singular points for \((u_{\alpha})\). Assume that \( n = 3 \) or \( n \geq 7 \): then \( \mathcal{S} \) is finite and

\[
\mathcal{S} \subset \{x \in \partial \Omega / H(x) \leq 0\}.
\]

As a consequence, we get the following:
Theorem 2. [Lin-Ni’s conjecture for mean convex domains] Let $\Omega$ be a smooth bounded domain of $\mathbb{R}^n$, $n = 3$ or $n \geq 7$. Assume that $H(x) > 0$ for all $x \in \partial \Omega$. Then for all $\epsilon > 0$, there exists $\epsilon_0(\Omega, \Lambda) > 0$ such that for all $\epsilon \in (0, \epsilon_0(\Omega, \Lambda))$ and for any $u \in C^2(\overline{\Omega})$, we have that

$$\begin{cases}
\Delta u + \epsilon u = n(n-2)u^{2^*-1} & \text{in } \Omega \\
u > 0 & \text{in } \Omega \\
\partial_\nu u = 0 & \text{on } \partial \Omega \\
\int_{\Omega} u^2 \, dx \leq \Lambda
\end{cases} \Rightarrow u \equiv \left(\frac{\epsilon}{n(n-2)}\right)^\frac{n-2}{4}.$$

The method we use to prove Theorem 1 relies on a sharp control of the solutions to (1.3) in the spirit of Druet-Hebey-Robert [9], our first result being that (see Proposition 5 and (7.3) in Section 7)

$$u_\alpha \leq C \left(\overline{u_\alpha} + \sum_{i=1}^N U_{x_{i,\alpha},\mu_{i,\alpha}}\right) \tag{1.5}$$

where $\overline{u_\alpha}$ is the average of $u_\alpha$ on $\Omega$ and the peaks are as in Struwe’s decomposition (1.2). In particular, we pass from an integral description to a pointwise description. As in Druet [6] (see also Ghoussoub-Robert [12] and Druet-Hebey [8]), this pointwise description allows us to determine exactly where two peaks may interact, and to describe precisely the behavior of $u_\alpha$ there. The localization of the singular points then follows from a succession of Pohozaev identities.

These results appeal some remarks. In dimension $n = 3$, our result must be compared to Zhu’s result: in [35], no bound on the energy is assumed, but the convexity is required; in our result, we require the bound on the energy, but a weak convexity only is needed. The assumption on the energy (1.4) may seem technical for who is familiar with the Yamabe equation: indeed, in general, see Druet [7], Li-Zhu [19], Schoen [29] and Khuri-Marques-Schoen [18], any solution to the Yamabe equation automatically satisfies a bound on the energy like (1.4). For the Lin-Ni’s problem, this is not the case: recently, it was proved that solutions to $(E_{2^*})$ may accumulate with infinite energy when the mean curvature is negative somewhere (see Wang-Wei-Yan [31]) or when $\Omega$ is a ball (see Wang-Wei-Yan [32]), a domain with positive mean curvature: therefore, the answer to Lin-Ni’s question is negative if one does not impose the bound (1.4).

The influence of curvature is reminiscent in the asymptotic analysis of equations like (1.3). For instance, in Druet [6, 7] and in Li-Zhu [19], it is proved that for Yamabe-type equations, the peaks are located where the potential of the equation touches the scalar curvature; we refer to Hebey-Robert-Wen [17] and Hebey-Robert [16] for the corresponding localization for fourth-order problems. In Ghoussoub-Robert [11, 12], that is for a singular Dirichlet-type problem, the peaks are located where the mean curvature is nonnegative: in Theorem 1 above, that is for a Neumann problem, we conversely prove that the peaks are located at points of nonpositive mean curvature. For Neumann-type equations like (1.3), the role of the mean curvature has been enlightened, among others, by Adimurthi-Mancini-Yadava [1], Lin-Wang-Wei [22] and Gui-Lin [15].

The present paper is devoted to the asymptotic analysis of solutions $(u_\alpha)_\alpha$ of (1.3) satisfying (1.4) when $n \geq 3$. In Sections 2 to 7, we prove the pointwise control (1.5). Section 8 is devoted to the convergence of the $(u_\alpha)_\alpha$’s at the scale where
peaks interact. In Sections 9 and 10, we prove an asymptotic relation mixing the heights of the peaks, the distance between peaks and the mean curvature. Finally, we prove Theorems 1 and 2 in Section 11.

Notations: in the sequel, we define \( \mathbb{R}^n_+ := \{(x_1, x') \in \mathbb{R}^n / x_1 < 0\} \) and we assimilate \( \partial \mathbb{R}^n_+ = \{(0, x') / x' \in \mathbb{R}^{n-1}\} \) to \( \mathbb{R}^{n-1} \). Given two sequences \((a_\alpha)_{\alpha} \in \mathbb{R}\) and \((b_\alpha)_{\alpha} \in \mathbb{R}\), we say that \( a_\alpha \asymp b_\alpha \) when \( \alpha \to +\infty \) if \( a_\alpha = O(b_\alpha) \) and \( b_\alpha = O(a_\alpha) \) when \( \alpha \to +\infty \).
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2. \( L^\infty \)-bounded solutions

Let \( \Omega \subset \mathbb{R}^n \) be a smooth domain (see Definition 2 of Section 3 below), \( n \geq 3 \). We consider a sequence \((u_\alpha)_{\alpha} \in \mathbb{N}\) of positive solutions of

\[
\begin{aligned}
\Delta u_\alpha + \epsilon_\alpha u_\alpha &= n(n-2)u_\alpha^{2^* - 1} \quad \text{in } \Omega \\
u_\alpha &= 0 \quad \text{in } \Omega \\
\partial_\nu u_\alpha &= 0 \quad \text{on } \partial \Omega
\end{aligned}
\tag{2.1}
\]

We assume in the following that

\[
\int_\Omega u_\alpha^{2^*} \, dx \leq \Lambda \quad \tag{2.2}
\]

for some \( \Lambda > 0 \). We claim that

\[
u_\alpha \rightharpoonup 0 \quad \text{weakly in } H^1_0(\Omega) \quad \text{as } \alpha \to +\infty.
\tag{2.3}
\]

We prove the claim. Indeed, after integrating (2.1) on \( \Omega \), it follows from Jensen’s inequality that

\[
\left( \frac{1}{|\Omega|} \int_\Omega u_\alpha \, dx \right)^{2^* - 1} \leq \frac{1}{|\Omega|} \int_\Omega u_\alpha^{2^* - 1} \, dx = \frac{\epsilon_\alpha}{n(n-2)|\Omega|} \int_\Omega u_\alpha \, dx
\]

for all \( \alpha \in \mathbb{N} \). Then, we get that

\[
\bar{u}_\alpha \leq \left( \frac{\epsilon_\alpha}{n(n-2)} \right)^{\frac{n-2}{4}} \quad \tag{2.4}
\]

for all \( \alpha \in \mathbb{N} \), where, given \( \bar{u}_\alpha := \frac{1}{|\Omega|} \int_\Omega u_\alpha \, dx \) denote the average of \( u_\alpha \) on \( \Omega \). Multiplying (2.1) by \( u_\alpha \) and integrating on \( \Omega \), we get that \((u_\alpha)_{\alpha}\) is bounded in \( H^1_0(\Omega) \). Therefore, up to a subsequence, \((u_\alpha)_{\alpha}\) converges weakly. The convergence (2.3) then follows from (2.4). This proves the claim.

We prove in this section the following:

**Proposition 1.** Assume that the sequence \((u_\alpha)_{\alpha}\) is uniformly bounded in \( L^\infty(\Omega) \).

Then there exists \( \alpha_0 > 0 \) such that \( u_\alpha \equiv \left( \frac{\epsilon_\alpha}{n(n-2)} \right)^{\frac{n-2}{4}} \) for all \( \alpha \geq \alpha_0 \).
Proof of Proposition 1: Assume that there exists $M > 0$ such that $u_\alpha \leq M$ in $\Omega$ for all $\alpha > 0$. By standard elliptic theory (see Theorem 9.11 in [13] together with Theorem 6 of Section 11), we deduce then thanks to (2.3) that $u_\alpha \to 0$ in $L^\infty(\Omega)$. Multiplying equation (2.1) by $u_\alpha - \bar{u}_\alpha$ ($\bar{u}_\alpha$ is the average of $u_\alpha$ defined above) and integrating by parts, we then get that
\[
\int_\Omega |\nabla u_\alpha|^2 \, dx + \epsilon_\alpha \int_\Omega (u_\alpha - \bar{u}_\alpha)^2 \, dx
\]
\[
= n(n - 2) \int_\Omega u_\alpha^{2^* - 2} (u_\alpha - \bar{u}_\alpha) \, dx
\]
\[
= n(n - 2) \int_\Omega \left( u_\alpha^{2^* - 1} - \bar{u}_\alpha^{2^* - 1} \right) (u_\alpha - \bar{u}_\alpha) \, dx
\]
\[
= O \left( \|u_\alpha\|_\infty^{2^* - 2} + \bar{u}_\alpha^{2^* - 2} \right) \int_\Omega (u_\alpha - \bar{u}_\alpha)^2 \, dx
\]
\[
= o \left( \int_\Omega (u_\alpha - \bar{u}_\alpha)^2 \, dx \right) = o \left( \int_\Omega |\nabla u_\alpha|^2 \, dx \right)
\]
when $\alpha \to +\infty$ thanks to Poincaré’s inequality. This yields $\int_\Omega |\nabla u_\alpha|^2 \, dx = 0$ for $\alpha$ large and thus $u_\alpha$ is a constant for $\alpha > \alpha_0$ for some $\alpha_0 > 0$. The constant is easily seen to be $\left( \frac{\epsilon_\alpha}{n(n-2)} \right)^{\frac{2}{n+2}}$ thanks to equation (2.1). This ends the proof of Proposition 1.

For the rest of the article, we assume that
\[
\lim_{\alpha \to +\infty} \|u_\alpha\|_\infty = +\infty. \tag{2.5}
\]
Under this assumption, the sequence $(u_\alpha)$ will develop some concentration points. In sections 4 to 7, we provide sharp pointwise estimates on $u_\alpha$ and thus describe precisely how the sequence $(u_\alpha)$ behaves in $C^1(\bar{\Omega})$. In section 8 to 10, we get precise informations on the patterns of concentration points which can appear. This permits to conclude the proof of the main theorems in section 11.

3. Smooth Domains and Extensions of Solutions to Elliptic Equations

We first define smooth domains:

Definition 2. Let $\Omega$ be an open subset of $\mathbb{R}^n$, $n \geq 2$. We say that $\Omega$ is a smooth domain if for all $x \in \partial \Omega$, there exists $\delta_x > 0$, there exists $U_x$ an open neighborhood of $x$ in $\mathbb{R}^n$, there exists $\varphi : B_{\delta_x} (0) \to U_x$ such that

(i) $\varphi$ is a $C^\infty$ - diffeomorphism
(ii) $\varphi(0) = x$
(iii) $\varphi(B_{\delta_x} (0) \cap \{ x_1 < 0 \}) = \varphi(B_{\delta_x} (0) \cap \Omega$
(iv) $\varphi(B_{\delta_x} (0) \cap \{ x_1 = 0 \}) = \varphi(B_{\delta_x} (0)) \cap \partial \Omega$

The outward normal vector is then defined as follows:

Definition 3. Let $\Omega$ be a smooth domain of $\mathbb{R}^n$. For any $x \in \partial \Omega$, there exists a unique $\nu(x) \in \mathbb{R}^n$ such that $\nu(x) \in (T_x \partial \Omega)^\perp$, $\|\nu(x)\| = 1$ and $(\partial_1 \varphi(0), \nu(x)) > 0$ for $\varphi$ as in Definition 2. This definition is independent of the choice of such a chart $\varphi$ and the map $x \mapsto \nu(x)$ is in $C^\infty(\partial \Omega, \mathbb{R}^n)$. 
Let $\Omega$ be a smooth bounded domain of $\mathbb{R}^n$ as above. We consider the following problem:
\[
\begin{aligned}
\Delta u &= f \quad \text{in } \Omega \\
\partial_\nu u &= 0 \quad \text{in } \partial\Omega
\end{aligned}
\] (3.1)
where $u \in C^2(\overline{\Omega})$ and $f \in C^0(\overline{\Omega})$. Note that the solution $u$ is defined up to the addition of a constant and that it is necessary that $\int_\Omega f \, dx = 0$ (this is a simple integration by parts). It is useful to extend solutions to (3.1) to a neighborhood of each point of $\partial\Omega$. For this, a variational formulation of (3.1) is required: multiplying (3.1) by $\psi \in C^\infty(\overline{\Omega})$ and integrating by parts leads us to the following definition:

**Definition 4.** We say that $u \in H^1_1(\Omega)$ is a weak solution to (3.1) with $f \in L^1(\Omega)$ if
\[
\int_{\Omega} (\nabla u, \nabla \psi) \, dx = \int_{\Omega} f \psi \, dx \quad \text{for all } \psi \in C^\infty_c(\Omega).
\]

In case $u \in C^2(\overline{\Omega})$, as easily checked, $u$ is a weak solution to (3.1) iff it is a classical solution to (3.1).

We let $\xi$ be the standard Euclidean metric on $\mathbb{R}^n$ and we set
\[
\tilde{\pi} : \mathbb{R}^n \to \mathbb{R}^n \\
(x_1, x') \mapsto (-|x_1|, x')
\]
Given a chart $\varphi$ as in Definition 2, we define
\[
\tilde{\pi}_\varphi := \varphi \circ \tilde{\pi} \circ \varphi^{-1}.
\]
Up to taking $U_{x_0}$ smaller, the map $\tilde{\pi}_\varphi$ fixes $U_{x_0} \cap \overline{\Omega}$ and ranges in $\overline{\Omega}$. We prove the following useful extension lemma:

**Lemma 1.** Let $x_0 \in \partial\Omega$. There exist $\delta_{x_0} > 0$, $U_{x_0}$ and a chart $\varphi$ as in Definition 2 such that the metric $\tilde{g} := \tilde{\pi}_\varphi^* \xi = (\varphi \circ \tilde{\pi} \circ \varphi^{-1})^* \xi$ is in $C^{0,1}(U_{x_0})$ (that is Lipschitz continuous), $\tilde{g}|_{\Omega} = \xi$, the Christoffel symbols of the metric $\tilde{g}$ are in $L^\infty(U_{x_0})$ and $d\varphi_0$ is an orthogonal transformation. Let $u \in H^1_1(\Omega \cap U_{x_0})$ and $f \in L^1(\Omega \cap U_{x_0})$ be functions such that
\[
\int_{\Omega} (\nabla u, \nabla \psi) \, dx = \int_{\Omega} f \psi \, dx \quad \text{for all } \psi \in C^\infty_c(\overline{\Omega} \cap U_{x_0}).
\] (3.2)
For all $v : \Omega \cap U_{x_0} \to \mathbb{R}$, we define
\[
\tilde{v} := v \circ \tilde{\pi}_\varphi \quad \text{in } U_{x_0}.
\]
Then, we have that $\tilde{u} \in H^1_1(U_{x_0})$, $\tilde{u}|_{\Omega} = u$, $f \in L^1(U_{x_0})$ and
\[
\Delta_{\tilde{g}} \tilde{u} = \tilde{f} \quad \text{in the distribution sense},
\]
where $\Delta_{\tilde{g}} := -\text{div}_{\tilde{g}}(\nabla)$.

Here, by “distribution sense”, we mean that
\[
\int_{U_{x_0}} (\nabla \tilde{u}, \nabla \psi) \, d\tilde{v}_{\tilde{g}} = \int_{U_{x_0}} \tilde{f} \psi \, d\tilde{v}_{\tilde{g}} \quad \text{for all } \psi \in C^\infty_c(U_{x_0}),
\]
where $d\tilde{v}_{\tilde{g}}$ is the Riemannian element of volume associated to $\tilde{g}$ and $(\cdot, \cdot)_{\tilde{g}}$ is the scalar product on 1–forms.
Proof of Lemma 1: Given a chart \( \hat{\varphi} \) at \( x_0 \) defined on \( B_{\delta_{x_0}}(0) \) as in Definition 2, we define the map
\[
\varphi : B_{\delta_{x_0}}(0) \to \mathbb{R}^n
\]
\[
(x_1, x') \mapsto x_1 \nu(\hat{\varphi}(0, x')) + \hat{\varphi}(0, x')
\]
The inverse function theorem yields the existence of \( \delta_{x_0} > 0 \) and \( U_{x_0} \subset \mathbb{R}^n \) open such that \( \varphi : B_{\delta_{x_0}}(0) \to U_{x_0} \) is a smooth diffeomorphism being a chart at \( x_0 \) as in Definition 2. Moreover, the pull-back metric satisfies the following properties:
\[
(\varphi^*\xi)_{i1} = 1, (\varphi^*\xi)_{ii} = 0 \forall i \neq 1.
\]
In particular, up to a linear transformation on the \( \{x_1 = 0\} \) hyperplane, we can assume that \( d\varphi_0 \) is an orthogonal transformation. It is easily checked that \(((\varphi \circ \hat{\pi})^*\xi)_{ij} = (\varphi^*\xi)_{ij} \circ \hat{\pi} \) outside \( \{x_1 = 0\} \) for all \( i, j \), and then we prologue \((\varphi \circ \hat{\pi})^*\xi\) as a Lipschitz continuous function in \( U_{x_0} \), and so is \( \tilde{\varphi} := (\varphi \circ \hat{\pi} \circ \varphi^{-1})^*\xi \). In addition, as easily checked, if \( \tilde{\Gamma}^k_{ij} \)'s denote the Christoffel symbols for the metric \( \tilde{\varphi} \), we have that \( \tilde{\Gamma}^k_{ij} \in L^\infty \). Therefore, the coefficients of \( \Delta_{\tilde{\varphi}} \) are in \( L^\infty \) and the principal part is Lipschitz continuous.

We fix \( \psi \in C^\infty_c(U_{x_0}) \). For convenience, in the sequel, we define \( \pi := \tilde{\pi}|_{\mathbb{R}^n_+} \), that is
\[
\left\{
\begin{array}{c}
\pi : \mathbb{R}^n_+ \to \mathbb{R}^n_+ \\
(x_1, x') \mapsto (-x_1, x')
\end{array}
\right.
\]
Clearly, \( \pi \) is a smooth diffeomorphism. As for \( \pi_{\varphi} \), we define
\[
\pi_{\varphi} := \varphi \circ \pi \circ \varphi^{-1}
\]
that maps (locally) \( \Omega \) to \( \Omega \). With changes of variable, we get that
\[
\int_{U_{x_0}} (\nabla \tilde{\varphi}, \nabla \psi)_{\tilde{\varphi}} dv_{\tilde{\varphi}} = \int_{\Omega \cap U_{x_0}} (\nabla u, \nabla(\psi + \psi \circ \pi_{\varphi}^{-1} \circ \varphi^{-1})) dx
\]
and
\[
\int_{U_{x_0}} \tilde{f} \psi dv_{\tilde{\varphi}} = \int_{\Omega \cap U_{x_0}} f(\psi + \psi \circ \pi_{\varphi}^{-1}) dx.
\]
It then follows from (3.2) that \( \Delta_{\tilde{\varphi}} \tilde{u} = \tilde{f} \) in \( U_{x_0} \) in the distribution sense. This ends the proof of Lemma 1.

In the particular case of smooth solutions, we have the following lemma:

Lemma 2. Let \( x_0 \in \partial \Omega \). There exist \( \delta_{x_0} > 0, U_{x_0} \) and a chart \( \varphi \) as in Definition 2 such that the metric \( \tilde{g} := \varphi \circ \hat{\pi} \circ \varphi^{-1} \) is in \( C^{1,1}(U_{x_0}) \) (that is Lipschitz continuous), \( \tilde{g}|_{\Omega} = \xi \), the Christoffel symbols of the metric \( \tilde{g} \) are in \( L^\infty(U_{x_0}) \) and \( d\varphi_0 \) is an orthogonal transformation. We let \( u \in C^2(\Omega \cap U_{x_0}) \) and all \( f \in C^1_{\text{loc}}(\mathbb{R}) \) be such that
\[
\left\{
\begin{array}{c}
\Delta u = f(u) \quad \text{in } \Omega \cap U_{x_0} \\
\partial_{\nu} u = 0 \quad \text{in } \partial \Omega \cap U_{x_0}
\end{array}
\right.
\]
and we define
\[
\tilde{u} := u \circ \varphi \circ \hat{\pi} \circ \varphi^{-1} \text{ in } U_{x_0}.
\]
Then, in addition to the regularity of \( \tilde{g} \), we have that
\[
\tilde{u} \in C^2(U_{x_0}), \quad \tilde{u}|_{\Omega} = u \quad \text{and } \Delta_{\tilde{g}} \tilde{u} = f(\tilde{u}) \text{ for all } x \in U_{x_0},
\]
where \( \Delta_{\tilde{g}} := -\text{div}_{\tilde{g}}(\nabla) \).
4. Exhaustion of the concentration points

We prove in this section the following:

**Proposition 2.** Let \((u_\alpha)_{\alpha \in \mathbb{N}} \in C^2(\Omega)\) and \(\Lambda > 0\) such that (1.3) and (1.4) hold for all \(\alpha \in \mathbb{N}\). Then there exists \(N \in \mathbb{N}^*\), \(N\) sequences \((x_{i,\alpha})_{i=1,...,N}\) of points in \(\Omega\) and \(N\) sequences \(\mu_{1,\alpha} \geq \mu_{2,\alpha} \geq \cdots \geq \mu_{N,\alpha}\) of positive real numbers such that, after passing to a subsequence, the following assertions hold:

(i) For any \(1 \leq i \leq N\), \(x_{i,\alpha} \to x_i\) as \(\alpha \to +\infty\) for some \(x_i \in \Omega\) and \(\mu_{i,\alpha} \to 0\) as \(\alpha \to +\infty\). Moreover, either \(\lim_{\alpha \to +\infty} \frac{d(x_{i,\alpha},\partial \Omega)}{\mu_{i,\alpha}} \to +\infty\) as \(\alpha \to +\infty\) or \(x_{i,\alpha} \in \partial \Omega\).

(ii) For any \(1 \leq i < j \leq N\),

\[
\left\| \frac{x_{i,\alpha} - x_{j,\alpha}}{\mu_{i,\alpha}} \right\| + \frac{\mu_{i,\alpha}}{\mu_{j,\alpha}} + \frac{\mu_{j,\alpha}}{\mu_{i,\alpha}} \to +\infty \quad \text{as} \quad \alpha \to +\infty .
\]

(iii) For any \(1 \leq i \leq N\), we define

\[
\tilde{u}_{i,\alpha} := \frac{n-2}{\mu_{i,\alpha}} u_\alpha (x_{i,\alpha} + \mu_{i,\alpha}) \quad \text{if} \quad \lim_{\alpha \to +\infty} \frac{d(x_{i,\alpha},\partial \Omega)}{\mu_{i,\alpha}} = +\infty,
\]

and

\[
\tilde{u}_{i,\alpha} := \frac{n-2}{\mu_{i,\alpha}} \tilde{u}_\alpha \circ \varphi (\varphi^{-1}(x_{i,\alpha}) + \mu_{i,\alpha}) \quad \text{if} \quad x_{i,\alpha} \in \partial \Omega \quad \text{for all} \quad \alpha \in \mathbb{N}
\]

where \(\tilde{u}_\alpha\) is the extension of \(u_\alpha\) around \(x_0 := \lim_{\alpha \to +\infty} x_{i,\alpha}\) and \(\varphi\) are as in Lemma 2. Then

\[
\lim_{\alpha \to +\infty} \| \tilde{u}_{i,\alpha} - U_0 \|_{C^1(K \cap \tilde{\Omega}_{i,\alpha})} = 0 \quad (4.1)
\]

for all compact subsets \(K \subseteq \mathbb{R}^n \setminus S_i\), \(x_{i,\alpha} \notin \partial \Omega\) and \(K \subseteq \mathbb{R}^n \setminus (S_i \cup \pi^{-1}(S_i))\). If \(x_{i,\alpha} \in \partial \Omega\) where the function \(U_0\) is given by

\[
U_0(x) := (1 + |x|^2)^{1-\frac{n}{2}}
\]

and \(S_i\) is defined by

\[
S_i := \left\{ \lim_{\alpha \to +\infty} \frac{x_{j,\alpha} - x_{i,\alpha}}{\mu_{i,\alpha}}, \ i < j \leq N \right\} .
\]

In the definition of \(S_i\), we allow the limit to be \(+\infty\) (and in fact, we discard these points).

(iv) We have that

\[
R_{\alpha}^{\frac{n-2}{2}} \left| u_\alpha - \sum_{i=1}^{N} U_{i,\alpha} \right| \to 0 \text{ in } L^\infty (\bar{\Omega}) \quad \text{as} \quad \alpha \to +\infty
\]

where

\[
R_\alpha(x) := \min_{1 \leq i \leq N} \sqrt{x_{i,\alpha} - x_i^2} + \mu_{i,\alpha}^2
\]

and

\[
U_{i,\alpha}(x) := \mu_{i,\alpha}^{-\frac{1-\frac{n}{2}}{2}} U_0 \left( \frac{x - x_{i,\alpha}}{\mu_{i,\alpha}} \right) .
\]

**Proof of Proposition 2:** For \(N \geq 1\), we say that property \(P_N\) holds if there exist \(N\) sequences \((x_{i,\alpha})_{i=1,...,N}\) of points in \(\overline{\Omega}\) and \(N\) sequences \(\mu_{1,\alpha} \geq \mu_{2,\alpha} \geq \cdots \geq \mu_{N,\alpha}\) of positive real numbers such that, after passing to a subsequence, assertions (i)-(ii)-(iii) of the claim hold for these sequences. We divide the proof of Proposition 2 in three steps.
Step 2.1: We claim that there exists $N_{\text{max}} \geq 1$ such that $(P_N)$ can not hold for $N \geq N_{\text{max}}$.

Proof of Step 2.1: Let $N \geq 1$ be such that $(P_N)$ holds. Let $(x_{i,\alpha})_{i=1,...,N}$ be $N$ sequences of points in $M$ and $\mu_{1,\alpha} \geq \mu_{2,\alpha} \geq \cdots \geq \mu_{N,\alpha}$ be $N$ sequences of positive real numbers such that the assertions (i)-(ii)-(iii) of Proposition 2 hold after passing to a subsequence. Let $R > 0$ and set

$$\Omega_{i,\alpha}(R) = B_{R\mu_{i,\alpha}}(x_{i,\alpha}) \setminus \bigcup_{i<j \leq N} B_{1/R\mu_{j,\alpha}}(x_{j,\alpha}).$$

It easily follows from (ii) that $\Omega_{i,\alpha}(R) \cap \Omega_{j,\alpha}(R) = \emptyset$ for $\alpha$ large enough. Thus we can write that

$$\int_{\Omega} u^2_{\alpha}(x) \, dx \geq \sum_{i=1}^{N} \int_{\Omega_{i,\alpha}(R) \cap \Omega} u^2_{\alpha}(x) \, dx$$

for $\alpha$ large enough. It follows then from (iii) that

$$\int_{\Omega} u^2_{\alpha}(x) \, dx \geq \frac{N}{2} \int_{\mathbb{R}^n} U^2_0 \, dx - \eta(R) + o(1)$$

where $\eta(R) \to 0$ as $R \to +\infty$. Letting $R \to +\infty$ and thanks to (2.2), we then get that

$$N \leq \frac{2\Lambda}{\int_{\mathbb{R}^n} U^2_0 \, dx}.$$ 

This ends the proof of Step 2.1. \hfill \Box

Step 2.2: We claim that $P_1$ holds.

Proof of Step 2.2. We let $x_{\alpha} \in \bar{\Omega}$ be such that

$$u_{\alpha}(x_{\alpha}) = \max_{\Omega} u_{\alpha}$$

and we set

$$u_{\alpha}(x_{\alpha}) = \mu_{\alpha}^{1-\frac{n}{2}}.$$ 

Thanks to (2.5), we know that $\mu_{\alpha} \to 0$ as $\alpha \to +\infty$. We set

$$v_{\alpha}(x) := \frac{\mu_{\alpha}^{\frac{n}{2}-1}}{\mu_{\alpha}} u_{\alpha}(x_{\alpha} + \mu_{\alpha}x)$$

for $x \in \Omega_{\alpha} = \{x \in \mathbb{R}^n \text{ s.t. } x_{\alpha} + \mu_{\alpha}x \in \Omega\}$. It is clear that

$$\Delta v_{\alpha} + \epsilon_{\alpha} \mu_{\alpha}^2 v_{\alpha} = n(n-2)v_{\alpha}^{2^{*}-1} \text{ in } \Omega_{\alpha}$$

with $\partial_{\nu} v_{\alpha} = 0$ on $\partial \Omega_{\alpha}$ and

$$0 \leq v_{\alpha} \leq v_{\alpha}(0) = 1 \text{ in } \Omega_{\alpha}.$$ 

Step 2.2.1: we assume that

$$\lim_{\alpha \to +\infty} \frac{d(x_{\alpha}, \partial \Omega)}{\mu_{\alpha}} = +\infty.$$ 

It follows from standard elliptic theory (see [13]) that, after passing to a subsequence,

$$v_{\alpha} \to v \text{ in } C^2_{\text{loc}}(\mathbb{R}^n) \text{ as } \alpha \to +\infty$$

as \(\alpha \to +\infty\)
where \( v \in C^2(\mathbb{R}^n) \) is such that
\[
\Delta v = n(n-2)v^{2^* - 1}
\]
and
\[
0 \leq v \leq v(0) = 1.
\]

By the classification result of Caffarelli-Gidas-Spruck [5], we then get that \( v = U_0 \).
This proves \( \mathcal{P}_1 \) in case (4.5). This ends Step 2.2.1.

**Step 2.2.2:** we assume that there exists \( \rho \geq 0 \) such that
\[
\lim_{\alpha \to +\infty} \frac{d(x_\alpha, \partial \Omega)}{\mu_\alpha} = \rho. \tag{4.6}
\]

We let \( x_0 := \lim_{\alpha \to +\infty} x_\alpha \). We then have \( x_0 \in \partial \Omega \) and we choose \( \varphi \) and \( \delta x_0 > 0 \), \( U_{x_0} \) as in Lemma 2. Let \( \delta \in (0, \delta x_0) \). Denoting by \( \tilde{u}_\alpha \in C^2(U_{x_0}) \) the local extension of \( u_\alpha \) on \( U_{x_0} \) with respect to \( \varphi \), we then have that
\[
\Delta \tilde{u}_\alpha + \epsilon_\alpha \tilde{u}_\alpha = \tilde{u}_\alpha^{2^* - 1} \text{ in } U_{x_0}. \tag{4.7}
\]

Since \( d\varphi_0 \) is an orthogonal transformation, we have that
\[
d((\varphi(x), \partial \Omega) = (1 + o(1))|x_1| \tag{4.8}
\]
for all \( x \in B_{\delta_0}(0) \cap \mathbb{R}^1 \), where \( \lim_{x \to 0} o(1) = 0 \) uniformly locally. We let \( (x_{\alpha,1}, x_{\alpha}') \in \{x_1 \leq 0\} \times \mathbb{R}^{n-1} \) be such that \( x_\alpha := \varphi(x_{\alpha,1}, x_{\alpha}') \) for all \( \alpha \in \mathbb{N} \). It follows from (4.6) and (4.8) that
\[
\lim_{\alpha \to +\infty} \frac{|x_{\alpha,1}|}{\mu_\alpha} = \rho. \tag{4.9}
\]

We define
\[
\tilde{v}_\alpha(x) := \mu_\alpha^{\frac{n-2}{2}} \tilde{u}_\alpha((0, x_{\alpha}') + \mu_\alpha x) \text{ for all } x \in B_{\delta/\mu_\alpha}(0).
\]

It follows from (4.7) that
\[
\Delta \tilde{\gamma}_\alpha \tilde{v}_\alpha + \epsilon_\alpha \mu_\alpha^2 \tilde{v}_\alpha = n(n-2)\tilde{v}_\alpha^{2^* - 1} \text{ in } B_{\delta/\mu_\alpha}(0), \tag{4.10}
\]
where \( \tilde{\gamma}_\alpha(x) = (\varphi^* g)((0, x_{\alpha}') + \mu_\alpha x) = ((\varphi^{-1} \circ \tilde{\gamma})^* \xi)((0, x_{\alpha}') + \mu_\alpha x) \). Since \( 0 < \tilde{v}_\alpha \leq \tilde{v}_\alpha(0, 0, 0) = 1 \) and (4.9) holds, it follows from standard elliptic theory (see Theorem 9.11 in [13]) that there exists \( V \in C^1(\mathbb{R}^n) \) such that
\[
\lim_{\alpha \to +\infty} \tilde{v}_\alpha = V \text{ in } C^1_{\text{loc}}(\mathbb{R}^n), \tag{4.11}
\]
where \( 0 \leq V \leq V(\rho, 0) = 1 \). Passing to the limit \( \alpha \to +\infty \) in (4.10) and using that \( d\varphi_0 \) is an orthogonal transformation, we get that \( \Delta V = n(n-2)V^{2^* - 1} \) weakly in \( \mathbb{R}^n \). Since \( V \in C^1(\mathbb{R}^n) \), one gets that \( V \in C^2(\mathbb{R}^n) \) and it follows from Caffarelli-Gidas-Spruck [5] that
\[
V(x) = \left( \frac{1}{1 + |x - (\rho, 0)|^2} \right)^{\frac{n-2}{2}}
\]
for all \( x \in \mathbb{R}^n \). The Neumann boundary condition \( \partial_\nu u_\alpha = 0 \) rewrites \( \partial_1 \tilde{v}_\alpha = 0 \) on \( \partial \mathbb{R}^n \). Passing to the limit, one gets that \( \partial_1 V = 0 \) on \( \partial \mathbb{R}^n \), and therefore \( \rho = 0 \) and \( V \equiv U_0 \). In particular, we have that
\[
\lim_{\alpha \to +\infty} \frac{x_{\alpha,1}}{\mu_\alpha} = 0.
\]

Taking \( \tilde{x}_\alpha := \varphi(0, x_{\alpha}') \), we can then perform the above analysis of Step 2.2.2 with \( \tilde{x}_\alpha \in \partial \Omega \) instead of \( x_\alpha \). This proves \( \mathcal{P}_1 \) in case (4.6). This ends Step 2.2.2.
Steps 2.2.1 and Step 2.2.2 prove that $P_1$ holds. Step 2.2 is proved. □

**Remark:** For $P_1$, we can be a little more precise and prove the following claim:

$$x_\alpha \in \partial \Omega \text{ for } \alpha \in \mathbb{N} \text{ large.} \quad (4.12)$$

We prove the claim by contradiction and assume that $x_\alpha \notin \Omega$ for a subsequence. Define $\rho_\alpha := \frac{x_\alpha}{\mu_\alpha}$. Then $\rho_\alpha < 0$ for $\alpha$ large. Since $(\rho_\alpha, 0)$ is a maximum point of $\tilde{v}_\alpha$, we have that $\partial_1 \tilde{v}_\alpha(\rho_\alpha, 0) = 0$. Since $\partial_1 \tilde{v}_\alpha(0) = 0$ (Neumann boundary condition), it then follows from Rolle’s Theorem that there exists $\tau_\alpha \in (0, 1)$ such that $\partial_1 \tilde{v}_\alpha(\tau_\alpha \rho_\alpha, 0) = 0$. Letting $\alpha \to +\infty$, we get that $\partial_1 U_0(0) = 0$: a contradiction. This proves the claim.

**Step 2.3:** Assume that $P_N$ holds for some $N \geq 1$. Let $(x_{i,\alpha})_{i=1}^N$ be $N$ sequences of points in $\overline{\Omega}$ and $\mu_{1,\alpha} \geq \mu_{2,\alpha} \geq \cdots \geq \mu_{N,\alpha}$ be $N$ sequences of positive real numbers such that assertions (i)-(ii)-(iii) of the claim hold. We claim that if assertion (iv) of Proposition 2 does not hold for this sequence of points, then $P_{N+1}$ holds.

**Proof of Step 2.3:** We assume that (iv) does not hold for these sequences. In other words assume that there exists $\epsilon_0 > 0$ such that

$$\max_{\overline{\Omega}} \left( \frac{R_\alpha^{n-2}}{\mu_{i,\alpha}^2} \left| u_\alpha - \sum_{i=1}^N U_{i,\alpha} \right| \right) \geq \epsilon_0 \quad (4.13)$$

for all $\alpha \in \mathbb{N}$ where

$$R_\alpha(x)^2 := \min_{1 \leq i \leq N} (|x_{i,\alpha} - x|^2 + \mu_{i,\alpha}^2)$$

and

$$U_{i,\alpha}(x) := \frac{1}{\mu_{i,\alpha}^2} U_0 \left( \frac{x - x_{i,\alpha}}{\mu_{i,\alpha}} \right).$$

We let $y_\alpha \in \Omega$ be such that

$$\max_{\overline{\Omega}} \left( \frac{R_\alpha^{n-2}}{\mu_{i,\alpha}^2} \left| u_\alpha(y_\alpha) - \sum_{i=1}^N U_{i,\alpha}(y_\alpha) \right| \right) = R_\alpha(y_\alpha)^{n-2} \left| u_\alpha(y_\alpha) - \sum_{i=1}^N U_{i,\alpha}(y_\alpha) \right| \quad (4.14)$$

and we set

$$u_\alpha(y_\alpha) = \nu_1 \frac{1}{n^2}. \quad (4.15)$$

**Step 2.3.1:** We claim that

$$R_\alpha(y_\alpha)^{n-2} U_{i,\alpha}(y_\alpha) \to 0 \text{ as } \alpha \to +\infty \text{ for all } 1 \leq i \leq N. \quad (4.16)$$

Indeed, assume on the contrary that there exists $1 \leq i \leq N$ such that

$$R_\alpha(y_\alpha)^{n-2} U_{i,\alpha}(y_\alpha) \geq \eta_0 \quad (4.17)$$

for some $\eta_0 > 0$. This means that

$$\frac{R_\alpha(y_\alpha)}{\mu_{i,\alpha}} \geq \eta_0^2 \left( 1 + \frac{|y_\alpha - x_{i,\alpha}|^2}{\mu_{i,\alpha}^2} \right). \quad (4.18)$$

Since $R_\alpha(y_\alpha)^2 \leq |y_\alpha - x_{i,\alpha}|^2 + \mu_{i,\alpha}^2$, we get in particular that, up to a subsequence,

$$\frac{|y_\alpha - x_{i,\alpha}|}{\mu_{i,\alpha}} \to R \text{ as } \alpha \to +\infty \quad (4.19)$$
for some \( R > 0 \). Coming back to (4.18), we can also write that
\[
\frac{|x_{j,\alpha} - y_{\alpha}|^2}{\mu_{i,\alpha}^2} + \frac{\mu_{j,\alpha}^2}{\mu_{i,\alpha}^2} \geq \eta_0^2 \left(1 + R^2\right)^2 + o(1) \tag{4.20}
\]
for all \( 1 \leq j \leq N \). These two equations permit to prove thanks to (ii) of Proposition 2 (which holds by assumption) that
\[
|x_{j,\alpha} - y_{\alpha}|^2 \geq \eta_0^2 n^2 \left(1 + R^2\right)^2 + o(1) \tag{4.20}
\]
for all \( i < j \leq N \). Thus
\[
\lim_{\alpha \to +\infty} \frac{y_{\alpha} - x_{i,\alpha}}{\mu_{i,\alpha}} \notin S_i
\]
and we use (iii) of Proposition 2 to get that
\[
\mu_{i,\alpha}^2 \left| u_\alpha(y_{\alpha}) - U_{i,\alpha}(y_{\alpha}) \right| \to 0
\]
as \( \alpha \to +\infty \). Since \( R_\alpha(y_{\alpha}) = O(\mu_{i,\alpha}) \), we thus get that
\[
R_\alpha(y_{\alpha}) \mu_{i,\alpha}^2 \left| u_\alpha(y_{\alpha}) - U_{i,\alpha}(y_{\alpha}) \right| \to 0
\]
as \( \alpha \to +\infty \). Let \( 1 \leq j \leq N, j \neq i \). We write now that
\[
R_\alpha(y_{\alpha}) U_{j,\alpha}(y_{\alpha}) \mu_{j,\alpha}^2 = O \left(\frac{\mu_{i,\alpha}}{\mu_{j,\alpha}} \left(1 + \frac{|y_{\alpha} - x_{j,\alpha}|^2}{\mu_{j,\alpha}^2}\right)^{-1}\right) = o(1)
\]
thanks to (4.19), (4.20) and assertion (ii) of Proposition 2. Thus we arrive to
\[
R_\alpha(y_{\alpha}) \mu_{i,\alpha}^2 \left| u_\alpha(y_{\alpha}) - \sum_{i=1}^{N} U_{i,\alpha}(y_{\alpha}) \right| \to 0
\]
as \( \alpha \to +\infty \) which contradicts (4.17) and thus proves (4.16). This ends Step 2.3.1.

Step 2.3.2: We claim that
\[
\nu_\alpha \to 0 \text{ as } \alpha \to +\infty . \tag{4.22}
\]
We prove the claim. If \( R_\alpha(y_{\alpha}) \to 0 \) as \( \alpha \to +\infty \), then (4.22) follows from (4.21).
Assume now that \( R_\alpha(y_{\alpha}) \geq 2\delta_0 \) for some \( \delta_0 > 0 \). Using (4.14) and (4.16), we get that
\[
u_\alpha \leq 2\pi \nu_\alpha(y_{\alpha}) + o(1)
\]
in \( B_{\delta_0}(y_{\alpha}) \cap \bar{\Omega} \) for \( \alpha \) large enough. If \( u_\alpha(y_{\alpha}) \to +\infty \) when \( \alpha \to +\infty \), then (4.22) holds. If \( u_\alpha(y_{\alpha}) = O(1) \), we then get by standard elliptic theory (see [13] and Lemma 2) and thanks to (2.3) that \( u_\alpha(y_{\alpha}) \to 0 \) as \( \alpha \to +\infty \), which contradicts (4.21) since \( \Omega \) is a bounded domain. This proves (4.22) and ends Step 2.3.2.

Note also that (4.16) directly implies that
\[
\frac{|x_{i,\alpha} - y_{\alpha}|^2}{\mu_{i,\alpha}^2 \nu_\alpha} + \frac{\mu_{1,\alpha}}{\mu_{i,\alpha}^2 \nu_\alpha} \to +\infty \text{ as } \alpha \to +\infty . \tag{4.23}
\]
for all \( 1 \leq i \leq N \). We set now
\[
w_\alpha(x) := \frac{\mu_{1,\alpha}^2}{\mu_{i,\alpha}^2} u_\alpha(y_{\alpha} + \nu_\alpha x) \tag{4.24}
\]
in \( \Omega_\alpha := \{ x \in \mathbb{R}^n \text{ s.t. } y_\alpha + \nu_\alpha x \in \Omega \} \). We then have that
\[
\Delta w_\alpha + \epsilon_\alpha \nu_\alpha^2 w_\alpha = n(n-2)w_\alpha^{2^*-1}
\tag{4.25}
\]
in \( \Omega_\alpha \) and \( \partial_\nu w_\alpha = 0 \) on \( \partial \Omega_\alpha \). We define
\[
S := \left\{ \lim_{\alpha \to +\infty} \frac{x_{i,\alpha} - y_\alpha}{\nu_\alpha}, 1 \leq i \leq N \text{ s.t. } |x_{i,\alpha} - y_\alpha| = O(\nu_\alpha) \text{ and } \mu_{i,\alpha} = o(\nu_\alpha) \right\}.
\]

Let us fix \( K \subset \subset \mathbb{R}^n \setminus S \) a compact set. We note that, thanks to (4.16) and (4.14),
\[
\left( \frac{R_\alpha (y_\alpha + \nu_\alpha x)}{R_\alpha (y_\alpha)} \right)^{n-2} w_\alpha (x) \leq 1 + o(1)
\tag{4.26}
\]
for all \( x \in K \cap \Omega_\alpha \), where \( \lim_{\alpha \to +\infty} \sup_{K \cap \Omega_\alpha} o(1) = 0 \). Let \( z_\alpha \in B_R(0) \cap \overline{\Omega_\alpha} \setminus \bigcup_{x \in S} B_{R^{-1}}(x) \) for some \( R > 0 \) fixed.

**Step 2.3.3:** We claim that
\[
w_\alpha (z_\alpha) = O(1).
\tag{4.27}
\]
We prove the claim. It is clear from (4.26) if \( \frac{R_\alpha (y_\alpha + \nu_\alpha z_\alpha)}{R_\alpha (y_\alpha)} \not\to 0 \) as \( \alpha \to +\infty \). Assume now that
\[
\frac{R_\alpha (y_\alpha + \nu_\alpha z_\alpha)}{R_\alpha (y_\alpha)} \to 0 \text{ as } \alpha \to +\infty.
\tag{4.28}
\]
Up to a subsequence, we let \( 1 \leq i \leq N \) be such that
\[
R_\alpha (y_\alpha + \nu_\alpha z_\alpha)^2 = |x_{i,\alpha} - y_\alpha - \nu_\alpha z_\alpha|^2 + \mu_{i,\alpha}^2.
\]
We then write thanks to (4.28) that
\[
|x_{i,\alpha} - y_\alpha - \nu_\alpha z_\alpha|^2 + \mu_{i,\alpha}^2 = \alpha \left| x_{i,\alpha} - y_\alpha \right|^2 + o \left( \mu_{i,\alpha}^2 \right)
\]
which implies that \( |x_{i,\alpha} - y_\alpha| = O(\nu_\alpha) \) and that \( \mu_{i,\alpha} = o(\nu_\alpha) \). This leads to
\[
\left| \frac{x_{i,\alpha} - y_\alpha}{\nu_\alpha} - z_\alpha \right|^2 \to 0 \text{ as } \alpha \to +\infty,
\]
which is absurd since, thanks to the definition of \( S \) and to the fact that \( d(z_\alpha, S) \geq \frac{1}{R} \),
\[
\left| \frac{x_{i,\alpha} - y_\alpha}{\nu_\alpha} - z_\alpha \right| \geq \frac{1}{2R}
\]
for \( \alpha \) large. Thus (4.27) is proved. This ends Step 2.3.3.

Thanks to (4.21), we easily get that \( 0 \in \overline{\Omega_\alpha} \setminus S \).

**Step 2.3.4:** Assume first that
\[
\lim_{\alpha \to +\infty} \frac{d(y_\alpha, \partial \Omega)}{\nu_\alpha} = +\infty.
\]
It follows from Step 2.3.3 that \((w_\alpha)_\alpha\) is bounded in \( L^\infty \) on all compact subsets of \( \mathbb{R}^n \setminus S \). Then, by standard elliptic theory (see [13]), it follows from (4.25) that, after passing to a subsequence, \( w_\alpha \to w_0 \) in \( C_{loc}^1 (\mathbb{R}^n \setminus S) \) where \( w_0 \) satisfies
\[
\Delta w_0 = n(n-2)w_0^{2^*-1}
\]
in \( \mathbb{R}^n \setminus S \) and \( w_0(0) = 1 \). Noting that, since \((u_\alpha)_\alpha\) is uniformly bounded in \( H^2_1 (\Omega) \), we have that \( w_0 \in H^2_1 (\mathbb{R}^n) \), we easily get that \( w_0 \) is in fact a smooth solution of the
step 2.2.2. More precisely, let \(y\) and 
\[x_{N+1,\alpha} := y \alpha - \frac{\nu_{\alpha}}{\lambda} x_0\]
and 
\[
\mu_{N+1,\alpha} = \lambda^{-1} \nu_{\alpha} ,
\]
it is easily checked that, up to reorder the concentration points such that the sequence of weights is non-increasing, assertions (i)-(ii)-(iii) of Proposition 2 hold for the \(N + 1\) sequences \((x_{i,\alpha}, \mu_{i,\alpha})_{i = 1, \ldots, N+1}\). Here one must use in particular (4.23) to get (ii). This ends Step 2.3.4.

Step 2.3.5: Assume now that 
\[
\lim_{\alpha \to +\infty} \frac{d(y_{\alpha}, \partial \Omega)}{\nu_{\alpha}} = \rho \geq 0.
\]
One proceeds similarly, using the extension \(\tilde{u}_{\alpha}\) of \(u_{\alpha}\) as in Lemma 2 as was done for Step 2.2.2. More precisely, let \(y_0 := \lim_{\alpha \to +\infty} y_{\alpha} \in \partial \Omega\). We choose \(\phi\) and \(\delta_0 > 0\), \(U_{y_0}\) as in Lemma 2. Let \(\delta \in (0, \delta_0)\). Denoting by \(\tilde{u}_{\alpha} \in C^2(U_{y_0})\) the local extension of \(u_{\alpha}\) on \(U_{y_0}\), we then have that 
\[
\Delta_\delta \tilde{u}_{\alpha} + \epsilon_{\alpha} \tilde{u}_{\alpha} = \tilde{u}_{\alpha}^{2_\alpha - 1} \text{ in } U_{y_0}.
\]
As in Step 2.2.2, we let \(y_{\alpha} := \varphi(y_{\alpha,1}, y_{\alpha}')\) and we have 
\[
\lim_{\alpha \to +\infty} \frac{y_{\alpha,1}}{\nu_{\alpha}} = -\rho \leq 0.
\]
We define 
\[
\tilde{v}_{\alpha}(x) := \nu_{\alpha}^{\alpha/2} \tilde{u}_{\alpha}(\varphi((0, y_{\alpha}') + \nu_{\alpha} x)) \text{ for all } x \in B_{\delta/\nu_{\alpha}}(0).
\]
It follows from (4.29) that 
\[
\Delta_\tilde{\delta}_{\alpha} \tilde{v}_{\alpha} + \epsilon_{\alpha} \nu_{\alpha}^2 \tilde{v}_{\alpha} = n(n - 2) \tilde{v}_{\alpha}^{2_\alpha - 1} \text{ in } B_{\delta/\nu_{\alpha}}(0),
\]
where \(\tilde{\delta}_{\alpha}(x) = (\varphi^*\tilde{y})(0, y_{\alpha}') + \nu_{\alpha} x) = (\varphi^{-1} \circ \tilde{\pi}^r \xi)((0, y_{\alpha}') + \nu_{\alpha} x)\). We define 
\[
\tilde{I} := \{i \in \{1, \ldots, N\} \text{ s.t. } |x_{i,\alpha} - y_{\alpha}| = O(\nu_{\alpha}) \text{ and } \mu_{i,\alpha} = o(\nu_{\alpha})\}
\]
and 
\[
\tilde{S} = \left\{ \lim_{\alpha \to +\infty} \frac{\varphi^{-1}(x_{i,\alpha}) - (0, y_{\alpha}')}{\nu_{\alpha}} / i \in \tilde{I} \right\}.
\]
We let \(K \subset \mathbb{R}^n \setminus \left(\tilde{S} \cup \pi^{-1}(\tilde{S})\right)\) a compact set. Here, (4.27) rewrites \(0 < \tilde{w}_{\alpha}(x) \leq C(K)\) for all \(x \in K \cap \mathbb{R}^n\). The symmetry of \(\tilde{w}_{\alpha}\) yields
\[
0 < \tilde{w}_{\alpha}(x) \leq C(K) \text{ for all } x \in K \text{ and all } \alpha > 0.
\]
We are then in position to use elliptic theory to get the convergence of \(\tilde{w}_{\alpha}\) in 
\(C^1_{\text{loc}}(\mathbb{R}^n \setminus \left(\tilde{S} \cup \pi^{-1}(\tilde{S})\right))\), and the proof goes as in Step 2.3.4. This ends Step 2.3.5.

Proposition 2 follows from Step 2.1 to Step 2.3. Indeed, Step 2.2 tells us that \(\mathcal{P}_1\) holds. Then we construct our sequences of points and weights thanks to Step 2.3. Thanks to Step 2.1, we know that the process has to stop. When it stops, (i)-(iv) of the claim holds for these points and weights. This proves Proposition 2. \(\square\)
5. A First Upper-Estimate

We consider in the following the concentration points \((x_{i,\alpha}, \mu_{i,\alpha})_{1 \leq i \leq N}\) given by Proposition 2. We recall that they are ordered in such a way that

\[
\mu_{1,\alpha} \geq \cdots \geq \mu_{N,\alpha}
\]

and we shall denote in the following \(\mu_{\alpha} = \mu_{1,\alpha}\). Let us fix some notations and make some remarks before going on. We let

\[
S := \left\{ \lim_{\alpha \to +\infty} x_{i,\alpha}, \ 1 \leq i \leq N \right\}
\]

where the limits do exist, up to a subsequence. For \(\delta > 0\) small enough, we let

\[
\eta_{\alpha}(\delta) = \sup_{\bar{\Omega} \cap \{d(x,S) \geq 2\delta\}} u_{\alpha}.
\]

Thanks to Proposition 2 (iv) and to standard elliptic theory (see Theorem 9.11 of [13]), we get that

\[
\eta_{\alpha}(\delta) \to 0 \text{ as } \alpha \to +\infty \text{ for all } \delta > 0.
\]

Note that, as a consequence of (iii) of Proposition 2, there exists \(C > 0\) such that

\[
C\mu_{\alpha}^{\frac{n-2}{2}} \leq \int_{\Omega} u_{\alpha}^{2^* - 1} dx
\]

while

\[
\int_{\Omega} u_{\alpha}^{2^* - 1} dx = \epsilon_{\alpha} |\Omega| \bar{u}_{\alpha}
\]

thanks to equation (2.1). This proves that

\[
\mu_{\alpha}^{\frac{n-2}{2}} = O(\epsilon_{\alpha} \bar{u}_{\alpha}) = o(\bar{u}_{\alpha})
\]

when \(\alpha \to +\infty\). At last, we fix \(R_0 > 0\) such that

\[
\text{for any } 1 \leq i \leq N, \ |x| \leq \frac{R_0}{2} \text{ for all } x \in S_i
\]

where \(S_i\) is as in Proposition 2, (iii). And we let

\[
r_{\alpha}(x) := \min_{i=1,\ldots,N} |x_{i,\alpha} - x|.
\]

We prove in this section the following :

**Proposition 3.** There exists \(C_1 > 0\) and some sequence \(\beta_{\alpha} \to 0\) as \(\alpha \to +\infty\) such that

\[
|u_{\alpha}(x) - \bar{u}_{\alpha}| \leq C_1\mu_{\alpha}^{\frac{n-2}{2}} R_{\alpha}(x)^{2-n} + \beta_{\alpha} \bar{u}_{\alpha}
\]

for all \(x \in \bar{\Omega}\) and all \(\alpha > 0\).

**Proof of Proposition 3:** We divide the proof in two main steps. We start by proving the following :

**Step 3.1:** We claim that for any \(0 < \gamma < \frac{1}{2}\), there exists \(R_{\gamma} > 0\) and \(C_{\gamma} > 0\) such that

\[
u_{\alpha}(x) \leq C_{\gamma} \left( \mu_{\alpha}^{\frac{n-2}{2}}(1-2\gamma) R_{\alpha}(x)^{2-n}(1-\gamma) + \eta_{\alpha}(\delta_{\gamma}) r_{\alpha}(x)^{(2-n)\gamma} \right)
\]

for all \(\alpha > 0\) and all \(x \in \bar{\Omega} \setminus \bigcup_{i=1}^{N} B_{R_{\gamma} \mu_{i,\alpha}}(x_{i,\alpha})\).
Proof of Step 3.1: We divide the proof in two parts, depending whether we work in the interior of $\Omega$ or near its boundary. Let $0 < \gamma < \frac{1}{2}$. We define

$$\Phi_\gamma(x, y) := |x - y|^{(2-n)(1-\gamma)}$$

for all $x, y \in \mathbb{R}^n, x \neq y$.

**Step 3.1.1:** We fix $x_0 \in \Omega$ and we let $\delta_0 > 0$ such that $B_{\delta_0}(x_0) \subset \subset \Omega$. We claim that there exists $R_\gamma > 0$ such that

$$u_\alpha(x) \leq C_\gamma \left( \mu_\alpha^{-2(1-2\gamma)} r_\alpha(x)^{(2-n)(1-\gamma)} + \eta_\alpha (\delta_\gamma) r_\alpha(x)^{(2-n)\gamma} \right)$$

(5.8)

for all $\alpha > 0$ and all $x \in B_{\delta_0}(x_0) \setminus \bigcup_{i=1}^N B_{R_{\mu_i, \alpha}}(x_i, \alpha)$.

We prove the claim. We let

$$\varphi_{\gamma, \alpha}(x) = \mu_\alpha^{-2(1-2\gamma)} \sum_{i=1}^N \Phi_\gamma(x_i, \alpha, x) + \eta_\alpha (\delta) \sum_{i=1}^N \Phi_{1-\gamma}(x_i, \alpha)$$

(5.9)

where $\Phi_\gamma$ and $\Phi_{1-\gamma}$ are as above and $\delta > 0$ will be chosen later on. We let $x_\alpha \in B_{\delta_0}(x_0) \setminus \bigcup_{i=1}^N B_{R_{\mu_i, \alpha}}(x_i, \alpha)$ be such that

$$\sup_{B_{\delta_0}(x_0) \setminus \bigcup_{i=1}^N B_{R_{\mu_i, \alpha}}(x_i, \alpha)} \frac{u_\alpha(x)}{\varphi_{\gamma, \alpha}(x)} = \frac{u_\alpha(x)}{\varphi_{\gamma, \alpha}(x)}.$$ (5.10)

In particular, $x_\alpha \in \Omega$.

We claim that, up to choose $\delta > 0$ small enough and $R > 0$ large enough, we have that

$$x_\alpha \in \partial \left( \bigcup_{i=1}^N B_{R_{\mu_i, \alpha}}(x_i, \alpha) \right) \text{ or } r_\alpha(x_\alpha) \geq \delta$$

(5.11)

for $\alpha > 0$ small. We prove (5.11) by contradiction. We assume on the contrary that

$$x_\alpha \notin \partial \left( \bigcup_{i=1}^N B_{R_{\mu_i, \alpha}}(x_i, \alpha) \right) \text{ and } r_\alpha(x_\alpha) < \delta$$

(5.12)

for all $\alpha > 0$. Since $x_\alpha \in \Omega$, we write then thanks to (5.12) and the second order characterization of the supremum (5.10) that

$$\frac{\Delta u_\alpha(x_\alpha)}{u_\alpha(x_\alpha)} \geq \frac{\Delta \varphi_{\gamma, \alpha}(x_\alpha)}{\varphi_{\gamma, \alpha}(x_\alpha)}.$$  

Thanks to (2.1), we have that

$$\frac{\Delta u_\alpha(x_\alpha)}{u_\alpha(x_\alpha)} \leq n(n-2)u_\alpha(x_\alpha)^{2^* - 2}$$

which leads to

$$\frac{\Delta \varphi_{\gamma, \alpha}(x_\alpha)}{\varphi_{\gamma, \alpha}(x_\alpha)} \leq n(n-2)u_\alpha(x_\alpha)^{2^* - 2}.$$ (5.13)

Direct computations yield the existence of $D_\gamma > 0$ such that

(A) $D_\gamma^{-1} \leq |x - y|^{(n-2)(1-\gamma)} \Phi_\gamma(x, y) \leq D_\gamma$ for all $x, y \in \mathbb{R}^n, x \neq y$.

(B) $\frac{\Delta \Phi_\gamma(x, y)}{\Phi_\gamma(x, y)} \geq \frac{1}{D_\gamma} |x - y|^{-2} - D_\gamma$ for all $x, y \in \Omega, x \neq y$. (5.14)
Let us write now thanks (5.14) that

\[ \Delta \varphi_{\gamma, \alpha} (x_\alpha) \geq D_\gamma^{-1} \mu_\alpha \frac{\partial^2}{\partial x^2} (1-2\gamma) \sum_{i=1}^{N} |x_{i, \alpha} - x_\alpha|^{-2} \Phi_\gamma (x_{i, \alpha}, x_\alpha) \]

\[ + D_\gamma^{-1} \eta_\alpha (\delta) \sum_{i=1}^{N} |x_{i, \alpha} - x_\alpha|^{-2} \Phi_\gamma (x_{i, \alpha}, x_\alpha) \]

\[ - D_\gamma^{-1} \eta_\alpha (\delta) \sum_{i=1}^{N} \Phi_\gamma (x_{i, \alpha}, x_\alpha) \]

\[ - D_\gamma^{-1} \eta_\alpha (\delta) \sum_{i=1}^{N} \Phi_\gamma (x_{i, \alpha}, x_\alpha) \]

\[ \geq \left( D_\gamma^{-2} r_\alpha (x_\alpha)^{-2} - N D_\gamma^2 \right) \mu_\alpha \frac{\partial^2}{\partial x^2} (1-2\gamma) r_\alpha (x_\alpha)^{(n-2)(1-\gamma)} \]

\[ + \left( D_\gamma^{-2} r_\alpha (x_\alpha)^{-2} - N D_\gamma^2 \right) \eta_\alpha (\delta) r_\alpha (x_\alpha)^{(n-2)\gamma} \]

We choose \( \delta > 0 \) such that

\[ D_\gamma^{-2} \delta^{-2} \geq 2 N D_\gamma^2 \] and \( D_\gamma^{-2} \delta^{-2} \geq 2 N D_\gamma^2 \)

so that, using once again (5.14), the above becomes

\[ \Delta \varphi_{\gamma, \alpha} (x_\alpha) \geq \frac{1}{2} D_\gamma^{-2} r_\alpha (x_\alpha)^{-2} \mu_\alpha \frac{\partial^2}{\partial x^2} (1-2\gamma) r_\alpha (x_\alpha)^{(n-2)(1-\gamma)} \]

\[ + \frac{1}{2} D_\gamma^{-2} r_\alpha (x_\alpha)^{-2} \eta_\alpha (\delta) r_\alpha (x_\alpha)^{(n-2)\gamma} \]

\[ \geq \frac{1}{2N} D_\gamma^{-3} r_\alpha (x_\alpha)^{-2} \mu_\alpha \frac{\partial^2}{\partial x^2} (1-2\gamma) \sum_{i=1}^{N} \Phi_\gamma (x_{i, \alpha}, x_\alpha) \]

\[ + \frac{1}{2N} D_\gamma^{-3} r_\alpha (x_\alpha)^{-2} \eta_\alpha (\delta) \sum_{i=1}^{N} \Phi_\gamma (x_{i, \alpha}, x_\alpha) \]

\[ \geq \frac{1}{2N} \left( \max \{ D_\gamma, D_\gamma^1 \} \right)^{-3} r_\alpha (x_\alpha)^{-2} \varphi_{\gamma, \alpha} (x_\alpha) . \]

Coming back to (5.13), we thus get that

\[ r_\alpha (x_\alpha)^2 u_\alpha (x_\alpha)^{2^*-2} \geq \frac{1}{2n(n-2)N} \left( \max \{ D_\gamma, D_\gamma^1 \} \right)^{-3} . \]

Using point (iv) of Proposition 2, it is easily check that one can choose \( R > 0 \) large enough such that this is absurd. And with these choices of \( \delta \) and \( R \), (5.11) is proved.

Assume that \( r_\alpha (x_\alpha) \geq \delta \). Then we have that \( u_\alpha (x_\alpha) \leq \eta_\alpha (\delta) \) so that, thanks to (5.14), we get in this case that \( u_\alpha (x_\alpha) = O (\varphi_{\gamma, \alpha} (x_\alpha)) \).

Assume that \( x_\alpha \in \partial B_{R_{i, \alpha}} (x_{i, \alpha}) \) for some \( 1 \leq i \leq N \). Then, up to increase a little bit \( R \) so that \( R \geq 4 R_0, R_0 \) as in (5.5), we get thanks to (iii) of Proposition 2 that

\[ u_\alpha (x_\alpha) = O \left( \mu_{i, \alpha}^{1-\frac{\alpha}{n}} \right) \]
while, using (5.14),
\[ \varphi_{\gamma,\alpha} (x_\alpha) \geq D^{-1}_\gamma \mu_{\alpha}^{\frac{n-2}{2} (1-2\gamma)} (R\mu_{\alpha,\gamma})^{(2-n)(1-\gamma)} \]
so that, once again,
\[ u_\alpha (x_\alpha) = O (\varphi_{\gamma,\alpha} (x_\alpha)) \]
since \( \mu_{i,\alpha} \leq \mu_\alpha \).
Thus we have proved so far that there exists \( C > 0 \) such that
\[ u_\alpha (x) \leq C \varphi_{\gamma,\alpha} (x) \text{ in } B_{\delta_0}(x_0) \setminus \bigcup_{i=1}^N B_{R\mu_{i,\alpha}} (x_{i,\alpha}) . \]
It remains to use point (A) of (5.14) above to prove (5.8) and therefore Step 3.1.1.

**Step 3.1.2:** We fix \( x_0 \in \partial \Omega \). Then there exists \( \delta_0 > 0 \) such that
\[ u_\alpha (x) \leq C_\gamma \left( \mu_{\alpha}^{\frac{n-2}{2} (1-2\gamma)} r_\alpha (x)^{(2-n)(1-\gamma)} + \eta_\alpha (\delta_0) r_\alpha (x)^{(2-n)\gamma} \right) \]
for all \( \alpha > 0 \) and all \( x \in (B_{\delta_0}(x_0) \cap \Omega) \setminus \bigcup_{i=1}^N B_{R\mu_{i,\alpha}} (x_{i,\alpha}) \).

We prove the claim. Indeed, via the extension of Lemma 2, the proof goes roughly as in Step 3.1. We only enlight here the main differences. As usual, since \( x_0 \in \partial \Omega \), we consider \( \delta_{x_0}, U_{x_0} \) and a chart \( \varphi \) as in Lemma 2. We let \( \tilde{u}_\alpha \) be the \( C^2 \)-extension of \( u_\alpha \) on \( U_{x_0} \): it satisfies that
\[ \Delta_\gamma \tilde{u}_\alpha + \epsilon_\alpha \tilde{u}_\alpha = n(n-2)\tilde{u}_\alpha^{2^* - 1} \text{ in } U_{x_0} . \]

We let \( J := \{ i \in \{1, \ldots, N\} / \lim_{\alpha \to +\infty} x_{i,\alpha} = x_0 \} \) and we let \( \delta_0 > 0 \) such that
\[ B_{\delta_0}(x_0) \subset U_{x_0} \text{ and } |x_{i,\alpha} - x_0| \geq 2\delta_0 \text{ for all } i \in \{1, \ldots, N\} \setminus J . \]
For all \( i \in J \), we define
\[ \tilde{x}_{i,\alpha} := \pi_{\varphi}^{-1}(x_{i,\alpha}) = \varphi \circ \pi^{-1} \circ \varphi^{-1}(x_{i,\alpha}) , \]
where \( \pi(x_1, x') = (-x_1, x') \) is the usual symmetry. We define
\[ \varphi_{\gamma,\alpha}(x) := \mu_{\alpha}^{\frac{n-2}{2} (1-2\gamma)} \sum_{i \in J} \left( \Phi_{\gamma} (x_{i,\alpha}, x) + \varphi_{\gamma,\alpha} (\tilde{x}_{i,\alpha}, x) \right) + \eta_\alpha (\delta_0) \sum_{i \in J} \left( \Phi_{1-\gamma} (x_{i,\alpha}, x) + \varphi_{1-\gamma,\alpha} (\tilde{x}_{i,\alpha}, x) \right) + \mu_{\alpha}^{\frac{n-2}{2} (1-2\gamma)} \sum_{i \in J} \Phi_{\gamma} (x_{i,\alpha}, x) + \eta_\alpha (\delta_0) \sum_{i \in J} \Phi_{1-\gamma} (x_{i,\alpha}, x) \]
where \( \Phi_{\gamma} \) and \( \Phi_{1-\gamma} \) are as above and \( \delta \in (0, \delta_0) \) will be chosen later on. For the sake of clearness, we define
\[ W_{\alpha,R} := B_{\delta_0}(x_0) \cap \Omega \setminus \left( \bigcup_{i=1}^N B_{R\mu_{i,\alpha}} (x_{i,\alpha}) \cup \bigcup_{i \in J} B_{R\mu_{i,\alpha}} (\tilde{x}_{i,\alpha}) \right) . \]
We let \( x_\alpha \in W_{\alpha,R} \) be such that
\[ \sup_{x \in W_{\alpha,R}} \frac{\tilde{u}_\alpha}{\varphi_{\gamma,\alpha}} = \frac{\tilde{u}_\alpha (x_\alpha)}{\varphi_{\gamma,\alpha} (x_\alpha)} . \]
We claim that, up to choose \( \delta > 0 \) small enough and \( R > 0 \) large enough,
\[
x_\alpha \in \partial \left( \bigcup_{i=1}^{N} B_{R\mu_i,\alpha}(x_{i,\alpha}) \cup \bigcup_{i \in J} B_{R\mu_i,\alpha}(\tilde{x}_{i,\alpha}) \right) \quad \text{or} \quad r_\alpha(x_\alpha) \geq \delta
\]  
(5.17)
for \( \alpha > 0 \) small. We prove it by contradiction. We assume on the contrary that
\[
x_\alpha \notin \partial \left( \bigcup_{i=1}^{N} B_{R\mu_i,\alpha}(x_{i,\alpha}) \cup \bigcup_{i \in J} B_{R\mu_i,\alpha}(\tilde{x}_{i,\alpha}) \right) \quad \text{and} \quad r_\alpha(x_\alpha) < \delta
\]  
(5.18)
for all \( \alpha > 0 \). First, it follows from the choice of \( \delta_0 \) and of \( \eta_\alpha(\delta) \) that \( x_\alpha \in B_{\delta_0}(x_\alpha) \).

Therefore, if \( x_\alpha \notin \partial \Omega \), we write then thanks to (5.18) that
\[
\frac{\Delta_g \tilde{u}_\alpha(x_\alpha)}{\tilde{u}_\alpha(x_\alpha)} \geq \frac{\Delta_g \varphi_{\gamma,\alpha}(x_\alpha)}{\varphi_{\gamma,\alpha}(x_\alpha)}.
\]

Thanks to (5.16), we have that
\[
\frac{\Delta_g \tilde{u}_\alpha(x_\alpha)}{\tilde{u}_\alpha(x_\alpha)} \leq \tilde{u}_\alpha(x_\alpha)^{2^*-2}
\]
which leads to
\[
\frac{\Delta_g \varphi_{\gamma,\alpha}(x_\alpha)}{\varphi_{\gamma,\alpha}(x_\alpha)} \leq \tilde{u}_\alpha(x_\alpha)^{2^*-2}.
\]

Since the coefficients of \( \Delta_g \) are in \( L^\infty \) with a continuous principal part (the metric \( g \) is Lipschitz continuous), direct computations yield the existence of \( D_\gamma > 0 \) such that
\[
(A') \quad D_\gamma^{-1} \leq |x - y|^{(n - 2)(1 - \gamma)} \Phi_\gamma(x, y) \leq D_\gamma \quad \text{for all} \quad x, y \in \mathbb{R}^n, x \neq y.
\]
\[
(B') \quad \frac{\Delta_g \Phi_\gamma(x, y)}{\Phi_\gamma(x, y)} \geq \frac{1}{2 D_\gamma} |x - y|^{-2} - D_\gamma \quad \text{for all} \quad x, y \in \Omega, x \neq y.
\]

And then the proof goes exactly as in Step 3.1.1, using the convergence of the rescalings of \( u_\alpha \) proved in Proposition 2. In case \( x_\alpha \in \partial \Omega \), we approximate it by a sequence of points in \( \Omega \) and also conclude. This proves that there exists \( C > 0 \) such that
\[
\tilde{u}_\alpha(x) \leq C \mu_\alpha^{\frac{n-2}{2}(1-\gamma)} \sum_{i \in J} \left( |x - x_{i,\alpha}|^{(2-n)(1-\gamma)} + |x - \tilde{x}_{i,\alpha}|^{(2-n)(1-\gamma)} \right)
\]
\[
+ \eta_\alpha(\delta) \sum_{i \in J} (|x - x_{i,\alpha}|^{2-n} + |x - \tilde{x}_{i,\alpha}|^{2-n})
\]
\[
+ \mu_\alpha^{\frac{n-2}{2}(1-\gamma)} \sum_{i \in J} |x - x_{i,\alpha}|^{(2-n)(1-\gamma)} + \eta_\alpha(\delta) \sum_{i \in J} |x - x_{i,\alpha}|^{(2-n)\gamma}
\]
for all \( x \in W_{\alpha,R} \). As easily checked, there exists \( C > 0 \) such that \( |x - \tilde{x}_{i,\alpha}| \geq C|x - x_{i,\alpha}| \) for all \( x \in B_{\delta_0}(x_\alpha) \cap \Omega \). Therefore, we get that there exists \( C > 0 \) such that (5.15) holds. This ends the proof of Step 3.1.2.

Since \( \overline{\Omega} \) is compact, Step 3.1 is a consequence of Steps 3.1.1 and 3.1.2. \( \Box \)

**Step 3.2:** We claim that there exists \( C > 0 \) such that
\[
u_\alpha(x) \leq C \left( \mu_\alpha^{\frac{n-2}{2}} R_\alpha(x)^{2-n} + \tilde{u}_\alpha \right)
\]
for all \( x \in \overline{\Omega} \) and all \( \alpha > 0 \).
Proof of Step 3.2: We fix $0 < \gamma < \frac{1}{n+2}$ in the following. We let $(x_\alpha)$ be a sequence of points in $\overline{\Omega}$ and we claim that

$$u_\alpha (x_\alpha) \leq \bar{u}_\alpha + O \left( \frac{n+2}{\mu_\alpha} R_\alpha (x)^{2-n} \right) + o(\eta_\alpha (\delta_\gamma)) .$$

(5.19)

Note that this clearly implies the estimate of Step 3.2 if we are then able to prove that $\eta_\alpha (\delta_\gamma) = O (\bar{u}_\alpha)$. Let us prove this last fact before proving (5.19). A direct consequence of (5.19) and (5.4) is that

$$\eta_\alpha (\delta_\gamma) = O \left( \frac{n+2}{\mu_\alpha} \right) + O (\bar{u}_\alpha) = O (\bar{u}_\alpha) ,$$

thus proving the above assertion. We are left with the proof of (5.19).

**Step 3.2.1:** Assume first that $R_\alpha (x_\alpha) = O (\mu_\alpha)$. We use then (iv) of Proposition 2 to write that

$$R_\alpha (x_\alpha) \frac{n+2}{f} u_\alpha (x_\alpha) = \sum_{i=1}^{N} R_\alpha (x_\alpha) \frac{n+2}{f} U_{i,\alpha} (x_\alpha) + o(1) .$$

We can thus write that

$$\mu_\alpha^{1-\frac{n}{f}} R_\alpha (x_\alpha)^{n-2} u_\alpha (x_\alpha) = O \left( \sum_{i=1}^{N} \mu_\alpha^{1-\frac{n}{f}} \mu_{i,\alpha}^{-1} R_\alpha (x_\alpha)^{n-2} \left( \mu_{i,\alpha} + |x_{i,\alpha} - x_\alpha|^{2} \right)^{1-\frac{n}{f}} \right)$$

$$+ o \left( \left( \frac{R_\alpha (x_\alpha)}{\mu_\alpha} \right)^{n+2} \right)$$

$$= O \left( \sum_{i=1}^{N} \mu_\alpha^{1-\frac{n}{f}} \mu_{i,\alpha}^{-1} \right) + o(1) = O(1)$$

since $\mu_{i,\alpha}^{2} + |x_{i,\alpha} - x_\alpha|^{2} \leq R_\alpha (x_\alpha)^{2}$ and $\mu_{i,\alpha} \leq \mu_\alpha$ for all $1 \leq i \leq N$. Thus the estimate (5.19) clearly holds in this situation. This ends Step 3.2.1.

**Step 3.2.2:** Assume now that

$$\frac{R_\alpha (x_\alpha)}{\mu_\alpha} \rightarrow +\infty \text{ as } \alpha \rightarrow +\infty .$$

(5.20)

We use the Green representation formula, see Appendix A, and equation (2.1) to write that

$$u_\alpha (x_\alpha) - \bar{u}_\alpha = \int_{\Omega} G (x_\alpha, x) \left( n(n-2)u_\alpha(x)x^{2'-1} - \epsilon_\alpha u_\alpha(x) \right) dx$$

where $G$ is the Green’s function for the Neumann problem. Since adding a constant to $G$ does not change the representation above and using the pointwise estimates of Proposition 9, we get that

$$u_\alpha (x_\alpha) \leq \bar{u}_\alpha + \int_{\Omega} \left( G (x_\alpha, x) + m(\Omega) \right) \left( n(n-2)u_\alpha(x)x^{2'-1} - \epsilon_\alpha u_\alpha(x) \right) dx$$

$$\leq \bar{u}_\alpha + n(n-2) \int_{\Omega} \left( G (x_\alpha, x) + m(\Omega) \right) u_\alpha(x)x^{2'-1} dx$$

$$\leq \bar{u}_\alpha + C \int_{\Omega} |x_\alpha - x|^{2-n} u_\alpha(x)x^{2'-1} dx .$$
Using now Step 3.1, this leads to
\[
\begin{align*}
  u_\alpha(x_\alpha) &\leq \bar{u}_\alpha + O\left(\eta_\alpha(\delta_*)^{2^*-1}\int_\Omega |x_\alpha - x|^{2-n} r_\alpha(x)^{(n+2)\gamma} \, dx\right) \\
  &\quad + O\left(\frac{2^{n+2}(1-2\gamma)}{\mu_\alpha} \int_{\Omega} |x_\alpha - x|^{2-n} r_\alpha(x)^{(n+2)(1-\gamma)} \, dx\right) \\
  &\quad + O\left(\mu_\alpha^{n(1-n)-(n+2)(1-\gamma)} \int_{\{r_\alpha(x) \leq R_{\mu_\alpha}\}} |x_\alpha - x|^{2-n} u_\alpha(x)^{2^*-1} \, dx\right),
\end{align*}
\]
for some \( R \gg 1 \). The first term can easily be estimated since \( 2 - (n + 2)\gamma > 0 \). We get that
\[
\eta_\alpha(\delta_*)^{2^*-1} \int_\Omega |x_\alpha - x|^{2-n} r_\alpha(x)^{-(n+2)\gamma} \, dx = O\left(\eta_\alpha(\delta_*)^{2^*-1}\right) = o(\eta_\alpha(\delta_*))
\]
thanks to (5.3). We estimate the second term:
\[
\begin{align*}
  &\int_{\{r_\alpha(x) \geq R_{\mu_\alpha}\}} |x_\alpha - x|^{2-n} r_\alpha(x)^{(n+2)(1-\gamma)} \, dx \\
  &\leq \sum_{i=1}^N \int_{\{x_{i,\alpha} - x \geq R_{\mu_\alpha}\}} |x_\alpha - x|^{2-n} |x - x_{i,\alpha}|^{-(n+2)(1-\gamma)} \, dx \\
  &\quad = O\left(\sum_{i=1}^N |x_{i,\alpha} - x_\alpha|^{n(1-n)-(n+2)(1-\gamma)}|x_\alpha - x_{i,\alpha}|^{2-n}\right) \\
  &\quad = O\left(\mu_\alpha^{n-(n+2)(1-\gamma)} R_\alpha(x_\alpha)^{2-n}\right)
\end{align*}
\]
since \( n-(n+2)(1-\gamma) < 0 \) and \(|x_{i,\alpha} - x_\alpha| \geq \frac{1}{2} R_\alpha(x_\alpha)\) for \( \alpha \) large for all \( 1 \leq i \leq N \) thanks to (5.20). The last term is estimated thanks to (2.2), to (5.20) and to Hölder's inequalities by
\[
\begin{align*}
  &\int_{\{r_\alpha(x) \leq \mu_\alpha\}} |x_\alpha - x|^{2-n} u_\alpha(x)^{2^*-1} \, dx \\
  &\quad = O\left(r_\alpha(x_\alpha)^{2-n} \int_{\{r_\alpha(x) \leq \mu_\alpha\}} u_\alpha(x)^{2^*-1} \, dx\right) \\
  &\quad = O\left(r_\alpha(x_\alpha)^{2-n} \mu_\alpha^{\frac{n+2}{2}} \left(\int_{\{r_\alpha(x) \leq \mu_\alpha\}} u_\alpha(x)^{2^*} \, dx\right)\left(\frac{2^*}{2^*-1}\right)\right) \\
  &\quad = O\left(\mu_\alpha^{\frac{n+2}{2}} r_\alpha(x_\alpha)^{2-n}\right).
\end{align*}
\]
Combining all these estimates gives (5.19) in this second case. This ends Step 3.2.2. As already said, this ends the proof of Step 3.2. \( \square \)

The proof of Proposition 3 is now straightforward, using once again the Green representation formula. We write that, for any sequence \((x_\alpha)\) of points in \( \Omega \),
\[
\begin{align*}
  u_\alpha(x_\alpha) - \bar{u}_\alpha = n(n-2) \int_\Omega G(x_\alpha, x) u_\alpha(x)^{2^*-1} \, dx - \epsilon_\alpha \int_\Omega G(x_\alpha, x) u_\alpha(x) \, dx.
\end{align*}
\]
Let us write thanks to Appendix A, Step 3.2 and Giraud’s lemma that
\[
\int_{\Omega} G(x_\alpha, x) u_\alpha(x) \, dx = O \left( \mu_{\alpha}^{\frac{\nu^2}{2}} \int_{\Omega} |x_\alpha - x|^{2-n} R_{\alpha}(x)^{2-n} \, dx \right)
+ O \left( \bar{u}_\alpha \int_{\Omega} |x_\alpha - x|^{2-n} \, dx \right)
= O \left( \mu_{\alpha}^{\frac{\nu^2}{2}} R_{\alpha}(x)^{2-n} \right) + O(\bar{u}_\alpha)
\]
(here one needs to separate the case \( n < 4 \), \( n = 4 \) and \( n > 4 \)) and that
\[
\int_{\Omega} G(x_\alpha, x) u_\alpha(x)^{2^* - 1} \, dx = o(\bar{u}_\alpha) \quad \text{and} \quad O \left( \mu_{\alpha}^{\frac{\nu^2}{2}} R_{\alpha}(x)^{2-n} \right).
\]
Note that this last estimate has been proved in Step 3.2.2. Combining these equations, we get the existence of some \( C_1 > 0 \) and some sequence \( \beta_{\alpha} \) as \( \alpha \to +\infty \) such that (5.7) holds. This proves Proposition 3. \( \square \)

6. A Sharp Upper-Estimate

Let us fix some notations. We let in the following
\[
r_{i,\alpha}(x) := \min_{i \leq j \leq N} |x_{i,\alpha} - x| \quad \text{and} \quad R_{i,\alpha}(x)^2 := \min_{i \leq j \leq N} \left( |x_{i,\alpha} - x|^2 + \mu_{i,\alpha}^2 \right),
\]
\[ (6.1) \]
Note that \( R_{1,\alpha}(x) = R_{\alpha}(x) \) and \( r_{1,\alpha}(x) = r_{\alpha}(x) \).

**Definition 5.** For \( 1 \leq i \leq N \), we say that \((I_i)\) holds if there exists \( C_i > 0 \) and a sequence \( \beta_{\alpha} \) as \( \alpha \to +\infty \) such that
\[
\left| u_{\alpha}(x) - \bar{u}_\alpha - \sum_{j=1}^{i-1} V_{j,\alpha}(x) \right| \leq \beta_{\alpha} \left( \bar{u}_\alpha + \sum_{j=1}^{i-1} U_{j,\alpha}(x) \right) + C_i \mu_{i,\alpha}^{\frac{\nu^2}{2}} R_{i,\alpha}(x)^{2-n} \quad (6.2)
\]
for all \( x \in \bar{\Omega} \) and all \( \alpha > 0 \). Here, \( V_{j,\alpha} \) is as in Appendix B.

This section is devoted to the proof of the following:

**Proposition 4.** \((I_N)\) holds.

**Proof of Proposition 4:** Thanks to Proposition 3, we know that \((I_1)\) holds. The aim of the rest of this section is to prove by induction on \( \kappa \) that \((I_\kappa)\) holds for all \( 1 \leq \kappa \leq N \). In the following, we fix \( 1 \leq \kappa \leq N - 1 \) and we assume that \((I_\kappa)\) holds. The aim is to prove that \((I_{\kappa+1})\) holds. We proceed in several steps. Let us first set up some notations. In the following, we fix
\[
0 < \gamma < \frac{1}{n + 2}.
\]
\[ (6.3) \]
We let, for any \( 1 \leq i \leq \kappa \),
\[
\Psi_{i,\alpha}(x) := \min \left\{ \mu_{i,\alpha}^{\frac{\nu^2}{2} (1-2\gamma)} \Phi_{\gamma} (x_{i,\alpha}, x); A_0 \mu_{i,\alpha}^{\frac{\nu^2}{2} (1-2\gamma)} \Phi_{1-\gamma} (x_{i,\alpha}, x) \right\}
\]
\[ (6.4) \]
for \( x \in \Omega \setminus \{x_{i,\alpha}\} \) where
\[
A_0 := \frac{1}{D_\gamma D_{1-\gamma}} (4R_0)^{-(n-2)(1-2\gamma)}.
\]
\[ (6.5) \]
Here $\Phi_\gamma$, $\Phi_{1-\gamma}$, $D_\gamma$ and $D_{1-\gamma}$ are given by (5.14) and $R_0$ is as in (5.5). With this choice of $A_0$, we have with (5.14) that

$$\Psi_{i,\alpha}(x) = A_0\mu_{i,\alpha}^{\frac{n-2}{2}(1-2\gamma)}\Phi_{1-\gamma}(x_{i,\alpha}, x)$$

if $|x_{i,\alpha} - x| \leq 2R_0\mu_{i,\alpha}$. Similarly, $\Psi_{i,\alpha}(x) = \mu_{i,\alpha}^{\frac{n-2}{2}(1-2\gamma)}\Phi_\gamma(x_{i,\alpha}, x)$ if $x$ is far enough from $x_{i,\alpha}$. Note also that we have that

$$A_1^{-1} \leq \frac{\Psi_{i,\alpha}(x)}{U_{i,\alpha}(x) \left( \frac{|x_{i,\alpha} - x|}{\mu_{i,\alpha}} + \frac{\mu_{i,\alpha}}{|x_{i,\alpha} - x|} \right)^{(n-2)\gamma}} \leq A_1$$  \hspace{1cm} (6.6)

for all $x \in \tilde{\Omega} \setminus \{x_{i,\alpha}\}$ and all $\alpha > 0$ for some $A_1 > 0$ independent of $\alpha$. We also define

$$\psi_\alpha(x) := \max \left\{ \bar{u}_\alpha \mid \mu_{i,\alpha}^{\frac{n-2}{2}(1-2\gamma)} \sum_{i=1}^{N} \Phi_{1-\gamma}(x_{i,\alpha}, x) \right\}$$

and

$$\Theta_\alpha(x) := \sum_{i=\alpha+1}^{\kappa} \Phi_\gamma(x_{i,\alpha}, x).$$  \hspace{1cm} (6.8)

We set, for $1 \leq i \leq \kappa$,

$$\Omega_{i,\alpha} := \left\{ x \in \tilde{\Omega} \mid \Psi_{i,\alpha}(x) \geq \Psi_{j,\alpha}(x) \text{ for all } 1 \leq j \leq \kappa \right\}.$$  \hspace{1cm} (6.9)

We also fix $A_2 > 0$ that will be chosen later and we define $\nu_{\kappa,\alpha}$ by

$$\nu_{\kappa,\alpha}^{\frac{n-2}{2}(1-2\gamma)} \nu_{\kappa,\alpha} = \max \left\{ \frac{n-2}{2}(1-2\gamma)} ; \max_{1 \leq i \leq \kappa} \frac{\Psi_{i,\alpha}}{\Theta_\alpha} \right\}$$

where

$$\tilde{\Omega}_{i,\alpha} := \left\{ x \in \Omega_{i,\alpha} \mid |x_{i,\alpha} - x| \geq \bar{u}_\alpha(x) - \sum_{j=1}^{\kappa} V_{j,\alpha}(x) \geq A_2 \right\}.$$  \hspace{1cm} (6.11)

In the above definition, the suprema are by definition $-\infty$ if the set is empty. Remark that, in all these notations, we did not show the dependence in $\gamma$ of the various objects since $\gamma$ is fixed for all this section.

**Step 4.1:** We claim that $\nu_{\kappa,\alpha} = O(\nu_{\kappa,\alpha})$ when $\alpha \to +\infty$.

**Proof of Step 4.1:** This is clearly true if $\nu_{\kappa,\alpha} = \mu_{\kappa+1,\alpha}$ since $\mu_{\kappa+1,\alpha} \leq \mu_{\kappa,\alpha}$.

**Step 4.1.1:** Let us assume that there exists $x_\alpha \in \tilde{\Omega}_{i,\alpha}$ for some $1 \leq i \leq \kappa$ such that

$$\Psi_{i,\alpha}(x_\alpha) = \nu_{\kappa,\alpha}^{\frac{n-2}{2}(1-2\gamma)} \Theta_\alpha(x_\alpha)$$

which implies thanks to (5.14) that

$$\nu_{\kappa,\alpha}^{1-2\gamma} = O\left( R_{\kappa+1,\alpha}(x_\alpha)^{2(1-\gamma)} \Psi_{i,\alpha}(x_\alpha)^{\frac{n-2}{2}} \right).$$  \hspace{1cm} (6.12)

Since $(\mathcal{I}_\alpha)$ holds and $x_\alpha \in \tilde{\Omega}_{i,\alpha}$, we also have that

$$A_2 \leq o(1) + o\left( |x_{i,\alpha} - x_\alpha|^2 \sum_{j=1}^{\kappa-1} U_{j,\alpha}(x_\alpha)^{2^* - 2} \right) + O\left( \frac{\mu_{\kappa,\alpha}^2 |x_{i,\alpha} - x_\alpha|^2}{R_{\kappa,\alpha}(x_\alpha)^{1/2}} \right).$$
Noting that
\[ |x_{i,\alpha} - x_\alpha|^2 U_{i,\alpha}(x_\alpha)^{2^* - 2} = \left(\frac{|x_{i,\alpha} - x_\alpha|}{\mu_{i,\alpha}} + \frac{\mu_{i,\alpha}}{|x_{i,\alpha} - x_\alpha|}\right)^{-2} \]
and using (6.6), we get since \( x_\alpha \in \Omega_{i,\alpha} \) that
\[
|x_{i,\alpha} - x_\alpha|^2 \sum_{j=1}^{\kappa-1} U_{j,\alpha}(x_\alpha)^{2^* - 2} \\
= O \left( \sum_{j=1}^{\kappa-1} \left( \frac{|x_{i,\alpha} - x_\alpha|}{\mu_{i,\alpha}} + \frac{\mu_{i,\alpha}}{|x_{i,\alpha} - x_\alpha|} \right)^{4^\gamma - 2} \left( \frac{|x_{j,\alpha} - x_\alpha|}{\mu_{j,\alpha}} + \frac{\mu_{j,\alpha}}{|x_{j,\alpha} - x_\alpha|} \right)^{-4^\gamma} \right) \\
= O(1)
\]
since \( \gamma < \frac{1}{2} \). Thus the previous equation leads to
\[
R_{\kappa,\alpha}(x_\alpha)^2 = O(\mu_{k,\alpha}|x_{i,\alpha} - x_\alpha|). \tag{6.13}
\]
If \( R_{\kappa,\alpha}(x_\alpha) = R_{\kappa+1,\alpha}(x_\alpha) \), then (6.12) and (6.13) together with (6.6) lead to
\[
\mu_{k,\alpha}^{1 - 2\gamma} = O \left( \mu_{k,\alpha}^{1-\gamma} |x_{i,\alpha} - x_\alpha|^{1-\gamma} \Psi_{i,\alpha}(x_\alpha) \right)^{\frac{2}{2^*}} \\
= O \left( \mu_{k,\alpha}^{1-\gamma} |x_{i,\alpha} - x_\alpha|^{1-\gamma} \left( \frac{|x_{i,\alpha} - x_\alpha|}{\mu_{i,\alpha}} + \frac{\mu_{i,\alpha}}{|x_{i,\alpha} - x_\alpha|} \right)^{2\gamma} \right) \\
= O \left( \mu_{k,\alpha}^{1-\gamma} \mu_{i,\alpha}^{1\gamma} \left( \frac{|x_{i,\alpha} - x_\alpha|}{\mu_{i,\alpha}} + \frac{\mu_{i,\alpha}}{|x_{i,\alpha} - x_\alpha|} \right)^{3\gamma - 1} \right) \\
= O \left( \mu_{k,\alpha}^{1 - 2\gamma} \right) = O \left( \mu_{k,\alpha}^{1 - 2\gamma} \right)
\]
since \( \gamma < \frac{1}{2} \) and \( i \leq \kappa \) so that \( \mu_{i,\alpha} \geq \mu_{k,\alpha} \). The estimate of Step 4.1 is thus proved in this case. This ends Step 4.1.1.

**Step 4.1.2:** Assume now that \( R_{\kappa,\alpha}(x_\alpha) < R_{\kappa+1,\alpha}(x_\alpha) \) so that \( R_{\kappa,\alpha}(x_\alpha)^2 = |x_{i,\alpha} - x_\alpha|^2 + \mu_{k,\alpha}^2 \). Then (6.13) becomes
\[
|x_{i,\alpha} - x_\alpha|^2 + \mu_{k,\alpha}^2 = O(\mu_{k,\alpha}|x_{i,\alpha} - x_\alpha|). \tag{6.14}
\]
If \( i = \kappa \), we then get that \( |x_{i,\alpha} - x_\alpha| = O(\mu_{i,\alpha}) \). Since \( R_{\kappa+1,\alpha}(x_\alpha) \geq R_{\kappa,\alpha}(x_\alpha) \geq \mu_{i,\alpha} \) in this case, we can deduce from Proposition 2, (iii), that
\[
|x_{i,\alpha} - x_\alpha|^2 \left| u_\alpha(x_\alpha) - \bar{u}_\alpha - \sum_{j=1}^{\kappa} V_{j,\alpha}(x_\alpha) \right|^{2^* - 2} \rightarrow 0
\]
as \( \alpha \rightarrow +\infty \), thus contradicting the fact that \( x_\alpha \in \tilde{\Omega}_{i,\alpha} \). If \( i < \kappa \), we write thanks to (6.6) and to the fact that \( \Psi_{i,\alpha}(x_\alpha) \geq \Psi_{\kappa,\alpha}(x_\alpha) \) (since \( x_\alpha \in \Omega_{i,\alpha} \)) that
\[
U_{i,\alpha}(x_\alpha)^{2^*} \left( \frac{|x_{i,\alpha} - x_\alpha|}{\mu_{i,\alpha}} + \frac{\mu_{i,\alpha}}{|x_{i,\alpha} - x_\alpha|} \right)^{2\gamma} \\
= O \left( U_{i,\alpha}(x_\alpha)^{2^*} \left( \frac{|x_{i,\alpha} - x_\alpha|}{\mu_{i,\alpha}} + \frac{\mu_{i,\alpha}}{|x_{i,\alpha} - x_\alpha|} \right)^{2\gamma} \right)
\]
which gives thanks to (6.14) that
\[
\left( \frac{|x_{i,a} - x_{\alpha}|}{\mu_{i,a}} + \frac{\mu_{k,a}}{|x_{k,a} - x_{\alpha}|} \right)^{2\gamma} = O \left( \frac{|x_{i,a} - x_{\alpha}|}{\mu_{i,a}} \right)^{2\gamma} \left( \frac{|x_{i,a} - x_{\alpha}|}{\mu_{i,a}} + \frac{\mu_{i,a}}{|x_{i,a} - x_{\alpha}|} \right)^{2\gamma}
\]
\[
= O \left( \frac{|x_{i,a} - x_{\alpha}|}{\mu_{i,a}} + \frac{\mu_{i,a}}{|x_{i,a} - x_{\alpha}|} \right)^{2\gamma-1}.
\]

Since \( \gamma < \frac{1}{2} \), this leads clearly to
\[
C^{-1} \leq \frac{|x_{i,a} - x_{\alpha}|}{\mu_{i,a}} \leq C \quad \text{and} \quad C^{-1} \leq \frac{|x_{k,a} - x_{\alpha}|}{\mu_{k,a}} \leq C
\]
for some \( C > 0 \) independent of \( \alpha \). This implies that \( \mu_{k,a} = o(\mu_{i,a}) \) thanks to Proposition 2, (ii). One then easily deduces from (6.6) that
\[
\frac{\Psi_{i,a}(x_{\alpha})}{\Psi_{k,a}(x_{\alpha})} = O \left( \frac{\mu_{k,a}}{\mu_{i,a}} \right)^{\frac{n-2}{2}} = o(1),
\]
which contradicts the fact that \( x_{\alpha} \in \Omega_{i,a} \). This ends Step 4.1.2, and therefore this proves Step 4.1.

\section*{Step 4.2}

We claim that there exists \( A_3 > 0 \) such that
\[
u_{\alpha}(x) \leq A_3 \left( \sum_{i=1}^{k} \Psi_{i,a}(x) + \frac{n-2}{2} (1-2^\gamma) \right) \]
\[
+ \max \left\{ \bar{\alpha}_i + \frac{n-2}{2} (1-2^\gamma) \right\} \left( 1-x^2 \right) \]
\[
\right) \]
\[
fors all x \in \Omega \setminus \bigcup_{i=k+1}^{N} B_{\delta_0\mu_{i,a}}(x_{i,a}).
\]

\textbf{Proof of Step 4.2:} As in the proof of Step 3.1, the proof of Step 4.2 requires to distinguish whether we consider points in the interior or on the boundary of \( \Omega \). We only prove the estimate for interior points and we refer to Step 3.1.2 for the extension of the proof to the boundary. We fix \( x_0 \in \Omega \) and \( \delta_0 > 0 \) such that \( B_{\delta_0}(x_0) \subset \subset \Omega \). We let \( x_{\alpha} \in B_{\delta_0}(x_0) \setminus \bigcup_{i=k+1}^{N} B_{\delta_0\mu_{i,a}}(x_{i,a}) \) be such that
\[
\frac{\nabla_{x}(x_{\alpha})}{\sum_{i=1}^{k} \Psi_{i,a}(x_{\alpha}) + \frac{n-2}{2} (1-2^\gamma) \Theta_{\alpha}(x_{\alpha}) + \psi_{\alpha}(x_{\alpha})}
\]
\[
= \sup_{B_{\delta_0}(x_{\alpha}) \setminus \bigcup_{i=k+1}^{N} B_{\delta_0\mu_{i,a}}(x_{i,a})} \frac{\nabla_{x}(x_{\alpha})}{\sum_{i=1}^{k} \Psi_{i,a}(x_{\alpha}) + \frac{n-2}{2} (1-2^\gamma) \Theta_{\alpha}(x_{\alpha}) + \psi_{\alpha}(x_{\alpha})},
\]
and we assume by contradiction that
\[
\frac{\nabla_{x}(x_{\alpha})}{\sum_{i=1}^{k} \Psi_{i,a}(x_{\alpha}) + \frac{n-2}{2} (1-2^\gamma) \Theta_{\alpha}(x_{\alpha}) + \psi_{\alpha}(x_{\alpha})} \to +\infty \text{ as } \alpha \to +\infty.
\]

Thanks to the definition (6.7) of \( \psi_{\alpha} \) and to the fact that \( (I_{\alpha}) \) holds, it is clear that
\[
r_{\alpha}(x_{\alpha}) \to 0 \text{ as } \alpha \to +\infty.
\]
We claim that
\[
\frac{|x_{i,\alpha} - x_{\alpha}|}{\mu_{i,\alpha}} \to +\infty \text{ as } \alpha \to +\infty \text{ for all } \kappa + 1 \leq i \leq N. \tag{6.19}
\]
Assume on the contrary that there exists \( \kappa + 1 \leq i \leq N \) such that \( |x_{i,\alpha} - x_{\alpha}| = O(\mu_{i,\alpha}) \). Since \( |x_{i,\alpha} - x_{\alpha}| \geq R_0 \mu_{i,\alpha} \) and by the definition (5.5) of \( R_0 \), we then get thanks to Proposition 2, (iii), that \( u_{\alpha}(x_{\alpha}) = O\left(\frac{1}{\mu_{i,\alpha}}\right) \). But, thanks to (6.10) and to (5.14), we also have that
\[
\frac{n^{-2}(1-2\gamma)}{\nu_{\kappa,\alpha}}(1-2\gamma)\Theta_{\alpha}(x_{\alpha}) \geq D_0^{-1} \frac{n^{-2}(1-2\gamma)}{\mu_{i,\alpha}} |x_{i,\alpha} - x|^{(2-n)(1-\gamma)}
\]
so that
\[
\frac{u_{\alpha}(x_{\alpha})}{\nu_{\kappa,\alpha}} = \frac{n^{-2}(1-2\gamma)}{\nu_{\kappa,\alpha}}(1-2\gamma)\Theta_{\alpha}(x_{\alpha}) = O(1),
\]
thus contradicting (6.17). So we have proved that (6.19) holds. With the same argument performed with \( \Psi_{i,\alpha} \), we also know that, for any \( 1 \leq i \leq \kappa \),
\[
\text{either } |x_{i,\alpha} - x_{\alpha}| \leq R_0 \mu_{i,\alpha} \text{ or } \frac{|x_{i,\alpha} - x_{\alpha}|}{\mu_{i,\alpha}} \to +\infty \text{ as } \alpha \to +\infty. \tag{6.20}
\]
In particular, we can write thanks to (6.16), to (6.19) and to (6.20) (which ensures that the \( \Psi_{i,\alpha} \)'s are smooth in a small neighbourhood of \( x_{\alpha} \), see the remark following (6.5)) that
\[
\frac{\Delta u_{\alpha}(x_{\alpha})}{u_{\alpha}(x_{\alpha})} \geq \frac{\Delta}{u_{\alpha}(x_{\alpha})} \left( \sum_{i=1}^{\kappa} \Psi_{i,\alpha} + \frac{n^{-2}(1-2\gamma)}{\nu_{\kappa,\alpha}}(1-2\gamma)\Theta_{\alpha} + \psi_{\alpha} \right)(x_{\alpha})
\]
for \( \alpha \) large. We write thanks to (2.1) that
\[
\frac{\Delta u_{\alpha}(x_{\alpha})}{u_{\alpha}(x_{\alpha})} \leq n(n - 2)u_{\alpha}(x_{\alpha})^{2^*-2}
\]
so that the above becomes
\[
\Delta \left( \sum_{i=1}^{\kappa} \Psi_{i,\alpha} + \frac{n^{-2}(1-2\gamma)}{\nu_{\kappa,\alpha}}(1-2\gamma)\Theta_{\alpha} + \psi_{\alpha} \right)(x_{\alpha})
\]
\[
\leq n(n - 2)u_{\alpha}(x_{\alpha})^{2^*-2} \left( \sum_{i=1}^{\kappa} \Psi_{i,\alpha} + \frac{n^{-2}(1-2\gamma)}{\nu_{\kappa,\alpha}}(1-2\gamma)\Theta_{\alpha} + \psi_{\alpha} \right)(x_{\alpha}).
\]
Writing thanks to (A), (B) that
\[
\Delta \Psi_{i,\alpha}(x_{\alpha}) \geq \left( \frac{1}{D_{\gamma} + D_{1-\gamma}} |x_{i,\alpha} - x_{\alpha}|^{-2} - D_{\gamma} - D_{1-\gamma} \right) \Psi_{i,\alpha}(x_{\alpha})
\]
for all \( 1 \leq i \leq \kappa \), that
\[
\Delta \Theta_{\alpha}(x_{\alpha}) \geq \left( \frac{1}{N} D^{-3}_{\gamma} r_{\kappa+1,\alpha}(x_{\alpha})^{-2} - ND_{\gamma} \right) \Theta_{\alpha}(x_{\alpha})
\]
and that
\[
\Delta \psi_{\alpha}(x_{\alpha}) \geq \left( \frac{1}{N} D^{-3}_{1-\gamma} r_{\alpha}(x_{\alpha})^{-2} - ND_{1-\gamma} \right) \psi_{\alpha}(x_{\alpha}),
\]
we get that
\[
0 \geq \sum_{i=1}^{\kappa} \left( |x_{i,\alpha} - x_{\alpha}|^{-2} - C_\gamma - C_\gamma u_{\alpha} (x_{\alpha})^{2^* - 2} \right) \Psi_{i,\alpha} (x_{\alpha}) \\
+ \left( r_{\kappa+1,\alpha} (x_{\alpha})^{-2} - C_\gamma - C_\gamma u_{\alpha} (x_{\alpha})^{2^* - 2} \right) \frac{\nu_{\alpha,\alpha}^{2}}{\nu_{\alpha,\alpha}^{2}(1-2\gamma)} \Theta_{\alpha} (x_{\alpha}) \\
+ \left( r_{\alpha} (x_{\alpha})^{-2} - C_\gamma - C_\gamma u_{\alpha} (x_{\alpha})^{2^* - 2} \right) \psi_{\alpha} (x_{\alpha})
\] (6.21)

where \( C_\gamma > 0 \) is large enough and independent of \( \alpha \) and \( \delta \). We let in the following 1 \( \leq i \leq \kappa \) be such that \( x_{\alpha} \in \Omega_{i,\alpha} \). We can then deduce from (6.21) that
\[
0 \geq \left( |x_{i,\alpha} - x_{\alpha}|^{-2} - \kappa C_\gamma - \kappa C_\gamma u_{\alpha} (x_{\alpha})^{2^* - 2} \right) \Psi_{i,\alpha} (x_{\alpha}) \\
+ \left( r_{\kappa+1,\alpha} (x_{\alpha})^{-2} - C_\gamma - C_\gamma u_{\alpha} (x_{\alpha})^{2^* - 2} \right) \frac{\nu_{\alpha,\alpha}^{2}}{\nu_{\alpha,\alpha}^{2}(1-2\gamma)} \Theta_{\alpha} (x_{\alpha}) \\
+ \left( r_{\alpha} (x_{\alpha})^{-2} - C_\gamma - C_\gamma u_{\alpha} (x_{\alpha})^{2^* - 2} \right) \psi_{\alpha} (x_{\alpha})
\] Thanks to (6.7) and to (6.17), we know that
\[
\bar{u}_{\alpha} = o \left( u_{\alpha} (x_{\alpha}) \right).
\] (6.23)

We also know thanks to (6.17) that
\[
U_{j,\alpha} (x_{\alpha}) = o \left( u_{\alpha} (x_{\alpha}) \right)
\] for all 1 \( \leq j \leq \kappa \) since
\[
U_{j,\alpha} (x_{\alpha}) = O \left( \Psi_{i,\alpha} (x_{\alpha}) \right)
\] for all 1 \( \leq j \leq \kappa \). Note also that, thanks to (6.19), we have that
\[
R_{\kappa+1,\alpha} (x_{\alpha})^{2} U_{j,\alpha} (x_{\alpha})^{2^* - 2} \to 0 \text{ as } \alpha \to +\infty \text{ for all } \kappa + 1 \leq j \leq N.
\] (6.25)

Thus we can deduce from Proposition 2, (iv), together with (6.24) and (6.25) that
\[
R_{\alpha} (x_{\alpha})^{2} u_{\alpha} (x_{\alpha})^{2^* - 2} \to 0 \text{ as } \alpha \to +\infty.
\] (6.26)

Thanks to (6.18) and to this last equation, we can transform (6.22) into
\[
0 \geq \left( |x_{i,\alpha} - x_{\alpha}|^{-2} - \kappa C_\gamma - \kappa C_\gamma u_{\alpha} (x_{\alpha})^{2^* - 2} \right) \Psi_{i,\alpha} (x_{\alpha}) \\
+ \left( r_{\kappa+1,\alpha} (x_{\alpha})^{-2} - C_\gamma - C_\gamma u_{\alpha} (x_{\alpha})^{2^* - 2} \right) \frac{\nu_{\alpha,\alpha}^{2}}{\nu_{\alpha,\alpha}^{2}(1-2\gamma)} \Theta_{\alpha} (x_{\alpha}) \\
+ \left( 1 + o(1) \right) r_{\alpha} (x_{\alpha})^{-2} \psi_{\alpha} (x_{\alpha})
\] (6.27)

Since \( (I_{\alpha}) \) holds, we get thanks to (6.23) and (6.24) that
\[
u_{\alpha} (x_{\alpha})^{2^* - 2} = O \left( \mu_{\kappa,\alpha}^{2} R_{\kappa,\alpha} (x_{\alpha})^{-4} \right).
\] (6.28)

We claim that we then have that
\[
u_{\alpha} (x_{\alpha})^{2^* - 2} = O \left( \mu_{\kappa,\alpha}^{2} R_{\kappa+1,\alpha} (x_{\alpha})^{-4} \right).
\] (6.29)

Indeed, if (6.29) does not hold, then \( R_{\kappa+1,\alpha} (x_{\alpha}) = o (R_{\kappa,\alpha} (x_{\alpha})) \) when \( \alpha \to +\infty \)
and then \( R_{\alpha} (x_{\alpha}) = \sqrt{\mu_{\alpha}^{2} + |x_{\alpha} - x_{\alpha}|^{2}} \), which contradicts (6.24) and (6.28).

This proves (6.29).

We claim that this implies that
\[
R_{\kappa+1,\alpha} (x_{\alpha})^{2} u_{\alpha} (x_{\alpha})^{2^* - 2} \to 0 \text{ as } \alpha \to +\infty.
\] (6.30)
Indeed, if not, (6.29) would imply that
\[ R_{\kappa+1,a}(x_a) = O(\mu_{\kappa,a}) \]
while (6.26) would imply that \( R_a(x_a) = o\left( R_{\kappa+1,a}(x_a) \right) \), which would in turn imply that there exists \( 1 \leq j \leq \kappa \) such that
\[ |x_j,a - x_i,a|^2 + \mu_{j,a}^2 = R_a(x_a)^2 = o\left( R_{\kappa+1,a}(x_a)^2 \right) = o\left( \mu_{\kappa,a}^2 \right) \]
which turns out to be absurd since \( \mu_{j,a} \geq \mu_{\kappa,a} \). Thus (6.30) holds. Note that (6.29) together with (6.33) also implies that
\[ R_{\kappa+1,a}(x_a) \rightarrow 0 \text{ as } \alpha \rightarrow +\infty \]  
(6.31)

thanks to (5.4). Thanks to (6.30) and (6.31), we can transform (6.27) into
\[ 0 \geq \left( |x_i,a - x_a|^2 - \kappa C_\gamma - \kappa C_\gamma u_a(x_a)^2 \right) \Psi_{i,a}(x_a) \]
\[ + (1 + o(1)) r_{\kappa+1,a}(x_a)^{-2} \nu_{\kappa,a}^{-2} (1 - 2\gamma) \Theta_a(x_a) + (1 + o(1)) r_a(x_a)^{-2} \psi_a(x_a), \]
(6.32)

If \( x_a \notin \tilde{\Omega}_{i,a} \), we can transform this into
\[ 0 \geq \left( 1 + o(1) - \kappa C_\gamma A_2 - \kappa C_\gamma |x_i,a - x_a|^2 \right) [x_i,a - x_a]^2 \Psi_{i,a}(x_a) \]
\[ + (1 + o(1)) r_{\kappa+1,a}(x_a)^{-2} \nu_{\kappa,a}^{-2} (1 - 2\gamma) \Theta_a(x_a) + (1 + o(1)) r_a(x_a)^{-2} \psi_a(x_a) \]
thanks to (6.23) and (6.24). Up to taking \( A_2 > 0 \) small enough, this leads to
\[ r_a(x_a)^{-2} \psi_a(x_a) = O\left( \nu_{\kappa,a}^{-2} (1 - 2\gamma) \right). \]

Thanks to (6.18), (6.7) and (5.14), this is clearly absurd. Thus we have that \( x_a \in \tilde{\Omega}_{i,a} \). Coming back to (6.32), we have that
\[ \nu_{\kappa,a}^{-2} (1 - 2\gamma) \Theta_a(x_a) = O\left( \left( u_a(x_a)^2 - 2 \right) r_{\kappa+1,a}(x_a)^2 \Psi_{i,a}(x_a) \right). \]

Using (6.30) and (6.31), this leads to
\[ \nu_{\kappa,a}^{-2} (1 - 2\gamma) \Theta_a(x_a) = o\left( \Psi_{i,a}(x_a) \right), \]
which clearly contradicts the definition (6.10) of \( \nu_{\kappa,a} \) since \( x_a \in \tilde{\Omega}_{i,a} \). We have thus proved that (6.17) leads to a contradiction. Using (5.14), this proves (6.15) and permits to end the proof of Step 4.2.

**Step 4.3:** We claim that there exists \( A_4 > 0 \) such that
\[ u_a(x) \leq A_4 \left( \sum_{i=1}^{\kappa} U_{i,a}(x) + \bar{u}_a + \nu_{\kappa,a}^{-2} R_{\kappa+1,a}(x)^{2-n} \right) \]  
(6.33)

for all \( x \in \tilde{\Omega} \) and all \( \alpha > 0 \).

**Proof of Step 4.3:** We let \( (x_a) \) be a sequence of points in \( \tilde{\Omega} \). We aim at proving that
\[ u_a(x_a) = O\left( \sum_{i=1}^{\kappa} U_{i,a}(x_a) + \bar{u}_a + \nu_{\kappa,a}^{-2} R_{\kappa+1,a}(x_a)^{2-n} \right). \]  
(6.34)
Since \((I_i)\) holds, and distinguishing whether \(R_{\kappa,\alpha}(x) = o(R_{\kappa+1,\alpha}(x))\) or not, we already know that (6.34) holds if
\[
\kappa \frac{\alpha}{\mu_{\kappa,\alpha}} R_{\kappa+1,\alpha}(x)^{2-n} = O(U_{i,\alpha}(x))
\]
for some \(1 \leq i \leq \kappa\). Thus we can assume from now on that
\[
R_{\kappa+1,\alpha}(x) = o(\mu_{\kappa,\alpha} U_{i,\alpha}(x)) + o\left(\frac{\mu_{\kappa,\alpha}}{\mu_{i,\alpha}} |x_{i,\alpha} - x|^{2-n}\right)
\]
(6.35)
for all \(1 \leq i \leq \kappa\). This implies in particular that, for \(\alpha\) large,
\[
R_{\alpha}(x) = R_{\kappa+1,\alpha}(x) = o(1).
\]
(6.36)
Using Step 4.1 and (iv) of Proposition 2, we also get that (6.34) holds as soon as
\[
R_{\kappa+1,\alpha}(x) = O(\nu_{\kappa,\alpha}).
\]
Thus we can assume from now on that
\[
R_{\kappa+1,\alpha}(x) \rightarrow +\infty \text{ as } \alpha \rightarrow +\infty.
\]
(6.37)
We now use the Green representation formula to estimate \(u_{\alpha}(x)\). As in Step 3.2.2, we write that
\[
u_{\alpha} \leq u_{\alpha} + n(n - 2) \int_{\Omega} (G(x, x) + m(\Omega)) u_{\alpha}(x)^{2^{*-1}} dx
\]
since \(u_{\alpha}\) satisfies equation (2.1). This leads to
\[
u_{\alpha}(x) - u_{\alpha} \leq C_0 n(n - 2) \int_{\Omega} |x_{\alpha} - x|^{2-n} u_{\alpha}(x)^{2^{*-1}} dx.
\]
(6.38)
Noting that \(r_{\kappa+1,\alpha}(x) \approx R_{\kappa+1,\alpha}(x)\), we write thanks to (6.37) and to Step 4.1 that
\[
\int_{\{x \in \Omega, r_{\kappa+1,\alpha}(x) \leq R_{0\nu_{\kappa,\alpha}}\}} |x_{\alpha} - x|^{2-n} u_{\alpha}(x)^{2^{*-1}} dx = O\left(\kappa \frac{\alpha}{\mu_{\kappa,\alpha}} R_{\kappa+1,\alpha}(x)^{2-n}\right)
\]
(6.39)
using Hölder’s inequalities and (2.2), where \(R_0\) is as in Step 4.2. Noting that
\[
\bigcup_{i=1}^{N} B_{R_i \mu_{i,\alpha}}(x_{i,\alpha}) \subset \{x \in \Omega, r_{\kappa+1,\alpha}(x) \leq R_{0\nu_{\kappa,\alpha}}\},
\]
we write now thanks to this last inclusion, to (6.39) and to (6.15) that
\[
\int_{\Omega} |x_{\alpha} - x|^{2-n} u_{\alpha}(x)^{2^{*-1}} dx
\]
\[
= O\left(\sum_{i=1}^{N} \int_{\Omega} |x_{\alpha} - x|^{2-n} \Psi_i(\alpha)(x)^{2^{*-1}} dx\right)
\]
\[
+ O\left(\nu_{\kappa,\alpha} \left|1 - 2^{-\gamma}\right| \int_{\{x \in \Omega, r_{\kappa+1,\alpha}(x) \geq R_0 \nu_{\kappa,\alpha}\}} |x_{\alpha} - x|^{2-n} r_{\kappa+1,\alpha}(x)^{-(n+2)(1-\gamma)} dx\right)
\]
\[
+ O\left(\max\left\{\kappa_n^{2^{*-1}}, \mu_{\alpha} \left|1 - 2^{-\gamma}\right|\right\} \int_{\Omega} |x_{\alpha} - x|^{2-n} \rho_{\alpha}(x)^{-(n+2)\gamma} dx\right)
\]
\[
+ O\left(\nu_{\kappa,\alpha} R_{\kappa+1,\alpha}(x)^{2-n}\right).
\]
Here all the integrals have a meaning since $\gamma < \frac{2}{n+2}$. We write that

$$\int_{\{x \in \Omega, r_{k+1,\alpha} (x) \geq \nu_{k,\alpha}\}} \left| x_{\alpha} - x \right|^{2-n} r_{k+1,\alpha} (x)^{-(n+2)(1-\gamma)} \, dx$$

$$\leq \sum_{i=k+1}^{N} \int_{\{x \in \Omega, |x_{i,\alpha} - x| \geq \nu_{k,\alpha}\}} \left| x_{\alpha} - x \right|^{2-n} |x_{i,\alpha} - x|^{-(n+2)(1-\gamma)} \, dx$$

$$= O \left( \sum_{i=k+1}^{N} \nu_{k,\alpha}^{-n-(n+2)(1-\gamma)} |x_{\alpha} - x_{i,\alpha}|^{2-n} \right)$$

$$= O \left( \nu_{k,\alpha}^{-n-(n+2)(1-\gamma)} R_{k+1,\alpha} (x_{\alpha})^{2-n} \right)$$

since $\gamma < \frac{2}{n+2}$ and thanks to (6.37). We can also write since $\gamma < \frac{2}{n+2}$ that

$$\int_{\Omega} \left| x_{\alpha} - x \right|^{2-n} u_{\alpha} (x)^{2^*-1} \, dx = O(1)$$

and that

$$\bar{u}_{\alpha}^{2^*-1} + \mu_{\alpha}^{n+2} (1-2\gamma) = o (\bar{u}_{\alpha}) + o \left( \mu_{\alpha}^{n+2} \right) = o (\bar{u}_{\alpha})$$

thanks to (2.3) and (5.4). Collecting these estimates, we arrive to

$$\int_{\Omega} \left| x_{\alpha} - x \right|^{2-n} u_{\alpha} (x)^{2^*-1} \, dx$$

$$= O \left( \sum_{i=1}^{\kappa} \int_{\Omega} \left| x_{\alpha} - x \right|^{2-n} \Psi_{i,\alpha} (x)^{2^*-1} \, dx \right)$$

$$+ o (\bar{u}_{\alpha}) + O \left( \nu_{k,\alpha}^{n+2} R_{k+1,\alpha} (x_{\alpha})^{2-n} \right).$$

Since $\gamma < \frac{2}{n+2}$, we get that (see Step 13.2 in the proof of Proposition 13 in Appendix B for the details)

$$\int_{\Omega} \left| x_{\alpha} - x \right|^{2-n} \Psi_{i,\alpha} (x)^{2^*-1} \, dx = O(U_{i,\alpha} (x_{\alpha}))$$

for all $1 \leq i \leq \kappa$. Thus we have obtained that

$$\int_{\Omega} \left| x_{\alpha} - x \right|^{2-n} u_{\alpha} (x)^{2^*-1} \, dx$$

$$= O \left( \sum_{i=1}^{\kappa} U_{i,\alpha} (x_{\alpha}) \right) + o (\bar{u}_{\alpha}) + O \left( \nu_{k,\alpha}^{n+2} R_{k+1,\alpha} (x_{\alpha})^{2-n} \right).$$

Coming back to (6.38) with this last estimate, we obtain that (6.34) holds. This ends the proof of Step 4.3.

**Step 4.4:** We claim that there exists $A_5 > 0$ such that for any sequence $(x_{\alpha})$ of points in $\Omega$, we have that

$$\left| u_{\alpha} (x_{\alpha}) - \bar{u}_{\alpha} - \sum_{i=1}^{\kappa} V_{i,\alpha} (x_{\alpha}) \right|$$

$$\leq A_5 \nu_{k,\alpha}^{n+2} R_{k+1,\alpha} (x_{\alpha})^{2-n} + o (\bar{u}_{\alpha}) + o \left( \sum_{i=1}^{\kappa} U_{i,\alpha} (x_{\alpha}) \right).$$
Proof of Step 4.4: Let \((x_\alpha)\) be a sequence of points in \(\bar{\Omega}\).

**Step 4.4.1:** Assume first that

\[
R_{\kappa+1,\alpha}(x_\alpha) = O(\nu_{\kappa,\alpha}) \quad \text{when} \quad \alpha \to +\infty \quad \text{and} \quad R_{\kappa+1,\alpha}(x_\alpha) = R_\alpha(x_\alpha). \tag{6.41}
\]

We can apply Proposition 2, (iv), to write that

\[
R_{\kappa+1,\alpha}(x_\alpha)^{\frac{n}{2}-1} \left| u_\alpha(x_\alpha) - \bar{u}_\alpha - \sum_{i=1}^{N} U_{i,\alpha}(x_\alpha) \right| = o(1).
\]

This leads to

\[
\left| u_\alpha(x_\alpha) - \bar{u}_\alpha - \sum_{i=1}^{\kappa} U_{i,\alpha}(x_\alpha) \right| \leq \sum_{i=\kappa+1}^{N} U_{i,\alpha}(x_\alpha) + o\left(R_{\kappa+1,\alpha}(x_\alpha)^{\frac{n}{2}}\right).
\]

Noting that, for any \(\kappa + 1 \leq i \leq N,\)

\[
U_{i,\alpha}(x_\alpha) = \mu_{i,\alpha} \left( |x_{i,\alpha} - x_\alpha|^2 + \mu_{i,\alpha}^2 \right)^{\frac{n}{2}} \leq \mu_{i,\alpha} R_{\kappa+1,\alpha}(x_\alpha)^{2-n} \leq \mu_{\kappa+1,\alpha} R_{\kappa+1,\alpha}(x_\alpha)^{2-n} \leq \nu_{\kappa,\alpha} R_{\kappa+1,\alpha}(x_\alpha)^{2-n}
\]

thanks to (6.10), we then get that

\[
\left| u_\alpha(x_\alpha) - \bar{u}_\alpha - \sum_{i=1}^{\kappa} U_{i,\alpha}(x_\alpha) \right| \leq N \nu_{\kappa,\alpha} R_{\kappa+1,\alpha}(x_\alpha)^{2-n} + o\left(R_{\kappa+1,\alpha}(x_\alpha)^{\frac{n}{2}}\right).
\]

Thanks to (6.41), we also know that

\[
R_{\kappa+1,\alpha}(x_\alpha)^{\frac{n}{2}} = O\left(\nu_{\kappa,\alpha} R_{\kappa+1,\alpha}(x_\alpha)^{2-n}\right).
\]

We then get that

\[
\left| u_\alpha(x_\alpha) - \bar{u}_\alpha - \sum_{i=1}^{\kappa} V_{i,\alpha}(x_\alpha) \right| \leq C \nu_{\kappa,\alpha} R_{\kappa+1,\alpha}(x_\alpha)^{2-n} + \sum_{i=1}^{\kappa} |U_{i,\alpha}(x_\alpha) - V_{i,\alpha}(x_\alpha)|.
\tag{6.42}
\]

We are left with estimating \(|U_{i,\alpha}(x_\alpha) - V_{i,\alpha}(x_\alpha)|\) when \(\alpha \to +\infty\) for all \(i \in \{1, \ldots, \kappa\}.

We use the estimates of Proposition 13 and we let \(i \in \{1, \ldots, \kappa\}.\) We have that

\[
U_{i,\alpha}(x_\alpha) - V_{i,\alpha}(x_\alpha) = O(U_{i,\alpha}(x_\alpha)) = O\left(\left(\frac{\mu_{i,\alpha}}{\mu_{i,\alpha}^2 + |x_\alpha - x_{i,\alpha}|^2}\right)^{\frac{n}{2}}\right)
\]

\[
= O\left(\min\left\{\frac{\mu_{i,\alpha}}{R_\alpha(x_\alpha)^{n-2}}, \frac{-\mu_{i,\alpha}^{-\frac{n}{2}}}{\nu_{\kappa,\alpha}}\right\}\right)
\]

\[
= O\left(\min\left\{\frac{\mu_{i,\alpha}^{\frac{n}{2}}}{R_\alpha(x_\alpha)^{n-2}}, \frac{\mu_{i,\alpha}^{-\frac{n}{2}}}{\nu_{\kappa,\alpha}}, \frac{\mu_{i,\alpha}^{-\frac{n}{2}}}{\nu_{\kappa,\alpha}}, \frac{\mu_{i,\alpha}^{-\frac{n}{2}}}{\nu_{\kappa,\alpha}}\right\}\right)
\]

\[
= O\left(\min\left\{\frac{\mu_{i,\alpha}^{\frac{n}{2}}}{R_\alpha(x_\alpha)^{n-2}}, \frac{\mu_{i,\alpha}^{-\frac{n}{2}}}{\nu_{\kappa,\alpha}}, \frac{\mu_{i,\alpha}^{-\frac{n}{2}}}{\nu_{\kappa,\alpha}}\right\}\right).
\]
Using (6.41) and \( R_\alpha(x_\alpha) = R_{\kappa+1,\alpha}(x_\alpha) \), we get that

\[
U_{i,\alpha}(x_\alpha) - V_{i,\alpha}(x_\alpha) = O \left( \min \left\{ \left( \frac{\mu_{i,\alpha}}{\nu_{\kappa,\alpha}} \right)^{\frac{\alpha^2}{2}}, \left( \frac{\nu_{\kappa,\alpha}}{\mu_{i,\alpha}} \right)^{\frac{\alpha^2}{2}} \right\} \frac{\nu_{\kappa,\alpha}}{R_{\kappa+1,\alpha}(x_\alpha)^{n-2}} \right)
\]

(6.43)

Plugging (6.43) into (6.42) yields (6.40) up to take \( A_5 \) large enough if (6.41) holds. This ends Step 4.4.1.

**Step 4.4.2:** Assume now that

\[
R_{\kappa+1,\alpha}(x_\alpha) = O(\nu_{\kappa,\alpha}) \ \text{when} \ \alpha \to +\infty \text{ and} \ R_\alpha(x_\alpha) < R_{\kappa+1,\alpha}(x_\alpha) .
\] (6.44)

Then there exists \( 1 \leq i \leq \kappa \) such that

\[
|x_{i,\alpha} - x_\alpha|^2 + \mu_{i,\alpha}^2 \leq R_{\kappa+1,\alpha}(x_\alpha)^2 = O(\mu_{\kappa,\alpha}^2)
\]

thanks to Step 4.1. This implies that \( \mu_{i,\alpha} = O(\mu_{\kappa,\alpha}) \) and that \( |x_{i,\alpha} - x_\alpha| = O(\mu_{\kappa,\alpha}) \) when \( \alpha \to +\infty \). This also implies that \( R_{\kappa+1,\alpha}(x_\alpha) \geq \mu_{i,\alpha} \). Since we have that \( \mu_{\kappa,\alpha} \leq \mu_{i,\alpha} \), using Proposition 2, (ii) and (iii), we then obtain that

\[
|u_{\alpha}(x_\alpha) - U_{i,\alpha}(x_\alpha)| = o(U_{i,\alpha}(x_\alpha))
\]

and that

\[
\mu_{i,\alpha} = O(U_{i,\alpha}(x_\alpha)) .
\] (6.45)

This leads in particular to

\[
\left| u_{\alpha}(x_\alpha) - \bar{u}_{\alpha} - \sum_{j=1}^{\kappa} U_{j,\alpha}(x_\alpha) \right| = o(U_{i,\alpha}(x_\alpha)) + O \left( \sum_{1 \leq j \leq \kappa, j \neq i} U_{j,\alpha}(x_\alpha) \right) .
\]

Now, for any \( 1 \leq j \leq \kappa, j \neq i \), we have that

\[
\frac{\mu_{i,\alpha}^2}{\mu_{j,\alpha}^2} U_{j,\alpha}(x_\alpha) = \left( \frac{\mu_{i,\alpha}}{\mu_{j,\alpha}} \right)^{\frac{\alpha^2}{2}} \left( |x_{j,\alpha} - x_\alpha|^2 + \mu_{j,\alpha}^2 \right)^{\frac{\alpha^2}{2}}
\]

\[
\leq \left( \frac{|x_{j,\alpha} - x_\alpha|^2 + \mu_{j,\alpha}}{\mu_{i,\alpha}^2} \right)^{\frac{\alpha^2}{2}} = o(1)
\] (6.46)

thanks to Proposition 2, (ii), since \( \mu_{i,\alpha} = O(\mu_{\kappa,\alpha}) \) and \( \mu_{\kappa,\alpha} \leq \mu_{j,\alpha} \). In particular, (6.45) and (6.46) yield

\[
U_{j,\alpha}(x_\alpha) = o(U_{i,\alpha}(x_\alpha))
\] (6.47)

when \( \alpha \to +\infty \) for all \( 1 \leq j \leq \kappa, j \neq i \). Thus we arrive in this case to

\[
\left| u_{\alpha}(x_\alpha) - \bar{u}_{\alpha} - \sum_{j=1}^{\kappa} U_{j,\alpha}(x_\alpha) \right| = o(U_{i,\alpha}(x_\alpha)) .
\] (6.48)

To obtain (6.40), we need to remark that, thanks to Proposition 13 and (6.47), we have that

\[
U_{j,\alpha}(x_\alpha) - V_{j,\alpha}(x_\alpha) = O(U_{j,\alpha}(x_\alpha)) = o(U_{i,\alpha}(x_\alpha))
\] (6.49)
when $\alpha \to +\infty$ for all $1 \leq j \leq \kappa$, $j \neq i$. Concerning $U_{i,\alpha}(x_\alpha)$, we refer again to Proposition 13: if $x_{i,\alpha}$ is such that case (i) or (ii) holds, then $U_{i,\alpha}(x_\alpha) - V_{i,\alpha}(x_\alpha) = o(U_{i,\alpha}(x_\alpha))$ when $\alpha \to +\infty$. In case (iii) of Proposition 13, we get with (6.45) that

$$U_{i,\alpha}(x_\alpha) - V_{i,\alpha}(x_\alpha) = O \left( \frac{\mu_{i,\alpha}}{\mu_{i,\alpha}^2 + d(x_{i,\alpha}, \partial\Omega)^2} \right)^{\frac{n-2}{2}} + o(U_{i,\alpha}(x_\alpha)) + O(\frac{n-2}{2})$$

when $\alpha \to +\infty$. Therefore (6.49) holds for all $j \in \{1, \ldots, \kappa\}$: associating this equation with (6.48) yields (6.40) for any choice of $A_5 > 0$ if (6.44) holds. This ends Step 4.4.2.

**Step 4.4.3:** From now on, we assume that

$$\frac{R_{\kappa+1,\alpha}(x_\alpha)}{\nu_{\kappa,\alpha}} \to +\infty \text{ as } \alpha \to +\infty . \quad (6.50)$$

As a preliminary remark, let us note that

$$r_{\kappa+1,\alpha}(\alpha) \simeq R_{\kappa+1,\alpha}(x_\alpha) \quad (6.51)$$

for large $\alpha$’s (the argument goes by contradiction). We use Green’s representation formula and (5.4) to write that

$$\left| u_\alpha(x_\alpha) - \bar{u}_\alpha - \sum_{i=1}^{\kappa} V_{i,\alpha}(x_\alpha) \right|$$

$$\leq n(n - 2)C_0 \int_{\Omega} |x_\alpha - x|^{2-n} \left| u_\alpha(x) \right|^{2s-1} - \sum_{i=1}^{\kappa} U_{i,\alpha}(x) |^{2s-1} \right| dx \quad (6.52)$$

$$+ C_0 \epsilon_{\alpha} \int_{\Omega} |x_\alpha - x|^{2-n} u_\alpha(x) \right| dx + o(\bar{u}_\alpha) .$$

Let us write thanks to (6.33) that

$$\int_{\Omega} |x_\alpha - x|^{2-n} u_\alpha(x) \right| dx \leq A_4 \sum_{i=1}^{\kappa} \mu_{i,\alpha}^{\frac{n-2}{2}} \int_{\Omega} |x_\alpha - x|^{2-n} \left( |x_{i,\alpha} - x|^2 + \mu_{i,\alpha}^2 \right)^{1 - \frac{n}{2}} dx$$

$$+ A_4 \bar{u}_\alpha \int_{\Omega} |x_\alpha - x|^{2-n} dx + A_4 \nu_{\kappa,\alpha} \sum_{i=\kappa+1}^{N} \int_{\Omega} |x_\alpha - x|^{2-n} \left( |x_{i,\alpha} - x|^2 + \mu_{i,\alpha}^2 \right)^{1 - \frac{n}{2}} dx$$

$$= O \left( \sum_{i=1}^{\kappa} \mu_{i,\alpha}^{\frac{n-2}{2}} \left( |x_{i,\alpha} - x|^2 + \mu_{i,\alpha}^2 \right)^{1 - \frac{n}{2}} \right) + O(\bar{u}_\alpha)$$

$$+ O \left( \nu_{\kappa,\alpha} \sum_{i=\kappa+1}^{N} \left( |x_{i,\alpha} - x|^2 + \mu_{i,\alpha}^2 \right)^{1 - \frac{n}{2}} \right)$$

$$= O \left( \sum_{i=1}^{\kappa} U_{i,\alpha}(x_\alpha) \right) + O(\bar{u}_\alpha) + O \left( \nu_{\kappa,\alpha} R_{\kappa+1,\alpha}(x_\alpha)^{2-n} \right) .$$
Thus (6.52) becomes
\[
\left| u_\alpha(x_\alpha) - \bar{u}_\alpha - \sum_{i=1}^{\kappa} V_{i,\alpha}(x_\alpha) \right| \\
\leq n(n-2)C_0 \int_{\Omega} |x_\alpha - x|^{2-n} \left| u_\alpha(x) - \sum_{i=1}^{\kappa} U_{i,\alpha}(x) \right|^{2^{*}-1} dx \quad (6.53)
\]
\[
+ \, o(\bar{u}_\alpha) + o \left( \sum_{i=1}^{\kappa} U_{i,\alpha}(x_\alpha) \right) + o \left( \nu_{\kappa,\alpha} R_{\kappa+1,\alpha}(x_\alpha)^2 \right).
\]

Thanks to Proposition 2, (ii) and (iii), there exists a sequence $L_\alpha \to +\infty$ as $\alpha \to +\infty$ such that, for any $1 \leq i \leq \kappa$,
\[
\left\| \frac{u_\alpha - U_{i,\alpha}}{U_{i,\alpha}} \right\|_{L^\infty(\Omega_{i,\alpha} \cap \Omega)} \to 0 \text{ as } \alpha \to +\infty
\]
and
\[
\left\| \sum_{1 \leq j \leq \kappa, j \neq i} \frac{U_{j,\alpha}}{U_{i,\alpha}} \right\|_{L^\infty(\Omega_{i,\alpha} \cap \Omega)} \to 0 \text{ as } \alpha \to +\infty
\]
where
\[
\Omega_{i,\alpha} := B_{L_\alpha \mu_{i,\alpha}}(x_{i,\alpha}) \setminus \bigcup_{i+1 \leq j \leq N} B_{L_\alpha \mu_{i,\alpha}}(x_{j,\alpha})
\]
and such that these sets are disjoint for $\alpha$ large enough. Then we can write that
\[
\int_{\Omega \setminus \Omega_{i,\alpha}} |x_\alpha - x|^{2-n} \left| u_\alpha(x) - \sum_{j=1}^{\kappa} U_{j,\alpha}(x) \right|^{2^{*}-1} dx
\]
\[
= o \left( \int_{\Omega \setminus \Omega_{i,\alpha}} |x_\alpha - x|^{2-n} U_{i,\alpha}(x)^{2^{*}-1} dx \right)
\]
\[
= o(U_{i,\alpha}(x_\alpha))
\]
for all $1 \leq i \leq \kappa$. We also remark that
\[
\int_{\Omega \setminus \Omega_{i,\alpha}} |x_\alpha - x|^{2-n} U_{i,\alpha}(x)^{2^{*}-1} dx = o(U_{i,\alpha}(x_\alpha))
\]
for all $1 \leq i \leq \kappa$. Thus, using (6.33), we transform (6.53) into
\[
\left| u_\alpha(x_\alpha) - \bar{u}_\alpha - \sum_{i=1}^{\kappa} V_{i,\alpha}(x_\alpha) \right|
\]
\[
\leq C_n^{\frac{n+2}{2}} \int_{\Omega \setminus \{x_{\kappa+1,\alpha} \geq \nu_{\kappa,\alpha} \}} |x_\alpha - x|^{2-n} R_{\kappa+1,\alpha}(x)^{-n+2} dx
\]
\[
+ O \left( \int_{\Omega \setminus \{x_{\kappa+1,\alpha} < \nu_{\kappa,\alpha} \}} |x_\alpha - x|^{2-n} u_\alpha(x)^{2^{*}-1} dx \right)
\]
\[
+ o(\bar{u}_\alpha) + o \left( \sum_{i=1}^{\kappa} U_{i,\alpha}(x_\alpha) \right) + o \left( \nu_{\kappa,\alpha} R_{\kappa+1,\alpha}(x_\alpha)^2 \right).
\]

(6.54)
Following the proof of Step 4.3, it remains to notice that
\[
\int_{\Omega \cap \{r_{\kappa+1,\alpha}(x) \geq \nu_{\kappa,\alpha}\}} |x_\alpha - x|^{2-n} R_{\kappa+1,\alpha}(x)^{-(n+2)} \, dx \\
\leq \sum_{i=\kappa+1}^{N} \int_{B_R(x_i,\alpha) \cap \{ |x - x_i,\alpha| \geq \nu_{\kappa,\alpha}\}} |x_\alpha - x|^{2-n} \left( |x_{i,\alpha} - x|^{2} + \mu_{i,\alpha}^{2}\right)^{-1-\frac{2}{n}} \, dx
\]
when \( \alpha \to +\infty \). Assume now that
\[
|x_{i,\alpha} - x_\alpha| = O(\mu_{i,\alpha})
\]
when \( \alpha \to +\infty \). With the change of variables \( x := x_{i,\alpha} + \mu_{i,\alpha} z \), we get that
\[
\int_{B_R(x_i,\alpha) \cap \{ |x - x_i,\alpha| \geq \nu_{\kappa,\alpha}\}} |x_\alpha - x|^{2-n} \left( |x_{i,\alpha} - x|^{2} + \mu_{i,\alpha}^{2}\right)^{-1-\frac{2}{n}} \, dx = O(\mu_{i,\alpha}^{-n})
\]
when \( \alpha \to +\infty \). It follows from (6.55) that \( R_{\kappa+1,\alpha}(x_\alpha) = O(\mu_{i,\alpha}) \), and then, with (6.50), we get that \( \nu_{\kappa,\alpha} = o(\mu_{i,\alpha}) \) and then
\[
\int_{B_R(x_i,\alpha) \cap \{ |x - x_i,\alpha| \geq \nu_{\kappa,\alpha}\}} |x_\alpha - x|^{2-n} \left( |x_{i,\alpha} - x|^{2} + \mu_{i,\alpha}^{2}\right)^{-1-\frac{2}{n}} \, dx = O(\mu_{i,\alpha}^{-2}\nu_{\kappa,\alpha}^{-2}) = O(\nu_{\kappa,\alpha}^{-2}\left( |x_{i,\alpha} - x_\alpha|^{2} + \mu_{i,\alpha}^{2}\right)^{1-\frac{2}{n}})
\]
when \( \alpha \to +\infty \). In all the cases, we have then proved that
\[
\int_{B_R(x_i,\alpha) \cap \{ |x - x_i,\alpha| \geq \nu_{\kappa,\alpha}\}} |x_\alpha - x|^{2-n} \left( |x_{i,\alpha} - x|^{2} + \mu_{i,\alpha}^{2}\right)^{-1-\frac{2}{n}} \, dx
\]
when \( \alpha \to +\infty \) for all \( i \geq \kappa + 1 \).

Independently, using Hölder’s inequality and (6.51), we have that
\[
\int_{\Omega \cap \{r_{\kappa+1,\alpha}(x) < \nu_{\kappa,\alpha}\}} |x_\alpha - x|^{2-n} u_\alpha(x)^{2-1} \, dx = O(\nu_{\kappa,\alpha}^{-2} r_{\kappa+1,\alpha}(x_\alpha)^{2-n})
\]
when \( \alpha \to +\infty \).

Plugging (6.56) and (6.57) into (6.54), we get that (6.40) holds up to take \( A_5 \) large enough if (6.50) holds. This ends Step 4.4.3.
Plugging together Steps 4.4.1 to 4.4.3, we get that (6.40) holds up to taking $A_5$ large enough. This ends the proof of Step 4.4.

**Step 4.5:** We claim that $\nu_{\kappa,\alpha} = O(\mu_{\kappa+1,\alpha})$ when $\alpha \to +\infty$.

*Proof of Step 4.5:* We proceed by contradiction and thus assume that, up to a subsequence, there exists $1 \leq i \leq \kappa$ and $x_\alpha \in \tilde{\Omega}_{i,\alpha}$ such that (see the definition (6.10))

$$
\nu_{\kappa,\alpha}^{\frac{1}{2}(1-2\gamma)} \Theta_{\alpha}(x_\alpha) = \Psi_{i,\alpha}(x_\alpha).
$$

(6.58)

Since $x_\alpha \in \tilde{\Omega}_{i,\alpha}$, we also have that

$$
|x_{i,\alpha} - x_\alpha|^2 \left( u_\alpha(x_\alpha) - \bar{u}_\alpha - \sum_{j=1}^{\kappa} V_{j,\alpha}(x_\alpha) \right)^{2^*-2} \geq A_2.
$$

(6.59)

At last, since $x_\alpha \in \Omega_{i,\alpha}$, we have that

$$
\Psi_{j,\alpha}(x_\alpha) \leq \Psi_{i,\alpha}(x_\alpha)
$$

(6.60)

for all $1 \leq j \leq \kappa$. In particular, we can write thanks to (6.6) that

$$
|x_{i,\alpha} - x_\alpha|^2 U_{j,\alpha}(x_\alpha)^{2^*-2} \leq C A_1^{2^*-2} |x_{i,\alpha} - x_\alpha|^2 \Psi_{i,\alpha}(x_\alpha)^{2^*-2} \leq C A_1^{2^*-2} |x_{i,\alpha} - x_\alpha|^2 \Psi_{i,\alpha}(x_\alpha)^{2^*-2} \left( \frac{|x_{i,\alpha} - x_\alpha|}{\mu_{i,\alpha}} + \frac{\mu_{i,\alpha}}{|x_{i,\alpha} - x_\alpha|} \right)^{4\gamma} \leq C A_1^{2^*-2} \left( \frac{|x_{i,\alpha} - x_\alpha|}{\mu_{i,\alpha}} + \frac{\mu_{i,\alpha}}{|x_{i,\alpha} - x_\alpha|} \right)^{4\gamma} \leq C A_1^{2^*-2}.
$$

for all $1 \leq j \leq \kappa$ since $\gamma < \frac{1}{2}$. Applying (6.40) to the sequence $(x_\alpha)$ and coming back to (6.59), we thus obtain that

$$
A_2 \leq A_5^{2^*-2} |x_{i,\alpha} - x_\alpha|^2 \nu_{\kappa,\alpha} R_{\kappa+1,\alpha}(x_\alpha)^{-4} + o(1).
$$

This leads to

$$
R_{\kappa+1,\alpha}(x_\alpha)^2 = O(\nu_{\kappa,\alpha} |x_{i,\alpha} - x_\alpha|).
$$

(6.61)

Using (5.14), we can write thanks to (6.58) that

$$
\nu_{\kappa,\alpha}^{1-2\gamma} = O \left( \Psi_{i,\alpha}(x_\alpha)^{\frac{2}{2^*}} R_{\kappa+1,\alpha}(x_\alpha)^{2(1-\gamma)} \right).
$$

(6.62)

which leads with (6.61) to

$$
\nu_{\kappa,\alpha}^{-\gamma} = O \left( \Psi_{i,\alpha}(x_\alpha)^{\frac{2}{2^*}} |x_{i,\alpha} - x_\alpha|^{1-\gamma} \right).
$$

It is easily checked thanks to (6.6) that this leads to $|x_{i,\alpha} - x_\alpha| = O(\nu_{\kappa,\alpha})$. Since $\nu_{\kappa,\alpha} = O(\mu_{i,\alpha})$ thanks to Step 4.1 and since $x_{i,\alpha} - x_\alpha \neq o(\mu_{i,\alpha})$ when $\alpha \to +\infty$, this leads in turn to

$$
\mu_{i,\alpha} = O \left( |x_{i,\alpha} - x_\alpha|^1 \nu_{\kappa,\alpha}^\gamma \right) = O(\nu_{\kappa,\alpha}) = O(\mu_{\kappa,\alpha}).
$$

Thanks to (6.62), we have obtained so far that $|x_{i,\alpha} - x_\alpha| = O(\mu_{i,\alpha})$, that $\mu_{i,\alpha} = O(\mu_{\kappa,\alpha})$ and at last that $\mu_{i,\alpha} = O(R_{\kappa+1,\alpha}(x_\alpha))$ using again (6.62). Note that since $\mu_{i,\alpha} \leq \mu_{\kappa,\alpha}$, we have that $\mu_{i,\alpha} = O(\mu_{j,\alpha})$ for $j \leq \kappa$ when $\alpha \to +\infty$. Using Proposition 2, (ii) and (iii), we then get that

$$
|x_{i,\alpha} - x_\alpha|^2 \left( u_\alpha(x_\alpha) - \bar{u}_\alpha - \sum_{j=1}^{\kappa} V_{j,\alpha}(x_\alpha) \right)^{2^*-2} \to 0 \text{ as } \alpha \to +\infty.
$$
thus contradicting (6.59) This ends the proof of Step 4.5. □

Steps 4.4 and 4.5 give that, if \((I_\kappa)\) holds for some \(1 \leq \kappa \leq N - 1\), then \((I_{\kappa+1})\) holds. Since we know that \((I_1)\) holds thanks to Proposition 3, we have proved that \((I_N)\) holds and thus we have proved Proposition 4. □

## 7. Asymptotic estimates in \(C^1(\Omega)\)

In this section, we prove the following:

**Proposition 5.** There exists a sequence \(\beta_\alpha\) as \(\alpha \to +\infty\) such that

\[
\left| u_\alpha - \bar{u}_\alpha - \sum_{i=1}^{N} V_{i,\alpha} \right| \leq \beta_\alpha \left( \bar{u}_\alpha + \sum_{i=1}^{N} U_{i,\alpha} \right) 
\]

(7.1)

for all \(x \in \bar{\Omega}\) and all \(\alpha > 0\). In addition, there exists \(A_6 > 0\) such that

\[
|\nabla u_\alpha(x)| \leq o(\bar{u}_\alpha) + A_6 \sum_{i=1}^{N} \frac{\mu_{i,\alpha}^{n-2}}{\mu_{i,\alpha}^{2} + |x_{i,\alpha} - x|^2} \left( \frac{\mu_{i,\alpha}^{2}}{\mu_{i,\alpha}^{2} + |x_{i,\alpha} - x|^2} \right)^{-\frac{n-4}{2}}
\]

(7.2)

for all \(x \in \bar{\Omega}\) and all \(\alpha > 0\).

**Proof of Proposition 5:** We first prove the pointwise estimate on \(u_\alpha\). Then we will prove the pointwise estimate in \(C^1(\Omega)\).

**Step 5.1:** We claim that there exists a sequence \(\beta_\alpha \to 0\) as \(\alpha \to +\infty\) such that (7.1) holds. In particular, there exists \(C > 0\) such that

\[
u_\alpha(x) \leq C \left( \bar{u}_\alpha + \sum_{i=1}^{N} \frac{\mu_{i,\alpha}^{2}}{\mu_{i,\alpha}^{2} + |x_{i,\alpha} - x|^2} \right)^{\frac{n-2}{2}} \]

(7.3)

for all \(x \in \Omega\) and for all \(\alpha \in \mathbb{N}\).

**Proof of Step 5.1:** The proof of (7.1) goes as in Step 4.4. We omit the details. The estimate (7.3) is a consequence of (7.1) and the inequality (11.33) of Proposition 13.

**Step 5.2:** We claim that (7.2) holds.

**Proof of Step 5.2:** Green’s representation formula yields

\[
u_\alpha(x) - \bar{u}_\alpha = \int_{\Omega} G(x, \cdot) \left( u_\alpha^{2^* - 1} - \epsilon_\alpha u_\alpha \right) \, dy
\]

for all \(x \in \Omega\) and all \(\alpha \in \mathbb{N}\). Differentiation with respect to \(x\) yields

\[
|\nabla u_\alpha(x)| \leq \left| \int_{\Omega} \nabla_x G(x, \cdot) \left( u_\alpha^{2^* - 1} - \epsilon_\alpha u_\alpha \right) \, dy \right|
\]

\[
\leq \int_{\Omega} |\nabla_x G(x, \cdot)| \left( u_\alpha^{2^* - 1} + \epsilon_\alpha u_\alpha \right) \, dy
\]

Plugging (7.3) and the estimate of \(\nabla_x G\) of in (11.5) of Proposition 9 yield (7.2): we omit the details.

These two steps prove Proposition 5. □
8. Convergence to singular harmonic functions

8.1. Convergence at general scale. We prove the following general convergence result.

**Proposition 6.** Let \((u_\alpha)_{\alpha \in \mathbb{N}} \in C^2(\overline{\Omega})\) such that (1.3) and (1.4) hold. Let \((x_{1,\alpha}), \ldots, (x_{N,\alpha}) \in \overline{\Omega}\) and \((\mu_{1,\alpha}), \ldots, (\mu_{N,\alpha}) \in (0, +\infty)\) such that (7.1) holds. Let \((x_\alpha)_{\alpha \in \mathbb{N}} \in \overline{\Omega}\) and \((\mu_\alpha)_{\alpha \in \mathbb{N}}, (r_\alpha)_{\alpha \in \mathbb{N}} \in (0, +\infty)\) be sequences such that

(i) \(\lim_{\alpha \to +\infty} r_\alpha = 0\) and \(\mu_\alpha = o(r_\alpha)\) when \(\alpha \to +\infty\),

(ii) \(r_\alpha \not\equiv \mu_{i,\alpha}\) when \(\alpha \to +\infty\) for all \(i \in \{1, \ldots, N\}\) such that \(x_{i,\alpha} - x_\alpha = O(r_\alpha)\) when \(\alpha \to +\infty\),

(iii) \(r_\alpha^{-2} u_\alpha = O(\mu_\alpha^{-2})\) when \(\alpha \to +\infty\),

(iv) \(\mu_{i,\alpha} = O(\mu_\alpha)\) when \(\alpha \to +\infty\) for all \(i \in I\) where \(I := \{i \in \{1, \ldots, N\}/x_{i,\alpha} - x_\alpha = O(r_\alpha)\) and \(\mu_{i,\alpha} = o(r_\alpha)\) when \(\alpha \to +\infty\),

(v) \(r_\alpha^2 \mu_{i,\alpha} = O(\mu_\alpha (\mu_{i,\alpha}^2 + |x_{i,\alpha} - x_\alpha|^2))\) when \(\alpha \to +\infty\) for all \(i \in I^c\).

Then we distinguish two cases:

- **Case 6.1:** Assume that

\[
\lim_{\alpha \to +\infty} \frac{d(x_\alpha, \partial\Omega)}{r_\alpha} = +\infty.
\]

We define

\[
v_\alpha(x) := \frac{r_\alpha^{-2} u_\alpha(x_\alpha + r_\alpha x)}{\mu_\alpha^2} \text{ for all } x \in \frac{\Omega - x_\alpha}{r_\alpha}. \tag{8.1}
\]

Then,

\[
\lim_{\alpha \to +\infty} v_\alpha(x) = K + \sum_{i \in I'} \lambda_i |x - \theta_i|^{2-n} \text{ in } C^2_{loc}(\mathbb{R}^n \setminus \{\theta_i | i \in I\}) \tag{8.2}
\]

where

\[
I' := \{i \in I/ \mu_{i,\alpha} \not\equiv \mu_\alpha\} \tag{8.3}
\]

and

\[
\theta_i := \lim_{\alpha \to +\infty} \frac{x_{i,\alpha} - x_\alpha}{r_\alpha} \text{ for all } i \in I \text{ and } \lambda_i > 0 \text{ for all } i \in I'. \tag{8.4}
\]

And

\[
K = \lim_{\alpha \to +\infty} \frac{r_\alpha^{-2} \bar{u}_\alpha}{\mu_\alpha^2} + \sum_{i \in I^c} \tau_i \lim_{\alpha \to +\infty} \left(\frac{r_\alpha^2 \mu_{i,\alpha}}{\mu_\alpha (\mu_{i,\alpha}^2 + |x_{i,\alpha} - x_\alpha|^2)}\right)^{2-2}. \tag{8.5}
\]

with \(\tau_i \geq 1\) for all \(i \in I^c\)

- **Case 6.2:** Assume that

\[
\lim_{\alpha \to +\infty} d(x_\alpha, \partial\Omega) = \rho \in [0, +\infty).
\]

Then there exists \(x_0 \in \partial\Omega\) such that \(\lim_{\alpha \to +\infty} x_\alpha = x_0\). We take \(\varphi, U_{x_0}\) and the extension \(\tilde{u}_\alpha\) as in Lemma 2. We define

\[
\tilde{v}_\alpha(x) := \frac{r_\alpha^{-2} \tilde{u}_\alpha \circ \varphi^{-1}(x_\alpha) + r_\alpha x}{\rho} \text{ for all } x \in \frac{\varphi^{-1}(U_{x_0}) - \varphi^{-1}(x_\alpha)}{r_\alpha}. \tag{8.6}
\]
Then,
\[
\lim_{\alpha \to +\infty} \tilde{v}_\alpha(x) = K + \sum_{i \in I'} \lambda_i (|x - \tilde{\theta}_i|^2 - n + |x - \sigma(\tilde{\theta}_i)|^2 - n) \text{ in } C^1_{loc}(\mathbb{R}^n \setminus \{\tilde{\theta}_i, \sigma(\tilde{\theta}_i) / i \in I\})
\]
where \(K \geq 0\), \(I'\), \(\lambda_i\) are as above, \(\tilde{\theta}_i := \lim_{\alpha \to +\infty} \varphi^{-1}(x_{i,\alpha}) - \varphi^{-1}(x_\alpha)\) for all \(i \in I\) and \(\sigma : \mathbb{R}^n \to \mathbb{R}^n\) is the orthogonal symmetry with respect to the hyperplane \(\{x_1 = \rho\}\), that is
\[
\sigma(x_1, x') = (2\rho - x_1, x') \text{ for all } (x_1, x') \in \mathbb{R}^n.
\]

**Proof of Proposition 6:** As in the statement of the proposition, we distinguish two cases.

**Case 6.1:** we assume that
\[
\lim_{\alpha \to +\infty} \frac{d(x_\alpha, \partial \Omega)}{r_\alpha} = +\infty.
\]
We let \(R > 0\) so that, for \(\alpha \in \mathbb{N}\) large enough, it follows from (8.1) that \(v_\alpha(x)\) makes sense for all \(x \in B_R(0)\). We fix \(x \in B_R(0)\). It follows from (7.1) that
\[
v_\alpha(x) = (1 + o(1)) \left( \frac{r_\alpha^{n-2} \tilde{u}_\alpha}{\mu_\alpha^{n-2}} + \sum_{i=1}^N \frac{r_\alpha^{n-2} V_{i,\alpha}(x_\alpha + r_\alpha x)}{\mu_\alpha^{n-2}} \right)
\]
when \(\alpha \to +\infty\). We estimate the right-hand-side with Proposition 13. We have to distinguish whether \(i \in I\) or not

**Step 6.1.1:** Let \(i \in I\). We define
\[
\theta_{i,\alpha} := \frac{x_{i,\alpha} - x_\alpha}{r_\alpha}
\]
for all \(\alpha \in \mathbb{N}\). In particular, \(\lim_{\alpha \to +\infty} \theta_{i,\alpha} = \theta_i\) where \(\theta_i\) is defined in (8.4). Therefore
\[
\frac{r_\alpha^{n-2} U_{i,\alpha}(x_\alpha + r_\alpha x)}{\mu_\alpha^{n-2}} = \left( \frac{\frac{\mu_{i,\alpha}^2 r_\alpha^2}{\mu_\alpha^2} + |x_\alpha - x_{i,\alpha} + r_\alpha x|^2}{\mu_\alpha (\frac{\mu_{i,\alpha}^2}{\mu_\alpha^2} + |x - \theta_{i,\alpha}|^2)} \right)^{\frac{n-2}{2}}
\]
\[
= \left( \frac{\mu_{i,\alpha}}{\mu_\alpha (\frac{\mu_{i,\alpha}^2}{\mu_\alpha} + |x - \theta_{i,\alpha}|^2)} \right)^{\frac{n-2}{2}}
\]
\[
= \left( \lim_{\alpha \to +\infty} \left( \frac{\mu_{i,\alpha}}{\mu_\alpha} \right)^{\frac{n-2}{2}} \right) |x - \theta_i|^{2-n} + o(1) \quad (8.11)
\]
for all \(x \in B_R(0) \setminus \{\theta_i\}\) when \(\alpha \to +\infty\). Note that these quantities are well-defined due to point (iv) of the hypothesis of Proposition 6.

**Step 6.1.2:** Let \(i \in I^c\) such that
\[
\lim_{\alpha \to +\infty} \frac{|x_{i,\alpha} - x_\alpha|}{r_\alpha} = +\infty.
\]
Let $\alpha_0 \in \mathbb{N}$ be large enough such that $|x_{i,\alpha} - x_\alpha| \geq 2 R_{\alpha}$ for all $\alpha \geq \alpha_0$. Then

$$||x_\alpha - x_{i,\alpha} + r_\alpha x| - |x_{i,\alpha} - x_\alpha|| \leq r_\alpha |x| = O(r_\alpha) = o(|x_{i,\alpha} - x_\alpha|)$$

when $\alpha \to +\infty$ and uniformly for all $x \in B_R(0)$. Therefore, we have that

$$\frac{r_\alpha^{-2} U_{i,\alpha}(x_\alpha + r_\alpha x)}{\mu_\alpha} = \left( \frac{\mu_{i,\alpha}^2 x_{i,\alpha}^2}{\mu_\alpha (\mu_{i,\alpha}^2 + |x_{i,\alpha} - x_\alpha|^2)} \right)^{\frac{n-2}{2}}$$

$$= (1 + o(1)) \left( \frac{\mu_{i,\alpha}^2 x_{i,\alpha}^2}{\mu_\alpha (\mu_{i,\alpha}^2 + |x_{i,\alpha} - x_\alpha|^2)} \right)^{\frac{n-2}{2}}$$

(8.12)

for all $x \in B_R(0)$ and all $\alpha \in \mathbb{N}$.

**Step 6.1.3:** Let $i \in I^c$ such that

$$|x_{i,\alpha} - x_\alpha| = O(r_\alpha) \text{ when } \alpha \to +\infty.$$

Since $i \notin I$ and points (ii) and (iv) of the hypothesis of Proposition 6 hold, we then have that $r_\alpha = o(\mu_{i,\alpha})$ when $\alpha \to +\infty$: in particular, $|x_\alpha - x_{i,\alpha}| = o(\mu_{i,\alpha})$ when $\alpha \to +\infty$. We then get that

$$\frac{r_\alpha^{-2} U_{i,\alpha}(x_\alpha + r_\alpha x)}{\mu_\alpha} = \left( \frac{\mu_{i,\alpha}^2 x_{i,\alpha}^2}{\mu_\alpha (\mu_{i,\alpha}^2 + |x_{i,\alpha} - x_\alpha|^2)} \right)^{\frac{n-2}{2}}$$

$$= (1 + o(1)) \left( \frac{\mu_{i,\alpha}^2 x_{i,\alpha}^2}{\mu_\alpha (\mu_{i,\alpha}^2 + |x_{i,\alpha} - x_\alpha|^2)} \right)^{\frac{n-2}{2}}$$

(8.13)

for all $x \in B_R(0)$ and all $\alpha \in \mathbb{N}$.

**Step 6.1.4:** Let $i \in \{1,\ldots,N\}$. We claim that

$$\frac{r_\alpha^{-2} \mu_{i,\alpha}}{\mu_\alpha} = o(1)$$

(8.14)

when $\alpha \to +\infty$. Indeed, it follows from Point (iii) of Proposition 2 that

$$\mu_{i,\alpha}^{\frac{n-2}{2}} \leq C \int_{\Omega \cap B_{\mu_{i,\alpha}}(x_{i,\alpha})} u_{\alpha}^{2r-2} \, dx \leq C \int_{\Omega} u_{\alpha}^{2r-2} \, dx = C_\alpha \int_{\Omega} u_{\alpha} \, dx = o(\bar{u}_\alpha)$$

(8.15)

when $\alpha \to +\infty$. Therefore, (8.14) follows from point (iii) of the hypothesis of Proposition 6.

**Step 6.1.5:** We let $i \in \{1,\ldots,N\}$ such that the hypothesis of point (iii) of Proposition 13 hold. Since $\pi_{\varphi}^{-1}(x_{i,\alpha}) \notin \Omega$, we have that $|x_\alpha - \pi_{\varphi}^{-1}(x_{i,\alpha})| \geq d(x_\alpha, \partial \Omega)$. Moreover, since (8.9) holds, we have that

$$\frac{r_\alpha^{-2} U_{i,\alpha}(x_\alpha + r_\alpha x)}{\mu_\alpha} = \left( \frac{\mu_{i,\alpha}^2 x_{i,\alpha}^2}{\mu_\alpha (\mu_{i,\alpha}^2 + |x_{i,\alpha} - x_\alpha|^2)} \right)^{\frac{n-2}{2}}$$

$$= (1 + o(1)) \left( \frac{\mu_{i,\alpha}^2 x_{i,\alpha}^2}{\mu_\alpha (\mu_{i,\alpha}^2 + |x_{i,\alpha} - \pi_{\varphi}^{-1}(x_{i,\alpha})|^2)} \right)^{\frac{n-2}{2}}$$
Assume that \( i \in I \); in this case, we have that \( \mu_{i, \alpha} = O(\mu_\alpha) \) when \( \alpha \to +\infty \). Since in addition \( |x_\alpha - \pi_\varphi^{-1}(x_{i, \alpha})| \geq d(x_\alpha, \partial \Omega) \) and (8.9) holds, we have that
\[
\lim_{\alpha \to +\infty} \frac{r_\alpha^{-2} \hat{K}_{i, \alpha}(x_\alpha + r_\alpha x)}{\mu_\alpha} = 0 \quad \text{if} \quad i \in I. 
\] (8.16)

Assume that \( i \notin I \). Since \( |x_\alpha - x_{i, \alpha}| = O(|x_\alpha - \pi_\varphi^{-1}(x_{i, \alpha})|) \) when \( \alpha \to +\infty \), we have that
\[
\frac{r_\alpha^{-2} \hat{K}_{i, \alpha}(x_\alpha + r_\alpha x)}{\mu_\alpha} = O\left( \left( \frac{\mu_{i, \alpha}^2 r_\alpha^2}{\mu_\alpha (\mu_{i, \alpha}^2 + |x_\alpha - x_{i, \alpha}|^2)} \right)^{\frac{n-2}{2}} \right) 
\] (8.17)
when \( \alpha \to +\infty \).

Plugging (8.11)-(8.17) into (8.10) and using Proposition 13, we get that
\[
\lim_{\alpha \to +\infty} \frac{d(x_\alpha, \partial \Omega)}{r_\alpha} = \rho
\]
for all \( x \in \mathbb{R}^n \setminus \{ \theta_i / i \in I \} \), where \( K, I', \theta_i \) and \( \lambda_i \) are as in (8.3), (8.4) and (8.5). Moreover, as easily checked, this convergence is uniform on every compact subset of \( \mathbb{R}^n \setminus \{ \theta_i / i \in I \} \).

**Step 6.1.6:** We claim that (8.2) holds. We prove the claim. It follows from equation (1.3) that
\[
\Delta v_\alpha + r_\alpha^2 \epsilon_v v_\alpha = n(n - 2) \left( \frac{\mu_\alpha}{r_\alpha} \right)^2 v_\alpha^{2^* - 1} \quad \text{in} \quad B_R(0) 
\] (8.19)
for all \( \alpha \in \mathbb{N} \). Since \( \mu_\alpha = o(r_\alpha) \) when \( \alpha \to +\infty \), it follows from (8.18) and standard elliptic theory that (8.2) holds. This proves the claim.

This ends the proof of Proposition 6 in Case 6.2.

**Case 6.2:** We assume that
\[
\lim_{\alpha \to +\infty} \frac{d(x_\alpha, \partial \Omega)}{r_\alpha} = \rho
\]
with \( \rho \in [0, +\infty) \). In particular, \( \lim_{\alpha \to +\infty} x_\alpha = x_0 \in \partial \Omega \). We consider the domain \( U_{x_0} \), the extension \( \tilde{g} \) of the Euclidean metric \( \xi \), the chart \( \varphi \) and the extension \( \tilde{u}_\alpha \) defined in Lemma 2. Let \( R > 0 \) and let \( \alpha > 0 \) large enough such that
\[
B_R(0) \subset r_\alpha^{-1}(\varphi^{-1}(U_{x_0}) - \varphi^{-1}(x_\alpha)).
\]
Let us define \( (x_{1, \alpha}, x_{1, \alpha}') := \varphi^{-1}(x_\alpha) \) with \( x_{1, \alpha} \leq 0 \) and \( x_{1, \alpha}' \in \mathbb{R}^{n-1} \). Therefore, as is easily checked, we have that for any \( x \in B_R(0) \),
\[
\varphi(\varphi^{-1}(x_\alpha) + r_\alpha x) \in \Omega' \iff x_1 \leq \frac{|x_{1, \alpha}|}{r_\alpha}.
\]
We consider the extension \( \tilde{u}_\alpha \) of \( u_\alpha \) defined as in Lemma 2. In particular, the maps \( \varphi, \pi, \pi_\varphi, \pi_\varphi, \pi_\varphi, \pi_\varphi \) refer to the point \( x_0 \). Given \( i \in \{ 1, \ldots, N \} \), it follows from the properties of the \( V_{i, \alpha} \)'s (see Proposition 13) that
\[
V_{i, \alpha}(\pi_\varphi^{-1}(x)) = \left( 1 + o(1) \right) V_{i, \alpha}(x) + O(\mu_{i, \alpha}^{\frac{n-2}{2}}) 
\] (8.20)
when \( \alpha \to +\infty \) uniformly for \( x \in U_{x_0} \) (up to taking \( U_{x_0} \) a sufficiently small neighborhood of \( x_0 \) in \( \mathbb{R}^n \)). Therefore, it follows from (7.1) that
\[
\tilde{u}_\alpha(x) = (1 + o(1)) \left( \hat{u}_\alpha + \sum_{i=1}^{N} V_{i,\alpha}(x) \right)
\]
when \( \alpha \to +\infty \) uniformly for \( x \in U_{x_0} \cap \Omega \). Consequently, using (8.20) and (8.14), for \( x \in B_R(0) \), we have that
\[
\tilde{v}_\alpha(x) = (1 + o(1)) \left( \frac{r_\alpha^{-2}\hat{u}_\alpha}{\mu_\alpha^2} + \sum_{i=1}^{N} \frac{r_\alpha^{-2}V_{i,\alpha}(\varphi((x_{1,\alpha},x_{\alpha}^i) + r_\alpha x))}{\mu_\alpha^2} \right)
\]
when \( \alpha \to +\infty \) uniformly for \( x \in B_R(0) \). Here again, we distinguish whether \( i \in I \) or not.

**Step 6.2.1:** we fix \( i \in I^* \). Then there exists \( \tau_i \geq 1 \) such that
\[
\frac{r_\alpha^{-2}V_{i,\alpha}(\varphi((x_{1,\alpha},x_{\alpha}^i) + r_\alpha x))}{\mu_\alpha^2} = (1 + o(1))\tau_i \left( \frac{\mu_{i,\alpha}r_{i,\alpha}}{\mu_\alpha^2 + |x_{i,\alpha} - x_\alpha|^2} \right)^{\frac{n-2}{2}}
\]
for all \( x \in B_R(0) \) and all \( \alpha \in \mathbb{N} \). The proof goes as in Case 6.1 above and we omit it.

**Step 6.2.2:** We fix \( i \in I \). Mimicking what was done in Case 6.1.1, we define
\[
\tilde{\varphi}_{i,\alpha} := \varphi^{-1}(x_{i,\alpha}) - \varphi^{-1}(x_\alpha) \quad \text{and} \quad \tilde{\varphi}_i := \lim_{\alpha \to +\infty} \tilde{\varphi}_{i,\alpha}
\]
for all \( i \in I \). Using that \( d\varphi_0 \) is an orthogonal transformation and proceeding as in Step 6.1.1, we get that
\[
\frac{r_\alpha^{-2}U_{i,\alpha}(\varphi((x_{1,\alpha},x_{\alpha}^i) + r_\alpha x))}{\mu_\alpha^2} = \left( \lim_{\alpha \to +\infty} \left( \frac{\mu_{i,\alpha}}{\mu_\alpha} \right)^{\frac{n-2}{2}} \right) |x - \tilde{\varphi}_i|^2 - \mu_{i,\alpha}^2 + o(1)
\]
for all \( x \in B_R(0) \setminus \{ \tilde{\varphi}_i \} \) when \( \alpha \to +\infty \). Here again we omit the proof and we refer to Step 6.1.1.

**Step 6.2.3:** We fix \( i \in I \). In particular, \( \lim_{\alpha \to +\infty} x_{i,\alpha} = x_0 \). We assume that \( x_{i,\alpha} \not\in \partial\Omega \) for all \( \alpha \in \mathbb{N} \). We then have that
\[
\frac{r_\alpha^{-2}\hat{U}_{i,\alpha}(\varphi((x_{1,\alpha},x_{\alpha}^i) + r_\alpha x))}{\mu_\alpha^2} = \left( \frac{\mu_{i,\alpha}r_{i,\alpha}}{\mu_\alpha^2 + |\varphi((x_{1,\alpha},x_{\alpha}^i) + r_\alpha x) - \varphi^{-1}(x_{1,\alpha})|^2} \right)^{\frac{n-2}{2}}
\]
for all \( \alpha \in \mathbb{N} \) and all \( x \in B_R(0) \). Here, note that since we work in a neighborhood of \( x_0 \), we use the maps \( \varphi, \pi \) defined above. We define \( ((x_{1,\alpha}),x_{\alpha}^i) := \varphi^{-1}(x_{i,\alpha}) \) for all \( \alpha \in \mathbb{N} \). We have that
\[
|\varphi((x_{1,\alpha},x_{\alpha}^i) + r_\alpha x) - \pi^{-1}(x_{i,\alpha})| = |\varphi((x_{1,\alpha},x_{\alpha}^i) + r_\alpha x) - \varphi \circ \pi^{-1}((x_{1,\alpha},x_{\alpha}^i) + r_\alpha \tilde{\varphi}_{i,\alpha})|
\]
\[
= (1 + o(1))|x_{1,\alpha},x_{\alpha}^i) + r_\alpha x - \pi^{-1}(x_{1,\alpha},x_{\alpha}^i) - r_\alpha \pi^{-1}(\tilde{\varphi}_{i,\alpha})|
\]
\[
= (1 + o(1))r_\alpha \left| 2\frac{x_{1,\alpha}}{r_\alpha},0 \right| + x - \pi^{-1}(\tilde{\varphi}_{i,\alpha})
\]
(8.25)
Convergence at appropriate scale.

8.2.

□

Proposition 6 is a direct consequence of Cases 6.1 and 6.2.

We define also

It then follows from (8.21), (8.22), (8.23), (8.27), Step 6.1.4 and Proposition 13 that

\[ d(\phi, \partial \Omega) = (1 + o(1))|x_{1, \alpha}| \]  

(8.26)

when \( \alpha \to +\infty \). In particular,

\[ \lim_{\alpha \to +\infty} \frac{|x_{1, \alpha}|}{r_{\alpha}} = \rho. \]

Since \( x_{1, \alpha} < 0 \), plugging together (8.24), (8.25) and (8.26), we have that

\[ r_{\alpha}^{-n} - \tilde{U}_{i, \alpha}(\varphi((x_{1, \alpha} + r_{\alpha}x) = \left( \lim_{\alpha \to +\infty} \left( \frac{\mu_{i, \alpha}}{\mu_{\alpha}} \right)^{\frac{n-2}{2}} \right) |x - \sigma(\tilde{\theta}_{i})|^{2-n} + o(1) \]  

(8.27)

when \( \alpha \to +\infty \) uniformly on compact subsets of \( \mathbb{R}^n \setminus \{ \sigma(\tilde{\theta}_{i}) \} \).

**Step 6.2.4:** Given \( i \in I' \), we define

\[ \lambda_{i} := \lim_{\alpha \to +\infty} \left( \frac{\mu_{i, \alpha}}{\mu_{\alpha}} \right)^{\frac{n-2}{2}} \cdot \begin{cases} 1 & \text{if } x_{i, \alpha} \notin \partial \Omega \text{ for all } \alpha \in \mathbb{N} \\ \frac{1}{2} & \text{if } x_{i, \alpha} \in \partial \Omega \text{ for all } \alpha \in \mathbb{N} \end{cases} \]

It then follows from (8.21), (8.22), (8.23), (8.27), Step 6.1.4 and Proposition 13 that

\[ \lim_{\alpha \to +\infty} \tilde{\nu}_{\alpha}(x) = K + \sum_{i \in I'} \lambda_{i} (|x - \tilde{\theta}_{i}|^{2-n} + |x - \sigma(\tilde{\theta}_{i})|^{2-n}) \]

(8.28)

uniformly for all \( x \) in compact subsets of \( \mathbb{R}^n \setminus \{ \tilde{\theta}_{i}, \sigma(\tilde{\theta}_{i})/i \in I \} \), where \( K \) is defined in (8.5). We define the metric \( g_{\alpha} := (\varphi^* \tilde{g})(\varphi^{-1}(x_{\alpha}) + r_{\alpha}x) \) for \( x \in r_{\alpha}^{-1}(\varphi^{-1}(U_{\alpha}) - \varphi^{-1}(x_{\alpha})) \). With a change of variables, equation (1.3) rewrites

\[ \Delta_{g_{\alpha}} \tilde{v}_{\alpha} + \epsilon_{\alpha} r_{\alpha}^{2} \tilde{v}_{\alpha} = \left( \frac{\mu_{\alpha}}{r_{\alpha}} \right)^{2} \tilde{v}_{\alpha}^{2} - 1 \]

weakly in \( B_{R}(0) \). It then follows from standard elliptic theory that (8.28) holds in \( C_{loc}^{1} \). This proves (8.7), and this concludes the proof of Proposition 6 in Case 6.2.

Proposition 6 is a direct consequence of Cases 6.1 and 6.2.

8.2. **Convergence at appropriate scale.** We fix \( i \in \{ 1, \ldots, N \} \). We define

\[ J_{i} := \{ j \neq i/\mu_{i, \alpha} = O(\mu_{j, \alpha}) \text{ when } \alpha \to +\infty \}. \]

We define also

\[ s_{i, \alpha} := \begin{cases} \min \left\{ \frac{\mu_{i, \alpha}}{\mu_{\alpha}}, \min_{j \in J_{i}} \left( \frac{\mu_{i, \alpha}}{\mu_{j, \alpha}} \left( \mu_{j, \alpha}^{2} + |x_{j, \alpha} - x_{i, \alpha}|^{2} \right)^{\frac{1}{2}} \right) \right\} & \text{if } x_{i, \alpha} \in \partial \Omega \\ \min \left\{ \frac{\mu_{i, \alpha}}{\mu_{\alpha}}, \min_{j \in J_{i}} \left( \frac{\mu_{i, \alpha}}{\mu_{j, \alpha}} \left( \mu_{j, \alpha}^{2} + |x_{j, \alpha} - x_{i, \alpha}|^{2} \right)^{\frac{1}{2}} \right) \right\} & \text{if } x_{i, \alpha} \in \partial \Omega \end{cases} \]

(8.29)

Applying Proposition 6, we get the two following propositions:

**Proposition 7.** Let \( i \in \{ 1, \ldots, N \} \) and assume that

\[ \lim_{\alpha \to +\infty} \frac{d(x_{i, \alpha}, \partial \Omega)}{s_{i, \alpha}} = +\infty. \]
For $x \in s_{i,\alpha}^{-1}(\Omega - x,\alpha)$, we define

$$v_{i,\alpha}(x) := \frac{s_{i,\alpha}^{-2}}{\mu_{i,\alpha}} u_\alpha(x_{i,\alpha} + s_{i,\alpha}x).$$

We define

$$I_i := \{ j \in \{ 1, ..., N \} / x_{j,\alpha} - x_{i,\alpha} = O(s_{i,\alpha}) \text{ and } \mu_{j,\alpha} = o(s_{i,\alpha}) \text{ when } \alpha \to +\infty \}$$

and

$$\theta_j := \lim_{\alpha \to +\infty} \frac{x_{j,\alpha} - x_{i,\alpha}}{s_{i,\alpha}} \text{ for all } j \in I_i.$$ 

Then there exists $v_i \in C^2(\mathbb{R}^n \setminus \{ \theta_j / j \in I_i \})$ such that

$$\lim_{\alpha \to +\infty} v_i = v_i \text{ in } C^2(\mathbb{R}^n \setminus \{ \theta_j / j \in I_i \}). \quad (8.30)$$

In addition, there exists $K \geq 0$ and $0 < \lambda_j$ such that

$$v_i(x) = K + \sum_{j \in I_i'} \lambda_j |x - \theta_j|^{2-n} \text{ for all } x \in \mathbb{R}^n \setminus \{ \theta_j / j \in I_i \}. \quad (8.31)$$

Moreover, there exists $0 < \delta$ such that 

$$v_i(x) := \frac{\lambda_j}{|x|^{n-2}} + \psi_i(x) \text{ for all } x \in B_{2\delta}(0) \setminus \{ 0 \} \text{ with } \psi_i(0) > 0. \quad (8.32)$$

**Proposition 8.** Let $i \in \{ 1, ..., N \}$ and assume that

$$\lim_{\alpha \to +\infty} \frac{d(x_{i,\alpha}, \partial \Omega)}{s_{i,\alpha}} = \rho \in [0, +\infty).$$

In particular $\lim_{\alpha \to +\infty} x_{i,\alpha} = x_0 \in \partial \Omega$. We let $\varphi$ be a chart around $x_0$ as in Lemma 2. For $x \in s_{i,\alpha}^{-1}(\Omega - x,\alpha)$, we define

$$\tilde{v}_{i,\alpha}(x) := \frac{s_{i,\alpha}^{-2}}{\mu_{i,\alpha}} \varphi \circ \varphi^{-1}(x_{i,\alpha}) + s_{i,\alpha}x).$$

We define

$$I_i := \{ j \in \{ 1, ..., N \} / x_{j,\alpha} - x_{i,\alpha} = O(s_{i,\alpha}) \text{ and } \mu_{j,\alpha} = o(s_{i,\alpha}) \text{ when } \alpha \to +\infty \}$$

and

$$\tilde{\theta}_j := \lim_{\alpha \to +\infty} \frac{\varphi^{-1}(x_{j,\alpha}) - \varphi^{-1}(x_{i,\alpha})}{s_{i,\alpha}} \text{ for all } j \in I_i. \quad (8.33)$$

We define $\sigma(x_1, x') := (2\rho - x_1, x')$ for all $(x_1, x') \in \mathbb{R}^n$. Then there exists $\tilde{v}_i \in C^2(\mathbb{R}^n \setminus \{ \tilde{\theta}_j, \sigma(\tilde{\theta}_j) / j \in I_i \})$ such that

$$\lim_{\alpha \to +\infty} \tilde{v}_{i,\alpha} = \tilde{v}_i \text{ in } C^1_{loc}(\mathbb{R}^n \setminus \{ \tilde{\theta}_j, \sigma(\tilde{\theta}_j) / j \in I_i \}). \quad (8.34)$$

In addition, there exists $K \geq 0$ and $0 < \lambda_j$ such that

$$\tilde{v}_i(x) = K + \sum_{j \in I_i'} \lambda_j \left( |x - \tilde{\theta}_j|^{2-n} + |x - \sigma(\tilde{\theta}_j)|^{2-n} \right) \text{ for all } x \in \mathbb{R}^n \setminus \{ \theta_j, \sigma(\tilde{\theta}_j) / j \in I_i \}. \quad (8.35)$$
Moreover, there exists $\delta > 0$, there exists $\chi_i > 0$ and $\tilde{\psi}_i \in C^2(B_{2\delta}(0))$ harmonic such that
\[ \tilde{v}_i(x) := \frac{\chi_i}{|x|^{n-2}} + \tilde{\psi}_i(x) \text{ for all } x \in B_{2\delta}(0) \setminus \{0\} \text{ with } \tilde{\psi}_i(0) > 0. \] (8.36)

**Proof of Propositions 7 and 8:** We apply Proposition 6.

**Step 7.1:** we claim that points (i) to (v) of Proposition 6 hold with
\[ \mu_\alpha := \mu_{i,\alpha} \text{ and } r_\alpha := s_{i,\alpha} \text{ for all } \alpha \in \mathbb{N}. \]

We prove the claim.

**Step 7.1.1** We claim that (i) holds.
We prove this claim via two claims. We first claim that
\[ \lim_{\alpha \to +\infty} s_{i,\alpha} = 0. \] (8.37)
We prove the claim. Indeed, it follows from the estimate (8.15) and the definition (8.29) of $s_{i,\alpha}$ that
\[ s_{i,\alpha} \leq \mu_{i,\alpha} \mu_{j,\alpha} \left( \mu_{2,j,\alpha} + |x_{j,\alpha} - x_{i,\alpha}|^2 \right) = o(\mu_{2,j,\alpha}) + o(s_{i,\alpha}) \] when $\alpha \to +\infty$, and then $s_{i,\alpha} = o(\mu_{k,\alpha})$ when $\alpha \to +\infty$: a contradiction with (8.41). Then (8.37) holds. This proves the claim.

These two claims prove that (i) holds. This ends Step 7.1.1.

**Step 7.1.2:** Let $k \in \{1, \ldots, N\}$. We assume that $x_{k,\alpha} - x_{i,\alpha} = O(s_{i,\alpha})$ when $\alpha \to +\infty$. We claim that
\[ s_{i,\alpha} \neq \mu_{k,\alpha} \text{ when } \alpha \to +\infty. \] (8.40)
We prove the claim by contradiction and we assume that
\[ s_{i,\alpha} = \mu_{k,\alpha} \text{ when } \alpha \to +\infty. \] (8.41)
Since $\mu_{i,\alpha} = o(s_{i,\alpha})$ when $\alpha \to +\infty$, we then get that $\mu_{i,\alpha} = o(\mu_{k,\alpha})$ when $\alpha \to +\infty$, and therefore $k \in J_i$. It then follows from the definition of $s_{i,\alpha}$ that
\[ s_{i,\alpha}^2 \leq \frac{\mu_{i,\alpha}}{\mu_{k,\alpha}} (\mu_{k,\alpha}^2 + |x_{i,\alpha} - x_{k,\alpha}|^2) = o(\mu_{k,\alpha}^2) + o(s_{i,\alpha}^2) \]
when $\alpha \to +\infty$, and then $s_{i,\alpha} = o(\mu_{k,\alpha})$ when $\alpha \to +\infty$: a contradiction with (8.41). Then (8.40) holds and the claim is proved. This ends Step 7.1.2.

**Step 7.1.3:** Point (iii) is a straightforward consequence of the definition (8.29) of $s_{i,\alpha}$.
**Step 7.1.4:** We let \( j \in \{1, \ldots, N\} \) be such that \( x_{j,\alpha} - x_{i,\alpha} = O(s_{i,\alpha}) \) and \( \mu_{j,\alpha} = o(s_{i,\alpha}) \) when \( \alpha \to +\infty \). We claim that

\[
\mu_{j,\alpha} = O(\mu_{i,\alpha}) \quad \text{when} \quad \alpha \to +\infty.
\]

(8.42)

We prove the claim by contradiction and we assume that

\[
\mu_{i,\alpha} = o(\mu_{j,\alpha}) \quad \text{when} \quad \alpha \to +\infty.
\]

(8.43)

Therefore, \( j \in J_1 \) and we have with (8.38) that

\[
s_{i,\alpha}^2 \leq \frac{\mu_{i,\alpha}}{\mu_{j,\alpha}} \left( \frac{\mu_{j,\alpha}^2 + |x_{i,\alpha} - x_{j,\alpha}|^2}{\mu_{j,\alpha}^2 + |x_{i,\alpha} - x_{j,\alpha}|^2} \right) = o(s_{i,\alpha}^2) = o(s_{i,\alpha}^2)
\]

when \( \alpha \to +\infty \). A contradiction. Then (8.43) does not hold and (8.42) holds. This proves the claim and ends Step 7.1.4.

**Step 7.1.5:** Let \( j \in \{1, \ldots, N\} \) be such that \( x_{i,\alpha} - x_{j,\alpha} = O(s_{i,\alpha}) \) and \( s_{i,\alpha} = o(\mu_{j,\alpha}) \) when \( \alpha \to +\infty \). We claim that

\[
\frac{s_{i,\alpha}^2 \mu_{j,\alpha}}{\mu_{i,\alpha} \left( \mu_{j,\alpha}^2 + |x_{i,\alpha} - x_{j,\alpha}|^2 \right)} = O(1) \quad \text{when} \quad \alpha \to +\infty.
\]

(8.44)

We prove the claim. Assume first that \( \mu_{j,\alpha} = o(\mu_{i,\alpha}) \) when \( \alpha \to +\infty \): we then get that

\[
\frac{s_{i,\alpha}^2 \mu_{j,\alpha}}{\mu_{i,\alpha} \left( \mu_{j,\alpha}^2 + |x_{i,\alpha} - x_{j,\alpha}|^2 \right)} = O \left( \frac{\mu_{j,\alpha}}{\mu_{i,\alpha}} \right. \left. \frac{s_{i,\alpha}^2}{|x_{i,\alpha} - x_{j,\alpha}|} \right) = O(1)
\]

when \( \alpha \to +\infty \). This proves (8.44), and the claim is proved in this case.

Assume that \( \mu_{i,\alpha} = O(\mu_{j,\alpha}) \) when \( \alpha \to +\infty \). Then \( j \in J_1 \) and (8.44) follows from the definition of \( s_{i,\alpha} \).

In the two cases, we have proved (8.44). This proves the claim and ends Step 7.1.5.

**Step 7.1.6:** Let \( j \in \{1, \ldots, N\} \) be such that \( x_{i,\alpha} - x_{j,\alpha} = O(s_{i,\alpha}) \) and \( s_{i,\alpha} = o(\mu_{j,\alpha}) \) when \( \alpha \to +\infty \). We claim that

\[
\frac{s_{i,\alpha}^2 \mu_{j,\alpha}}{\mu_{i,\alpha} \left( \mu_{j,\alpha}^2 + |x_{i,\alpha} - x_{j,\alpha}|^2 \right)} = O(1) \quad \text{when} \quad \alpha \to +\infty.
\]

(8.45)

We prove the claim. We first assume that \( \mu_{j,\alpha} = o(\mu_{i,\alpha}) \) when \( \alpha \to +\infty \). We then get that

\[
\frac{s_{i,\alpha}^2 \mu_{j,\alpha}}{\mu_{i,\alpha} \left( \mu_{j,\alpha}^2 + |x_{i,\alpha} - x_{j,\alpha}|^2 \right)} = O \left( \frac{\mu_{j,\alpha}}{\mu_{i,\alpha}} \right. \left. \frac{s_{i,\alpha}^2}{|x_{i,\alpha} - x_{j,\alpha}|} \right) = O(1)
\]

when \( \alpha \to +\infty \). Then (8.45) holds in this case. The case \( \mu_{i,\alpha} = O(\mu_{j,\alpha}) \) when \( \alpha \to +\infty \) is dealt as in Step 7.1.5. This proves (8.45) and then the claim. This ends Step 7.1.6.

**Step 7.1.7:** point (v) is a consequence of Steps 7.1.5 and 7.1.6.

Therefore, points (i) to (v) of the hypothesis of Proposition 6 are satisfied with \( \mu_{\alpha} := \mu_{i,\alpha} \) and \( r_{\alpha} := s_{i,\alpha} \). This ends Step 1.

Then we can apply Proposition 6 with \( r_{\alpha} := s_{i,\alpha} \) and \( \mu_{\alpha} := \mu_{i,\alpha} \).

**Step 7.2:** we assume that

\[
\lim_{\alpha \to +\infty} \frac{d(x_{i,\alpha}, \partial \Omega)}{s_{i,\alpha}} = +\infty.
\]

(8.46)
It then follows from Proposition 6 that there exists \( v_i \) as in Proposition 7 such that (8.30) and (8.31) hold. Moreover, there exists \( (\tau_j)_j \) such that

\[
K = \lim_{\alpha \to +\infty} \frac{s_{1,\alpha}^{n-2} \delta_{\alpha}}{u_{\alpha}^{2-n}} + \sum_{j \notin I_i} \tau_j \lim_{\alpha \to +\infty} \left( \frac{s_{1,\alpha}^{n} \mu_{j,\alpha}}{\mu_{\alpha}(\mu_{j,\alpha} + |x_{i,\alpha} - x_{j,\alpha}|^2)} \right) .
\]  

(8.47)

**Step 7.2.1:** We claim that

\( K > 0 \) or \( \exists j \in I'_i \) such that \( \theta_j \neq 0 \).  

(8.48)

We prove the claim. If \( K > 0 \), then (8.48) holds. We assume that \( K = 0 \). It then follows from (8.47) that

\[
s_{i,\alpha} = o \left( \frac{\mu_{i,\alpha}^2}{\mu_{j,\alpha}} \right) \quad \text{and} \quad s_{i,\alpha}^2 = o \left( \frac{\mu_{i,\alpha}^2}{\mu_{j,\alpha}^2} \right) \quad \text{for all} \quad j \notin I_i \quad (8.49)
\]

when \( \alpha \to +\infty \). The definition (8.29) of \( s_{i,\alpha} \), (8.46) and (8.49) yield the existence of \( j \in I_i \cap J_i \) such that

\[
s_{i,\alpha}^2 = \frac{\mu_{i,\alpha}}{\mu_{j,\alpha}} \left( \mu_{j,\alpha}^2 + |x_{j,\alpha} - x_{i,\alpha}|^2 \right)
\]

(8.50)

for all \( \alpha \in \mathbb{N} \). Since \( j \in J_i \), we have that

\[
\mu_{i,\alpha} = O(\mu_{j,\alpha}) \quad \text{when} \quad \alpha \to +\infty \quad \text{and} \quad j \neq i.
\]

(8.51)

Moreover, since \( j \in I_i \), we have that

\[
x_{j,\alpha} - x_{i,\alpha} = O(s_{i,\alpha}) \quad \text{and} \quad \mu_{j,\alpha} = o(s_{i,\alpha})
\]

(8.52)

When \( \alpha \to +\infty \). It then follows from (8.50), (8.51) and (8.52) that

\[
\mu_{i,\alpha} \asymp \mu_{j,\alpha} \quad \text{and} \quad |x_{i,\alpha} - x_{j,\alpha}| \asymp s_{i,\alpha} \quad \text{when} \quad \alpha \to +\infty.
\]

(8.53)

In particular, \( j \in I'_i \) and \( \theta_j \neq 0 \). This proves (8.48) when \( K = 0 \). This proves the claim and ends Step 7.2.1.

We set

\[
\delta := \frac{1}{2} \min\{|\theta_j|/j \in I_i \text{ and } \theta_j \neq 0\}.
\]

We define

\[
\psi_i(x) := K + \sum_{j \in I_i'} \lambda_j |x - \theta_j|^{2-n}
\]

for all \( x \in B_{2\delta}(0) \) where \( I_i' := \{j \in I_i/ \theta_j \neq 0\} \). Clearly \( \psi_i \) is smooth and harmonic on \( B_{\delta}(0) \). We define \( \lambda'_i = \sum_{j \in I_i' \setminus I_i} \lambda_j \), so that one has that

\[
v_i(x) = \frac{\lambda'_i}{|x|^{n-2}} + \psi_i(x) \quad \text{for all} \quad x \in B_{2\delta}(0) \setminus \{0\}.
\]

Note that \( \lambda'_i \geq \lambda_i > 0 \).

**Step 7.2.2:** We claim that

\[
\psi_i(0) > 0.
\]

We prove the claim. Indeed, if \( K > 0 \), the claim is clear. If \( K = 0 \), it follows from (8.48) that there exists \( j \in I_i' \), and then \( \psi_i(0) \geq \lambda_j |\theta_j|^{2-n} > 0 \). This proves the claim.

Proposition 7 is a consequence of Steps 7.1 and 7.2.
Step 7.3: we assume that
\[
\lim_{\alpha \to +\infty} \frac{d(x_{i,\alpha}, \partial \Omega)}{s_{i,\alpha}} = \rho \geq 0.
\] (8.54)

In this case, the proof of Proposition 8 goes basically as the proof of Proposition 7. We stress here on the differences.

It follows from Proposition 6 that there exists \( \tilde{v}_i \) as in Proposition 8 such that (8.34) and (8.35) holds. We define
\[
\delta := \frac{1}{2} \min\{|\tilde{\theta}_j|/ j \in I_i \text{ and } \tilde{\theta}_j \neq 0\}.
\]

We define
\[
\tilde{\psi}_i(x) := K + \sum_{j \in I_i''} \lambda_j(|x-\tilde{\theta}_j|^{2-n}+|x-\sigma(\tilde{\theta}_j)|^{2-n}) + \left\{ \begin{array}{ll}
\lambda_i'|x-\sigma(\tilde{\theta}_i)|^{2-n} & \text{if } \sigma(\tilde{\theta}_i) \neq 0 \\
0 & \text{if } \sigma(\tilde{\theta}_i) = 0
\end{array} \right.
\]
for all \( x \in B_{2\delta}(0) \) where \( I_i := \{ j \in I_i''/ \theta_j \neq 0 \} \) and \( \lambda_i' > 0 \) is as in Step 7.2.1. In particular, as in Step 7.2, we have that
\[
\tilde{v}_i(x) = \frac{\lambda_i'}{|x|^{n-2}} + \tilde{\psi}_i(x)
\]
for all \( x \in B_{2\delta}(0) \).

We claim that
\[
\tilde{\psi}_i(0) > 0.
\] (8.55)

We prove the claim. As in Step 7.2.2, (8.55) holds if \( K > 0 \). Assume that \( K = 0 \). Arguing as in Step 7.2.1, we get that
\[
\left\{ \begin{array}{ll}
either s_{i,\alpha} = d(x_{i,\alpha}, \partial \Omega) \text{ and } x_{i,\alpha} \notin \partial \Omega \\
or there exists } j \in I_i \cap J_i \text{ such that } s_{i,\alpha}^2 = \frac{\mu_{i,\alpha}}{\mu_{j,\alpha}}(\mu_{j,\alpha}^2 + |x_{j,\alpha} - x_{i,\alpha}|^2)
\end{array} \right.
\]

Step 7.3.1: we assume that
\[
s_{i,\alpha} : = d(x_{i,\alpha}, \partial \Omega)
\]
for all \( \alpha \in \mathbb{N} \). In particular, it follows from (8.54) that that \( \rho = 1 > 0 \) and then \( \sigma(\tilde{\theta}_i) = \sigma(0) = (2\rho, 0) \neq 0 \) and then \( \tilde{\psi}_i(0) \geq \lambda_i'\sigma(\tilde{\theta}_i)|^{2-n} = \lambda_i'(2\rho)^{2-n} > 0 \).

Step 7.3.2: we assume that there exists \( j \in I_i \cap J_i \) such that
\[
s_{i,\alpha}^2 = \frac{\mu_{i,\alpha}}{\mu_{j,\alpha}}(\mu_{j,\alpha}^2 + |x_{j,\alpha} - x_{i,\alpha}|^2)
\]
for all \( \alpha \in \mathbb{N} \). Mimicking what was done in Step 7.2.2, we get again that \( \tilde{\psi}_i(0) > 0 \).

In all the cases, we have proved that \( \tilde{\psi}_i(0) > 0 \). This proves (8.55), and then ends Step 7.3.

Proposition 8 is a consequence of Steps 7.1 and 7.3. □
9. Estimates of the interior blow-up rates

This section is devoted to the analysis of the concentration at the points $x_{i,\alpha}$ away from the boundary.

**Theorem 3.** Let $i \in \{1, ..., N\}$. We assume that

$$
\lim_{\alpha \to +\infty} d(x_{i,\alpha}, \partial \Omega) = +\infty. \quad (9.1)
$$

Then $n \geq 4$ (equation (9.1) does not hold in dimension $n = 3$). Concerning the blow-up rate, there exists $c_i > 0$ such that

$$
\lim_{\alpha \to +\infty} \epsilon_{i,\alpha} s_{i,\alpha}^{n-2} \frac{u_{i,\alpha}}{\mu_{i,\alpha}} = c_i \text{ if } n \geq 5, \quad (9.2)
$$

and

$$
\lim_{\alpha \to +\infty} \epsilon_{i,\alpha} s_{i,\alpha}^2 \ln \frac{1}{\mu_{i,\alpha}} = c_i \text{ if } n = 4. \quad (9.3)
$$

and

$$
s_{i,\alpha} = o(d(x_{i,\alpha}, \partial \Omega)) \quad (9.4)
$$

when $\alpha \to +\infty$. Moreover, when $n \geq 7$, we have the following additional information:

$$
s_{i,\alpha} = o\left(\mu_{i,\alpha}^{-\frac{1}{2}}\right) \text{ when } \alpha \to +\infty, \quad (9.5)
$$

and there exists $j \in \{1, ..., N\}$ such that $\mu_{i,\alpha} = o(\mu_{j,\alpha})$ when $\alpha \to +\infty$ and

$$
s_{i,\alpha} = \left(\mu_{i,\alpha}^{-\frac{1}{2}}\mu_{j,\alpha}^2 + |x_{i,\alpha} - x_{j,\alpha}|^2\right)^{\frac{1}{2}}
$$

for all $\alpha \in \mathbb{N}$.

**Proof of Theorem 3:**

For $x \in s_{i,\alpha}^{-1}(\Omega - x_{i,\alpha})$, we define

$$
v_{i,\alpha}(x) := \frac{s_{i,\alpha}^{n-2}}{\mu_{i,\alpha}} u_{i,\alpha}(x_{i,\alpha} + s_{i,\alpha}x). \quad (9.8)
$$

**Step 3.1:** We claim that there exists $\delta > 0$ such that $v_{i,\alpha}$ is well defined on $B_\delta(0)$ and such that there exists $v_i \in C^2(B_\delta(0) \setminus \{0\})$ such that

$$
\lim_{\alpha \to +\infty} v_{i,\alpha} = v_i \text{ in } C^2_{\text{loc}}(B_{2\delta}(0) \setminus \{0\}) \quad (9.6)
$$

where there exists $\lambda_i > 0$ and $\psi_i \in C^2(B_{2\delta}(0))$ such that $\Delta \psi_i = 0$ and

$$
v_i(x) = \frac{\lambda_i}{|x|^{n-2}} + \psi_i(x) \text{ for all } x \in B_{2\delta}(0) \setminus \{0\} \text{ with } \psi_i(0) > 0. \quad (9.7)
$$

We prove the claim. Indeed, since $x_{i,\alpha} \notin \partial \Omega$, it follows from the definition of $s_{i,\alpha}$ that

$$
d(x_{i,\alpha}, \partial \Omega) \geq 1 \quad (9.8)
$$

for all $\alpha \in \mathbb{N}$. In particular, $v_{i,\alpha}$ is well defined on $B_{1/2}(0)$. 

Assume that \( \lim_{\alpha \to +\infty} \frac{d(x_{i,\alpha}, \partial \Omega)}{s_i, \alpha} = +\infty \): then (9.6) and (9.7) are direct consequences of Proposition 7.

Assume that \( \lim_{\alpha \to +\infty} \frac{d(x_{i,\alpha}, \partial \Omega)}{s_i, \alpha} = \rho \geq 0 \): it follows from (9.8) that \( \rho \geq 1 \) and that \( \lim_{\alpha \to +\infty} x_{i,\alpha} = x_0 \in \partial \Omega \). Using that the chart \( \phi \) around \( x_0 \) is such that \( d\phi_0 \) is an orthogonal transformation and that \( \tilde{u}_\alpha \) coincides with \( u_\alpha \) on \( \Omega \), we get (9.6) and (9.7) thanks to Proposition 8.

This proves the claim and therefore ends Step 3.1.

Taking \( \delta > 0 \) smaller if needed, for any \( j \in \{1, \ldots, N\} \), we have that

\[ x_{j,\alpha} - x_{i,\alpha} \neq o(s_i, \alpha) \] when \( \alpha \to +\infty \Rightarrow |x_{j,\alpha} - x_{i,\alpha}| \geq 2\delta s_i, \alpha \) for all \( \alpha \in \mathbb{N} \). (9.9)

**Step 3.2:** Let \( U \) be a smooth bounded domain of \( \mathbb{R}^n \), let \( x_0 \in \mathbb{R}^n \) be a point and let \( u \in C^2(U) \). We claim that

\[
\int_U (x - x_0)^k \partial_k u \Delta u \, dx + \frac{n - 2}{2} \int_U u \Delta u \, dx
= \int_{\partial U} \left( (x - x_0)^k \nabla u \cdot \nu - \partial_k u \left( (x - x_0)^k \partial_k u + \frac{n - 2}{2} u \right) \right) \, d\sigma
\]  

(9.10)

We prove the claim. Indeed, this is the celebrated Pohozaev identity [23]. We sketch a proof here for convenience for the reader. We have that

\[
\int_U (x - x_0)^k \partial_k u \Delta u \, dx + \frac{n - 2}{2} \int_U u \Delta u \, dx
= \int_U -\partial_j \partial_j u \left( (x - x_0)^k \partial_k u + \frac{n - 2}{2} u \right) \, dx
= \int_U \partial_j u \partial_j \left( (x - x_0)^k \partial_k u + \frac{n - 2}{2} u \right) \, dx - \int_{\partial U} \partial_k u \left( (x - x_0)^k \partial_k u + \frac{n - 2}{2} u \right) \, d\sigma
= \frac{n}{2} \int_U |\nabla u|^2 \, dx + \frac{1}{2} \int_U (x - x_0)^k \partial_k |\nabla u|^2 \, dx - \int_{\partial U} \partial_k u \left( (x - x_0)^k \partial_k u + \frac{n - 2}{2} u \right) \, d\sigma
= \int_{\partial U} \left( (x - x_0)^k \frac{|\nabla u|^2}{2} \right) \, d\sigma - \int_{\partial U} \partial_k u \left( (x - x_0)^k \partial_k u + \frac{n - 2}{2} u \right) \, d\sigma
= \int_{\partial U} \left( (x - x_0, \nu) \frac{|\nabla u|^2}{2} - \partial_k u \left( (x - x_0)^k \partial_k u + \frac{n - 2}{2} u \right) \right) \, d\sigma
\]

This proves (9.10), and therefore the claim. This ends Step 3.2.

As a consequence, differentiating (9.10) with respect to \( x_0 \), we get that

\[
\int_U \partial_k u \Delta u \, dx = \int_{\partial U} \left( \nu_k \frac{|\nabla u|^2}{2} - \partial_k u \partial_k u \right) \, d\sigma
\]  

(9.11)

Taking \( u := u_\alpha \), using equation (1.3) and integrating by parts, we get that

\[
\epsilon_\alpha \int_U u_\alpha^2 \, dx = \int_{\partial U} \left( (x - x_0, \nu) \left( \frac{|\nabla u_\alpha|^2}{2} - c_2 \frac{u_\alpha^2}{2} + \epsilon_\alpha \frac{u_\alpha^2}{2} \right) \right) \, d\sigma
- \int_{\partial U} \partial_k u_\alpha \left( (x - x_0)^k \partial_k u_\alpha + \frac{n - 2}{2} u_\alpha \right) \, d\sigma
\]  

(9.12)
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where here and in the sequel, we define \( c_n := n(n - 2) \). Taking \( i \in \{1, \ldots, N\} \) such that (9.1) holds, and \( \delta > 0 \) as in Step 3.1, we let \( U := B_{s_{i,\alpha}}(x_{i,\alpha}) \subset \subset \Omega \) and \( x_0 := x_{i,\alpha} \) in (9.12). This yields

\[
\epsilon_\alpha \int_{B_{s_{i,\alpha}}(x_{i,\alpha})} u_{\alpha}^2 \, dx = \int_{\partial B_{s_{i,\alpha}}(x_{i,\alpha})} \left( \frac{|\nabla u_{\alpha}|^2}{2} - c_n \frac{u_{\alpha}^2}{2} + \frac{\epsilon_\alpha u_{\alpha}^2}{2} \right) - \partial_{\nu} u_{\alpha} \left( (x - x_{i,\alpha})^k \partial_k u_{\alpha} + \frac{n - 2}{2} u_{\alpha} \right) \, d\sigma. \quad (9.13)
\]

We now estimate the LHS and the RHS separately.

**Step 3.3:** We claim that there exists \( c > 0 \) such that

\[
\int_{B_{s_{i,\alpha}}(x_{i,\alpha})} u_{\alpha}^2 \, dx = (c + o(1)) \mu_{i,\alpha}^2 \cdot \left\{ \begin{array}{ll}
1 & \text{if } n \geq 5 \\
\ln \frac{s_{i,\alpha}}{\mu_{i,\alpha}} & \text{if } n = 4
\end{array} \right. \quad (9.14)
\]

when \( \alpha \to +\infty \).

We prove the claim. We assume here that \( n \geq 4 \). It follows from (7.1) and the estimate (11.33) that

\[
\int_{B_{s_{i,\alpha}}(x_{i,\alpha})} u_{\alpha}^2 \, dx \geq C \int_{B_{s_{i,\alpha}}(x_{i,\alpha})} U_{i,\alpha}^2 \, dx = C \mu_{i,\alpha}^2 \int_{B_{s_{i,\alpha}}(x_{i,\alpha},0)} \frac{1}{(1 + |z|^2)^{n-2}} \, dz
\]

\[
\geq C \mu_{i,\alpha}^2 \cdot \left\{ \begin{array}{ll}
1 & \text{if } n \geq 5 \\
\ln \frac{s_{i,\alpha}}{\mu_{i,\alpha}} & \text{if } n = 4
\end{array} \right. \quad (9.15)
\]

for all \( \alpha \in \mathbb{N} \).

We now deal with the upper estimate. With the upper bound (7.3), we get that

\[
\int_{B_{s_{i,\alpha}}(x_{i,\alpha})} \bar{u}_{\alpha}^2 \, dx \leq C \int_{B_{s_{i,\alpha}}(x_{i,\alpha})} \bar{u}_{\alpha}^2 \, dx + C \sum_{j=1}^{N} \int_{B_{s_{i,\alpha}}(x_{i,\alpha})} \left( \frac{\mu_{j,\alpha}}{\mu_{j,\alpha}^2 + |x - x_{j,\alpha}|^2} \right)^{n-2} \, dx
\]

We deal with the different terms separately.

**Step 3.3.1:** We claim that

\[
\int_{B_{s_{i,\alpha}}(x_{i,\alpha})} \bar{u}_{\alpha}^2 \, dx = O(\mu_{i,\alpha}^2) \text{ when } n \geq 4 \quad (9.17)
\]

when \( \alpha \to +\infty \). We prove the claim. Indeed, with the definition (8.29) of \( s_{i,\alpha} \), we have that

\[
\int_{B_{s_{i,\alpha}}(x_{i,\alpha})} \bar{u}_{\alpha}^2 \, dx = O(s_{i,\alpha}^n \bar{u}_{\alpha}^2) = O(\mu_{i,\alpha}^2 \bar{u}_{\alpha}^2) = o(\mu_{i,\alpha}^2)
\]

when \( \alpha \to +\infty \) since \( n \geq 4 \). This proves (9.17) and ends Step 3.3.1.

**Step 3.3.2:** We let \( j \in \{1, \ldots, N\} \) such that

\[
\mu_{j,\alpha} = O(\mu_{i,\alpha}) \quad (9.18)
\]

when \( \alpha \to +\infty \). We claim that

\[
\int_{B_{s_{i,\alpha}}(x_{i,\alpha})} \left( \frac{\mu_{j,\alpha}}{\mu_{j,\alpha}^2 + |x - x_{j,\alpha}|^2} \right)^{n-2} \, dx \leq C \mu_{i,\alpha}^2 \cdot \left\{ \begin{array}{ll}
1 & \text{if } n \geq 5 \\
\ln \frac{s_{i,\alpha}}{\mu_{i,\alpha}} & \text{if } n = 4
\end{array} \right. \quad (9.19)
\]
when $\alpha \to +\infty$. We first assume that $n \geq 5$. Estimating roughly the integral, we get with the change of variable $x = x_{j,\alpha} + \mu_{j,\alpha} z$ and with (9.18) that

$$\int_{B_{\delta s_{i,\alpha}}(x_{i,\alpha})} \left( \frac{\mu_{j,\alpha}}{\mu_{j,\alpha}^2 + |x - x_{j,\alpha}|^2} \right)^{n-2} dx \leq \int_{\mathbb{R}^n} \left( \frac{\mu_{j,\alpha}}{\mu_{j,\alpha}^2 + |x - x_{j,\alpha}|^2} \right)^{n-2} dx$$

$$= \mu_{j,\alpha}^2 \int_{\mathbb{R}^n} \frac{dz}{(1 + |z|^2)^{n-2}} = O(\mu_{j,\alpha}^2) = O(\mu_{i,\alpha}^2)$$

when $\alpha \to +\infty$ since $n \geq 5$. This proves (9.19) when $n \geq 5$. When $n = 4$, we must be a little more precise. Assume first that $x_{i,\alpha} - x_{j,\alpha} = O(s_{i,\alpha})$ when $\alpha \to +\infty$. Then we have that

$$\int_{B_{\delta s_{i,\alpha}}(x_{i,\alpha})} \left( \frac{\mu_{j,\alpha}}{\mu_{j,\alpha}^2 + |x - x_{j,\alpha}|^2} \right)^{n-2} dx \leq \int_{B_{\delta s_{i,\alpha}}(x_{j,\alpha})} \left( \frac{\mu_{j,\alpha}}{\mu_{j,\alpha}^2 + |x - x_{j,\alpha}|^2} \right)^{n-2} dx$$

$$= \mu_{j,\alpha}^2 \int_{B_{\delta s_{i,\alpha}}(x_{i,\alpha})} \frac{dz}{(1 + |z|^2)^{n-2}} = O(\mu_{j,\alpha}^2) = O(\mu_{i,\alpha}^2)$$

when $\alpha \to +\infty$. Assume now that $s_{i,\alpha}^{-1}|x_{i,\alpha} - x_{j,\alpha}| \to +\infty$ when $\alpha \to +\infty$. Then for any $x \in B_{\delta s_{i,\alpha}}(x_{i,\alpha})$, we have that $|x - x_{j,\alpha}| \geq s_{i,\alpha}$ and then

$$\int_{B_{\delta s_{i,\alpha}}(x_{i,\alpha})} \left( \frac{\mu_{j,\alpha}}{\mu_{j,\alpha}^2 + |x - x_{j,\alpha}|^2} \right)^{n-2} dx \leq C \frac{s_{i,\alpha}^4}{s_{i,\alpha}^4 \mu_{j,\alpha}^2} = O(\mu_{j,\alpha}^2) = O \left( \mu_{i,\alpha}^2 \ln \frac{s_{i,\alpha}}{\mu_{i,\alpha}} \right)$$

when $\alpha \to +\infty$. These estimates prove (9.19) in case $n = 4$. This ends Step 3.3.2.

**Step 3.3.3:** We let $j \in \{1, \ldots, N\}$ such that

$$\mu_{i,\alpha} = o(\mu_{j,\alpha}) \quad \text{and} \quad x_{i,\alpha} - x_{j,\alpha} \neq o(s_{i,\alpha}) \quad (9.20)$$

when $\alpha \to +\infty$. We claim that when $n \geq 4$, we have that

$$\int_{B_{\delta s_{i,\alpha}}(x_{i,\alpha})} \left( \frac{\mu_{j,\alpha}}{\mu_{j,\alpha}^2 + |x - x_{j,\alpha}|^2} \right)^{n-2} dx = O(\mu_{i,\alpha}^2) \quad (9.21)$$

when $\alpha \to +\infty$. We prove the claim. It follows from (9.20) and the definition (9.9) of $\delta$ that $|x_{i,\alpha} - x_{j,\alpha}| \geq 2\delta_{i,\alpha}$ for all $\alpha \in \mathbb{N}$. In particular,

$$x \in B_{\delta s_{i,\alpha}}(x_{i,\alpha}) \Rightarrow |x - x_{j,\alpha}| \geq \frac{|x_{i,\alpha} - x_{j,\alpha}|}{2}$$

and therefore

$$\int_{B_{\delta s_{i,\alpha}}(x_{i,\alpha})} \left( \frac{\mu_{j,\alpha}}{\mu_{j,\alpha}^2 + |x - x_{j,\alpha}|^2} \right)^{n-2} dx = O \left( s_{i,\alpha}^n \left( \frac{\mu_{j,\alpha}}{\mu_{j,\alpha}^2 + |x_{i,\alpha} - x_{j,\alpha}|^2} \right)^{n-2} \right)$$

(9.22)

when $\alpha \to +\infty$. Moreover, it follows from (9.20) that $j \in J_i$, and then

$$s_{i,\alpha}^2 \leq \frac{\mu_{i,\alpha}}{\mu_{j,\alpha}} \left( \frac{\mu_{j,\alpha}}{\mu_{j,\alpha}^2 + |x_{i,\alpha} - x_{j,\alpha}|^2} \right)$$

(9.23)
for all $\alpha \in \mathbb{N}$. It then follows from (9.22), (9.23) and (8.38) that

$$\int_{B_{\delta s_{i,\alpha}}(x_{i,\alpha})} \frac{\mu_{j,\alpha}}{\mu_{j,\alpha}^2 + |x - x_{j,\alpha}|^2} \frac{1}{n-2} dx = O\left(\frac{\mu_{i,\alpha}}{s_{i,\alpha}}\right)^{n-4} = O(\mu_{i,\alpha}^2)$$

when $\alpha \to +\infty$ since $n \geq 4$. This proves (9.21) and ends Step 3.3.3.

**Step 3.4:** We let $j \in \{1, \ldots, N\}$ such that $\mu_{i,\alpha} = o(\mu_{j,\alpha})$ and $x_{i,\alpha} - x_{j,\alpha} = o(s_{i,\alpha})$ (9.24) when $\alpha \to +\infty$. We claim that

$$\int_{B_{\delta s_{i,\alpha}}(x_{i,\alpha})} \frac{\mu_{j,\alpha}}{\mu_{j,\alpha}^2 + |x - x_{j,\alpha}|^2} \frac{1}{n-2} dx = O(\mu_{i,\alpha})$$

when $\alpha \to +\infty$. We prove the claim. As in Step 3.3, it follows from (9.24) that $j \in J_i$. In particular, using the definition (8.29) of $s_{i,\alpha}$ and the second assertion of (9.24), we get that

$$s_{i,\alpha}^2 \leq \frac{\mu_{i,\alpha}}{\mu_{j,\alpha}}(\mu_{j,\alpha}^2 + |x_{i,\alpha} - x_{j,\alpha}|^2) \leq \mu_{i,\alpha} \mu_{j,\alpha} + o(s_{i,\alpha}^2)$$

when $\alpha \to +\infty$, and then $s_{i,\alpha}^2 = O(\mu_{i,\alpha} \mu_{j,\alpha})$ when $\alpha \to +\infty$. Consequently, we get that

$$\int_{B_{\delta s_{i,\alpha}}(x_{i,\alpha})} \frac{\mu_{j,\alpha}}{\mu_{j,\alpha}^2 + |x - x_{j,\alpha}|^2} \frac{1}{n-2} dx = O\left(s_{i,\alpha}^n\right) \frac{1}{\mu_{j,\alpha}^2} = O\left(\mu_{i,\alpha}^2\right)$$

when $\alpha \to +\infty$ since $n \geq 4$. This proves (9.25) and ends Step 3.4.

Plugging together (9.17), (9.19), (9.21) and (9.25) into (9.16) and combining this with (9.15), we get (9.14). This proves the claim and ends Step 3.3.

We define

$$A_{i,\alpha} : = \int_{\partial B_{\delta s_{i,\alpha}}(x_{i,\alpha})} \left(\frac{\nabla u_{\alpha}}{2} - \epsilon_n \frac{u_{\alpha}^2}{2} + \epsilon_{\alpha} u_{\alpha}^2\right)$$

$$- \partial_{\nu} u_{\alpha} \left(\nabla u_{\alpha} \cdot \partial_k u_{\alpha} + \frac{n-2}{2} u_{\alpha}\right) \frac{1}{\mu_{j,\alpha}^2}$$

for all $\alpha \in \mathbb{N}$.

**Step 3.4:** Assume that $n \geq 3$. We claim that

$$A_{i,\alpha} = \left(\frac{(n-2)^2 \omega_{n-1} \lambda_{n-1} \psi_{i}(0)}{2} + o(1)\right) \cdot \left(\frac{\mu_{i,\alpha}}{s_{i,\alpha}}\right)^{n-2}$$

when $\alpha \to +\infty$. Here, $\omega_{n-1}$ denotes the volume of the unit $(n-1)$-sphere of $\mathbb{R}^n$.
Indeed, plugging (9.14) and (9.27) into (9.13) yields

$$\lim_{|\nu| \to 0} \left( \int_{\partial B(0)} \left( z, \nu \right) \left( \frac{\left| \nabla v_{i,\alpha} \right|^2}{2} - c_n \left( \frac{\mu_{i,\alpha}}{s_{i,\alpha}} \right)^2 v_{i,\alpha}^2 + \frac{\epsilon_n s_{i,\alpha}^2 v_{i,\alpha}^2}{2} \right) \right)$$

$$- \partial_\nu v_{i,\alpha} \left( x^k \partial_k v_{i,\alpha} + \frac{n-2}{2} v_{i,\alpha} \right) \, d\sigma$$

for all $\alpha \in \mathbb{N}$. Since $v_{i,\alpha} \to v_i$ in $C^2_{loc}(B_2(0) \setminus \{0\})$ when $\alpha \to +\infty$, passing to the limit, we get that

$$A_{i,\alpha} = \left( \frac{\mu_{i,\alpha}}{s_{i,\alpha}} \right)^{n-2} \left( \int_{\partial B(0)} \left( z, \nu \right) \left( \frac{\left| \nabla v_i \right|^2}{2} \right) \right)$$

$$- \partial_\nu v_i \left( x^k \partial_k v_i + \frac{n-2}{2} v_i \right) \, d\sigma + o(1)$$

(9.28)

when $\alpha \to +\infty$. We let $\epsilon \in (0, \delta)$ and we apply the Pohozaev identity (9.10) to $v_i$ on $B_{\delta}(0) \setminus B_{\epsilon}(0)$ with $x_0 = 0$. Since $\Delta v_i = 0$, we get that the map

$$\epsilon \mapsto \int_{\partial B_{\epsilon}(0)} \left( z, \nu \right) \left( \frac{\left| \nabla v_i \right|^2}{2} \right) - \partial_\nu v_i \left( x^k \partial_k v_i + \frac{n-2}{2} v_i \right) \, d\sigma$$

is constant on $(0, \delta]$. With the explicit expression (9.7) of $v_i$, we have the asymptotic expansion

$$\left( z, \nu \right) \left( \frac{\left| \nabla v_i \right|^2}{2} \right) - \partial_\nu v_i \left( x^k \partial_k v_i + \frac{n-2}{2} v_i \right) = \frac{(n-2)^2 \lambda_i' \psi_i(0)}{2} |x|^{1-n} + O(|x|^{2-n})$$

when $|x| \to 0$. Consequently, we get that

$$\lim_{\epsilon \to 0} \int_{\partial B_{\epsilon}(0)} \left( z, \nu \right) \left( \frac{\left| \nabla v_i \right|^2}{2} \right) - \partial_\nu v_i \left( x^k \partial_k v_i + \frac{n-2}{2} v_i \right) \, d\sigma = \frac{(n-2)^2 \lambda_i' \psi_i(0) \omega_{n-1}}{2}$$

and then

$$\int_{\partial B(0)} \left( z, \nu \right) \left( \frac{\left| \nabla v_i \right|^2}{2} \right) - \partial_\nu v_i \left( x^k \partial_k v_i + \frac{n-2}{2} v_i \right) \, d\sigma = \frac{(n-2)^2 \lambda_i' \psi_i(0) \omega_{n-1}}{2}$$

(9.29)

Plugging this equality in (9.28) yields (9.27). This ends Step 3.4.

**Step 3.5:** We claim that there exists $c_i > 0$ such that

$$\lim_{\alpha \to +\infty} \frac{\epsilon_n s_{i,\alpha}^{n-2}}{\mu_{i,\alpha}^{n-4}} = c_i \text{ if } n \geq 5 \text{ and } \lim_{\alpha \to +\infty} \frac{\epsilon_n s_{i,\alpha}^2}{\mu_{i,\alpha}} \ln \frac{1}{\mu_{i,\alpha}} = c_i \text{ if } n = 4.$$
Step 3.6: we claim that
\[ s_{i,\alpha} = o \left( \frac{\mu_{1,\alpha}}{u_{\alpha}^{-2}} \right) \] when \( n \geq 7 \). (9.30)
when \( \alpha \to +\infty \). We prove the claim by contradiction. Indeed, if (9.30) does not hold, it follows from the definition (8.29) of \( s_{i,\alpha} \) that
\[ s_{i,\alpha} \asymp \frac{\mu_{1,\alpha}}{u_{\alpha}^{-2}} \] when \( \alpha \to +\infty \). Plugging this identity into (9.29) yields
\[ \epsilon_{\alpha} \asymp \frac{\mu_{1,\alpha}^{n-6} u_{\alpha}}{s_{i,\alpha}} \] when \( \alpha \to +\infty \). With (2.4), we then get that
\[ 1 = O \left( \frac{\mu_{1,\alpha}^{n-6} u_{\alpha}}{s_{i,\alpha}} \right), \]
a contradiction since \( n \geq 7 \). Then (9.30) holds and the claim is proved. This ends Step 3.6.

Step 3.7: Assume that \( n \geq 3 \). We claim that
\[ \lim_{\alpha \to +\infty} \frac{d(x_{i,\alpha}, \partial \Omega)}{s_{i,\alpha}} = +\infty. \] (9.31)
We prove the claim. We argue by contradiction and we assume that
\[ \lim_{\alpha \to +\infty} \frac{d(x_{i,\alpha}, \partial \Omega)}{s_{i,\alpha}} = \rho \geq 0. \]
It follows from the definition (8.29) of \( s_{i,\alpha} \) that \( \rho \geq 0 \). We adopt the notations of Proposition 8. We let \( j_0 \in I'_i \) such that
\[ \tilde{\theta}_{j_0,1} = \min_{j \in I'_i} \{ \tilde{\theta}_{j,1} \}. \] (9.32)
Here, \( \tilde{\theta}_{j,1} \) denotes the first coordinate of \( \tilde{\theta}_j \).

Step 3.7.1: We claim that there exists \( \epsilon_0 > 0 \) such that
\[ d(x_{j_0,\alpha}, \partial \Omega) \geq \epsilon_0 s_{i,\alpha} \] (9.33)
for all \( \alpha \in \mathbb{N} \). We prove the claim by contradiction and we assume that \( d(x_{j_0,\alpha}, \partial \Omega) = o(s_{i,\alpha}) \) when \( \alpha \to +\infty \). In particular, via the chart \( \varphi \), we get that
\[ \lim_{\alpha \to +\infty} \frac{(\varphi^{-1}(x_{j_0,\alpha}))_1}{s_{i,\alpha}} = 0 \quad \text{and} \quad \lim_{\alpha \to +\infty} \frac{(\varphi^{-1}(x_{i,\alpha}))_1}{s_{i,\alpha}} = -\rho < 0. \]
Coming back to the definition (8.33) of \( \tilde{\theta}_{j_0} \), we get that
\[ \tilde{\theta}_{j_0,1} = \lim_{\alpha \to +\infty} \frac{(\varphi^{-1}(x_{j_0,\alpha}) - \varphi^{-1}(x_{i,\alpha}))_1}{s_{i,\alpha}} = \rho > 0. \]
A contradiction since \( \tilde{\theta}_{j_0,1} \leq \tilde{\theta}_{i,1} = 0 \). This proves (9.33) and ends Step 3.7.1.

Step 3.7.2: We let \( \delta_0 > 0 \) such that
\[ \delta_0 < \frac{\epsilon_0}{2} \quad \text{and} \quad \hat{\theta}_j \neq \tilde{\theta}_{j_0} \Rightarrow |\hat{\theta}_j - \tilde{\theta}_{j_0}| \geq 2\delta_0. \]
Taking the Pohozaev identity (9.12) with $U := B_{\delta_k s_{i,\alpha}}(x_{j_0,\alpha}) \subset \subset \Omega$ and differentiating with respect to $x_{i,\alpha}$, we get that

$$\int_{\partial B_{\delta_k s_{i,\alpha}}(x_{j_0,\alpha})} \left( \nu_k \left( \frac{|\nabla u|^2}{2} - c_n u^2 + \frac{\varepsilon_{\alpha} u^2}{2} - \partial_u u \partial_{k} u \right) \right) \, d\sigma = 0 \tag{9.34}$$

for all $\alpha \in \mathbb{N}$ and all $k \in \{1, \ldots, n\}$. With the change of variable $x = x_{i,\alpha} + s_{i,\alpha}z$ and using the function $v_{i,\alpha}$, we get that

$$\int_{\partial B_{\delta_k}(\theta_{j_0,\alpha})} \left( \nu_k \left( \frac{|\nabla v_{i,\alpha}|^2}{2} - c_n \left( \frac{\mu_{i,\alpha}}{s_{i,\alpha}} \right)^2 v_{i,\alpha}^2 + \frac{\varepsilon_{\alpha} s_{i,\alpha}^2 v_{i,\alpha}^2}{2} \right) - \partial_{v_i} v_{i,\alpha} \partial_{k} v_{i,\alpha} \right) \, d\sigma = 0$$

(9.35)

for all $\alpha \to 0$. Letting $\alpha \to 0$, we get with (9.6) that

$$\frac{1}{2} \int_{\partial B_{\delta_k}(\theta_{j_0,\alpha})} \left( \nu_k \left( \frac{|\nabla v_{i}|^2}{2} - \partial_{v_i} v_{i} \partial_{k} v_{i} \right) \right) \, d\sigma = 0 \tag{9.36}$$

for all $k \in \mathbb{N}$. It follows from (8.35) that

$$v_i(x) = K + \sum_{j \in I_i^*} \lambda_j (|x - \theta_j|^2 - n + |x - \sigma(\theta_j)|^2 - n)$$

$$= \frac{\lambda'_{i,j_0}}{|x - \theta_{j_0}|^{n-2}} + \psi_{i,j_0}(x)$$

where $\lambda'_{i,j_0} > 0$ and

$$\psi_{i,j_0}(x) := K + \lambda_{j_0} |x - \sigma(\theta_{j_0})|^2 - n + \sum_{j \in I_i^*} \lambda_j (|x - \theta_j|^2 - n + |x - \sigma(\theta_j)|^2 - n)$$

where $I_i^* := \{ j \in I_i^* / \theta_j \neq \theta_{j_0} \}$. Arguing as in Step 3.4, we get that (9.36) holds on balls with arbitrary small positive radius and then we get that

$$\partial_k \psi_{i,j_0}(\theta_{j_0}) = 0.$$

Taking $k = 1$, we get that

$$\lambda_{j_0} \frac{(\theta_{j_0} - \sigma(\theta_{j_0}))_1}{|\theta_{j_0} - \sigma(\theta_{j_0})|^n} + \sum_{j \in I_i^*} \lambda_j \left( \frac{(\theta_j - \theta_{j_0})_1}{|\theta_j - \theta_{j_0}|^n} + \frac{(\theta_{j_0} - \sigma(\theta_j))_1}{|\theta_{j_0} - \sigma(\theta_j)|^n} \right) = 0. \tag{9.37}$$

Recall that if $\theta_j = (\theta_{j,1}, \theta'_{j})$, then $\sigma(\theta_j) = (2\rho - \theta_{j,1}, \theta'_{j})$. In particular, since $x_{j,\alpha} \in \Omega$, we have that $\theta_{j,1} \in \{ x_1 \leq \rho \}$ and then for all $j \in I_i^*$, we have that

$$\theta_{j,1} \leq \theta_{j,1} \leq (\sigma(\theta_j))_1. \tag{9.38}$$

In addition, we have that

$$(\theta_{j_0} - \sigma(\theta_{j_0}))_1 = 2(\theta_{j_0,1} - \rho) = -2(\theta_{j_0,1} + \rho) < 0. \tag{9.39}$$

Plugging (9.38) and (9.39) into (9.37) yields a contradiction. This proves that (9.31) holds. This ends Step 3.7.

**Step 3.8:** We assume that $n \geq 3$. We claim that

$$x_{j,\alpha} - s_{i,\alpha} = o(s_{i,\alpha}) \text{ when } \alpha \to +\infty \text{ for all } j \in I_i^*.$$

(9.40)

We prove the claim. Since (9.31) holds, we define $v_{i,\alpha}$ and $v_i$ as in Proposition 7. In particular, we have that

$$v_i(x) = K + \sum_{j \in I_i^*} \lambda_j |x - \theta_j|^2 - n$$
for all $x \in \mathbb{R}^n \setminus \{\theta_j / j \in I_i\}$. We fix $k \in \{1, ..., n\}$ and we let $j_0 \in I_i'$ such that

$$\theta_{j_0,k} = \min \{\theta_{j,k} / j \in I_i'\}.$$  

We let $I_i'' := \{j \in I_i' / \theta_j \neq \theta_{j_0}\}$. Therefore, there exists $\lambda'_{i,j_0} > 0$ such that

$$v_i(x) = \frac{\lambda'_{i,j_0}}{|x - \theta_{j_0}|^{n-2}} + \psi_{i,j_0}(x)$$  

where

$$\psi_{i,j_0}(x) := K + \sum_{j \in I_i''} \lambda_j |x - \theta_j|^{2-n}.$$  

Taking $\delta < \min\{|\theta_j| / \theta_j \neq \theta_{j_0}\}$, we use the identity (9.34) as in Step 3.7. Performing the change of variable $x = x_{i,\alpha} + s_{i,\alpha} \xi$, we get again that $\partial_k \psi_{i,j_0}(\theta_{j_0}) = 0$.

With the explicit expression of $\psi_{i,j_0}$, this yields

$$\sum_{j \in I_i''} \lambda_j (\frac{\theta_j - \theta_{j_0})_k}{|\theta_j - \theta_{j_0}|^n} = 0.$$  

Since $(\theta_j - \theta_{j_0})_k \geq 0$ for all $j \in I_i''$ by definition, we get that $\theta_{j,k} = \theta_{j_0,k}$ for all $j \in I_i''$, and therefore for all $j \in I_i'$. In particular, $\theta_{j,k} = \theta_{i,k}$ for all $k \in \mathbb{N}$, and therefore $\theta_j = \theta_0 = 0$ for all $j \in I_i'$. Coming back to the definition (8.33) of $\theta_j$, we get that (9.40) holds. This ends the proof of the claim and of Step 3.8.

**Step 3.9:** Assume that $n \geq 7$. We claim that there exists $j_0 \in J_i$ such that

$$s_{i,\alpha} = \left(\frac{\mu_{i,\alpha}}{\mu_{j,\alpha}} (\mu_{j,\alpha}^2 + |x_{i,\alpha} - x_{j,\alpha}|^2)\right)^{\frac{1}{2}} \text{ and } \mu_{i,\alpha} = o(\mu_{j,\alpha}) \quad (9.41)$$

when $\alpha \to +\infty$. We prove the claim. Indeed, it follows from the definition (8.29) of $s_{i,\alpha}$ and (9.30) of Step 3.6 and (9.31) of Step 3.7 that there exists $j \in J_i$ such that

$$s_{i,\alpha} = \left(\frac{\mu_{i,\alpha}}{\mu_{j,\alpha}} (\mu_{j,\alpha}^2 + |x_{i,\alpha} - x_{j,\alpha}|^2)\right)^{\frac{1}{2}} \quad (9.42)$$

for all $\alpha \in \mathbb{N}$ (up to a subsequence, of course). Since $j \in J_i$, we have that $\mu_{i,\alpha} = O(\mu_{j,\alpha})$ when $\alpha \to +\infty$. Assume that $\mu_{i,\alpha} \asymp \mu_{j,\alpha}$ when $\alpha \to +\infty$: then it follows from (9.42) that $x_{i,\alpha} - x_{j,\alpha} = O(s_{i,\alpha})$ when $\alpha \to +\infty$, and then $j \in I_i'$. It then follows from (9.40) of Step 3.8 that we have that $x_{i,\alpha} - x_{j,\alpha} = o(s_{i,\alpha})$. Coming back to (9.42), we get that $s_{i,\alpha} \asymp \mu_{i,\alpha}$ when $\alpha \to +\infty$: a contradiction with (8.38). Therefore (9.41) holds, and the claim is proved. This ends Step 3.9.

**Step 3.10:** We assume that $n = 3$. It follows from (9.27) and (9.13) that

$$\int_{B_{\delta s_{i,\alpha}}(x_{i,\alpha})} u_{\alpha}^2 \, dx \asymp \frac{\mu_{i,\alpha}}{s_{i,\alpha}} \quad (9.43)$$

when $\alpha \to +\infty$. It follows from (7.1) that

$$\int_{B_{\delta s_{i,\alpha}}(x_{i,\alpha})} u_{\alpha}^2 \, dx = (1 + o(1)) \int_{B_{\delta s_{i,\alpha}}(x_{i,\alpha})} \left(\bar{u}_{\alpha} + \sum_{j=1}^N V_{j,\alpha}(x)\right)^2 \, dx 
\asymp \delta^3 s_{i,\alpha} \bar{u}_{\alpha}^2 + \sum_{j=1}^N \mu_{j,\alpha} \int_{B_{\delta s_{i,\alpha}}(x_{i,\alpha})} (\mu_{j,\alpha}^2 + |x - x_{j,\alpha}|^2)^{-1} \, dx \quad (9.43)$$
when $\alpha \to +\infty$. We distinguish three cases to get a contradiction.

**Step 3.10.1:** we assume that
\[ \int_{B_{\delta_{i,\alpha}}(x_{i,\alpha})} u_\alpha^2 \, dx \geq s_{i,\alpha}^3 \alpha_\alpha^2 \quad (9.44) \]
when $\alpha \to +\infty$. It then follows from (9.43) that $\epsilon_{\alpha}s_{i,\alpha}^4 \alpha_\alpha^2 \geq \mu_{i,\alpha}$ when $\alpha \to +\infty$.

Moreover, since $s_{i,\alpha} \leq \mu_{i,\alpha}^{1/2} \alpha_\alpha^{-1}$ by the definition (8.29), we get that $\alpha_\alpha^2 = o(\mu_{i,\alpha})$ when $\alpha \to +\infty$. This is a contradiction with (8.15). Then (9.44) does not hold.

**Step 3.10.2:** we assume that there exists $\epsilon_{\alpha}s_{i,\alpha}^4 \alpha_\alpha^2 \geq \mu_{i,\alpha}$ when $\alpha \to +\infty$.

Step 3.10.3: we assume that there exists $\epsilon_{\alpha}s_{i,\alpha}^4 \alpha_\alpha^2 \geq \mu_{i,\alpha}$ when $\alpha \to +\infty$.

Therefore, we have that $\mu_{i,\alpha} = o(\mu_{j,\alpha})$ when $\alpha \to +\infty$, and then $j \in J_i$. Therefore, we have that
\[ s_{i,\alpha}^2 \leq \frac{\mu_{i,\alpha}}{\mu_{j,\alpha}} (\mu_{j,\alpha}^2 + |x_{i,\alpha} - x_{j,\alpha}|^2) \quad (9.46) \]
when $\alpha \to +\infty$. In particular, since $s_{i,\alpha} = O(|x_{i,\alpha} - x_{j,\alpha}|)$, we get that $\mu_{i,\alpha} = o(\mu_{j,\alpha})$ when $\alpha \to +\infty$, and then $j \in J_i$. Therefore, it then follows from (9.46) that $1 = O(\epsilon_{\alpha}s_{i,\alpha}^2) = o(1)$. A contradiction. Therefore, (9.45) does not hold.

**Step 3.10.3:** we assume that there exists $j \in \{1, ..., N\}$ such that $s_{i,\alpha} = O(|x_{i,\alpha} - x_{j,\alpha}|)$ and
\[ \int_{B_{\delta_{i,\alpha}}(x_{i,\alpha})} u_\alpha^2 \, dx \geq \mu_{j,\alpha} \int_{B_{\delta_{i,\alpha}}(x_{i,\alpha})} (\mu_{j,\alpha}^2 + |x - x_{j,\alpha}|^2)^{-1} \, dx \quad (9.47) \]
when $\alpha \to +\infty$. A change of variable then yields
\[ \int_{B_{\delta_{i,\alpha}}(x_{i,\alpha})} u_\alpha^2 \, dx \geq \mu_{j,\alpha}s_{i,\alpha}^3 \int_{B_{\delta_{i,\alpha}}(x_{i,\alpha})} (\mu_{j,\alpha}^2 + s_{i,\alpha}^2 |x|^2)^{-1} \]
when $\alpha \to +\infty$. Therefore,
\[ \int_{B_{\delta_{i,\alpha}}(x_{i,\alpha})} u_\alpha^2 \, dx \geq \mu_{j,\alpha}s_{i,\alpha}^3 \max\{|\mu_{j,\alpha}, s_{i,\alpha}|\}^{-2} \]
when $\alpha \to +\infty$. It then follows from (9.43) that
\[ \epsilon_{\alpha}\mu_{\alpha}s_{i,\alpha}^4 \alpha_\alpha^2 \geq \mu_{i,\alpha} \max\{|\mu_{j,\alpha}, s_{i,\alpha}|\}^2 \quad (9.48) \]
when $\alpha \to +\infty$. In particular, we have that $\mu_{i,\alpha} = o(\mu_{j,\alpha})$, and then $j \in J_i$. Therefore, we have that
\[ s_{i,\alpha}^2 \leq \frac{\mu_{i,\alpha}}{\mu_{j,\alpha}} (\mu_{j,\alpha}^2 + |x_{i,\alpha} - x_{j,\alpha}|^2) \leq \mu_{i,\alpha}\mu_{j,\alpha} + o(s_{i,\alpha}^2) \]
and then $s_{i,\alpha} = O(\sqrt{\mu_{i,\alpha}\mu_{j,\alpha}}) = o(\mu_{j,\alpha})$ when $\alpha \to +\infty$. Then (9.48) becomes $\epsilon_{\alpha}s_{i,\alpha}^4 \alpha_\alpha^2 \geq \mu_{i,\alpha}\mu_{j,\alpha}$ when $\alpha \to +\infty$, a contradiction since $s_{i,\alpha}^2 = O(\mu_{i,\alpha}\mu_{j,\alpha})$ when $\alpha \to +\infty$. Therefore, (9.47) does not hold.
In all the situations, we have proved a contradiction. Therefore the hypothesis (9.1) of Theorem 3 does not hold in dimension $n=3$. This ends Step 3.10.

**Step 3.10:** Theorem 3 is a direct consequence of Steps 3.5, 3.6, 3.7, 3.8 and 3.10. This ends the proof of Theorem 3. □

In the sequel, we need to translate slightly the boundary concentration points: we fix $\theta \in \mathbb{R}^{n-1}$ and for all $i \in \{1, \ldots, N\}$ such that $x_{i,\alpha} \in \partial \Omega$, we define $\tilde{x}_{i,\alpha} := \varphi(\varphi^{-1}(x_{i,\alpha}) + \mu_{i,\alpha}\theta) \in \partial \Omega$ for all $\alpha \in \mathbb{N}$. The parameter $\theta$ is chosen such that there exists $\epsilon_0 > 0$ such that

$$|\tilde{x}_{i,\alpha} - \tilde{x}_{j,\alpha}| \geq \epsilon_0 \mu_{i,\alpha} \quad (9.49)$$

for all $i, j \in \{1, \ldots, N\}$ distincts such that $\tilde{x}_{i,\alpha}, \tilde{x}_{j,\alpha} \in \partial \Omega$ and all $\alpha \in \mathbb{N}$. We define $\tilde{s}_{i,\alpha}$ as $s_{i,\alpha}$ with replacing $x_{i,\alpha}$ by $\tilde{x}_{i,\alpha}$: as easily checked, for any $i \in \{1, \ldots, N\}$ such that $x_{i,\alpha} \in \partial \Omega$, we have that $\tilde{s}_{i,\alpha} \approx s_{i,\alpha}$ when $\alpha \to +\infty$. From now on, we replace $x_{i,\alpha}$ by $\tilde{x}_{i,\alpha}$. As easily checked, the convergence Propositions 7 and 8 and the estimates (7.2) and (7.3) continue to hold with this new choice of points (with $\tau_i > 0$ only in the propositions). Note that the convergence (4.1) of the $U_{i,\alpha}$ in Proposition 2 is changed as follows:

$$\lim_{\alpha \to +\infty} \|U_{i,\alpha} - U_0(\cdot + \theta)\|_{C^1(\bar{K} \cap \Omega_{i,\alpha})} = 0. \quad (9.50)$$

10. Estimates of the boundary blow-up rates

In this section, we deal with the case when the concentration point is on the boundary.

**Theorem 4.** Assume that $n \geq 3$. Let $i \in \{1, \ldots, N\}$. We assume that

$$x_{i,\alpha} \in \partial \Omega \quad (10.1)$$

for all $\alpha \in \mathbb{N}$. We assume that for all $j \in \{1, \ldots, N\} \setminus \{i\}$, we have that

$$x_{j,\alpha} \in \partial \Omega \Rightarrow x_{j,\alpha} - x_{i,\alpha} \neq o(s_{i,\alpha}) \text{ when } \alpha \to +\infty \quad (10.2)$$

when $\alpha \to +\infty$. Then there exists $c_i > 0$ such that

$$\lim_{\alpha \to +\infty} \frac{\mu_{i,\alpha}^{n-3}}{s_{i,\alpha}} = -c_i H(x_0) \quad \text{if } n \geq 4,$$

$$\lim_{\alpha \to +\infty} \frac{s_{i,\alpha}}{s_{i,\alpha} \ln \frac{1}{r_{i,\alpha}}} = -c_i H(x_0) \quad \text{if } n = 3,$$

where $x_0 := \lim_{\alpha \to +\infty} x_{i,\alpha}$ and $H(x_0)$ denotes the mean curvature of $\partial \Omega$ at $x_0$. In particular, $H(x_0) \leq 0$.

**Proof of Theorem 4:** As for Theorem 3, the proof relies on a Pohozaev identity. Here, we have to consider the boundary of $\Omega$. For any $\alpha \in \mathbb{N}$, we define

$$U_{\alpha} := B_{\delta s_{i,\alpha}}(\varphi^{-1}(x_{i,\alpha})) \quad (10.4)$$

**Step 4.1:** we apply the Pohozaev identity (9.12) on $\varphi(U_{\alpha}) \cap \Omega = \varphi(U_{\alpha} \cap \mathbb{R}_+^n)$ with $x_0 = x_{i,\alpha}$. This yields

$$\epsilon_{\alpha} \int_{\varphi(U_{\alpha} \cap \mathbb{R}_+^n)} u_{\alpha}^2 \, dx = \int_{\partial \varphi(U_{\alpha} \cap \mathbb{R}_+^n)} F_{\alpha} \, d\sigma \quad (10.5)$$

$$= \int_{\varphi((\partial U_{\alpha}) \cap \mathbb{R}_+^n)} F_{\alpha} \, d\sigma + \int_{\varphi(U_{\alpha} \cap \partial \mathbb{R}_+^n)} F_{\alpha} \, d\sigma$$
where for convenience, we have defined

\[ F_{\alpha}(x, \nu) := (\nu - x_{i, \alpha}, \nu) \left( \frac{\nabla u_{\alpha}}{2} - c_{\alpha} \frac{u_{\alpha}^2}{2} + \epsilon_{\alpha} u_{\alpha}^2 \right) - \partial_{k} u_{\alpha} \left( (\nu - x_{i, \alpha})^k \partial_{k} u_{\alpha} + \frac{n - 2}{2} u_{\alpha} \right) \]

for all \( \alpha \in \mathbb{N} \).

**Step 4.2**: We deal with the LHS of (10.5). We claim that

\[ \int_{\varphi(U_\alpha \cap \mathbb{R}^n)} u_{\alpha}^2 \, dx = \begin{cases} o(\mu_{i, \alpha}) & \text{if } n \geq 4 \\ O(\mu_{i, \alpha}) & \text{if } n = 3 \end{cases} \quad (10.6) \]

when \( \alpha \to +\infty \). Indeed, the proof goes exactly as in the proof of (9.14) of Step 3.3 of the proof of Theorem 3.

**Step 4.3**: We deal with the first term of the RHS of (10.5). When \( n \geq 3 \), we claim that there exists \( c_i > 0 \) such that

\[ \int_{\varphi((\partial U_\alpha) \cap \mathbb{R}^n)} F_{\alpha} \, dx = \left( \frac{\mu_{i, \alpha}}{s_{i, \alpha}} \right)^{n-2} (c_i + o(1)) \quad (10.7) \]

when \( \alpha \to +\infty \).

We prove the claim. The proof proceeds basically as in the proof of (9.27) of Step 3.4 of the proof of Theorem 3. Since \( x_{i, \alpha} \in \partial \Omega \), we have that \( \lim_{\alpha \to +\infty} x_{i, \alpha} = x_0 \in \partial \Omega \). We take a domain \( U_{x_0} \), a chart \( \varphi \) and the extension \( \tilde{g} \) of the metric and \( \tilde{u}_{\alpha} \) of \( u_{\alpha} \) as in Lemma 2. Therefore, there exists \( x_{\alpha} \in \mathbb{R}^{n-1} \) such that \( x_{i, \alpha} = \varphi(0, x_{\alpha}') \) for all \( \alpha \in \mathbb{N} \) with \( \lim_{\alpha \to +\infty} x_{\alpha}' = 0 \). We define \( \tilde{v}_{i, \alpha} \) as in Proposition 8, that is

\[ \tilde{v}_{i, \alpha}(x) := \frac{s_{i, \alpha}^{n-2}}{\mu_{i, \alpha}} \tilde{u}_{\alpha}((0, x_{\alpha}') + s_{i, \alpha}x) \quad (10.8) \]

for all \( \alpha \in \mathbb{N} \) and for all \( x \in s_{i, \alpha}^{-1}(\varphi^{-1}(U_{x_0}) - (0, x_{\alpha}')) \). Recall that it follows from Proposition 8 that there exists \( \tilde{v}_i \in C^2(B_{\delta}(0) \setminus \{0\}) \) such that

\[ \lim_{\alpha \to +\infty} \tilde{v}_{i, \alpha} = \tilde{v}_i \text{ in } C^{1}_{\text{loc}}(\mathbb{R}^n \setminus \{0\}) \quad (10.9) \]

In addition, there exists \( \hat{\psi}_i \in C^2(B_{\delta}(0)) \) harmonic such that

\[ \hat{\psi}_i(x) := \frac{\lambda_i^2}{|x|^{n-2}} + \tilde{\psi}_i(x) \text{ for all } x \in B_{\delta}(0) \setminus \{0\} \text{ with } \hat{\psi}_i(0) > 0. \quad (10.10) \]

We define the metric \( \tilde{g}_i(x) := (\varphi^* \tilde{g})(0, x_{\alpha}' + s_{i, \alpha}x) \) for all \( x \). With the change of variable \( x = \varphi((0, x_{\alpha}') + s_{i, \alpha}x) \), we get that

\[
\int_{\varphi((\partial B_{s_{i, \alpha}}(\varphi^{-1}(x_{i, \alpha}))) \cap \mathbb{R}^n)} F_{\alpha} \, dx
= \left( \frac{\mu_{i, \alpha}}{s_{i, \alpha}} \right)^{n-2} \int_{\partial B_{\delta}(0) \cap \mathbb{R}^n} \left( z, \nu \right) \tilde{g}_i \left( \frac{\nabla \tilde{v}_{i, \alpha}}{2} - c_{\alpha} \frac{\tilde{v}_{i, \alpha}^2}{2} + \epsilon_{\alpha} \tilde{v}_{i, \alpha} \right) \left( \frac{\tilde{v}_{i, \alpha}^2}{2} + \epsilon_{\alpha} \tilde{v}_{i, \alpha} \right) \right) \, d\sigma_{\alpha}
- \partial_{k} \tilde{v}_{i, \alpha} \left( x^k \partial_{k} \tilde{v}_{i, \alpha} + \frac{n - 2}{2} \tilde{v}_{i, \alpha} \right) \right) \, d\sigma_{\alpha}.
\]
Passing to the limit \( \alpha \to +\infty \) and using (10.9), we get that
\[
\int \varphi((\partial B_{s_1,\alpha}\cap \{\varphi^{-1}(x_i,\alpha)\}) \cap \mathbb{R}^n) F_\alpha \, dx
= \left( \frac{\mu_{i,\alpha}}{s_{i,\alpha}} \right)^{n-2} \left( \frac{1}{2} \int_{\partial B_{s_1,\alpha}} \varphi((z,\nu) \left( \frac{\nabla |v_z|}{2} \right) - \partial_\nu v_z \left( x^k \partial_k v_z + \frac{n-2}{2} v_z \right) \right) \, d\sigma + o(1)
\]
when \( \alpha \to +\infty \). Similarly to what was done in the proof of (9.27) of Step 3.4 in the proof of Theorem 3, and using (10.10), we get that
\[
\int \varphi((\partial B_{s_1,\alpha}\cap \{\varphi^{-1}(x_i,\alpha)\}) \cap \mathbb{R}^n) F_\alpha \, dx = \left( \frac{\mu_{i,\alpha}}{s_{i,\alpha}} \right)^{n-2} \left( \frac{(n-2)^2 c_\alpha(0) \omega_{n-1}}{4} + o(1) \right)
\]
This proves (10.7) and ends Step 4.3.

We define
\[
L := \{ j \in \{1,...,N \} / x_j,\alpha - x_i,\alpha = O(\mu_{i,\alpha}) \text{ when } \alpha \to +\infty \}.
\]
Given \( R > 0 \) and \( \alpha \in \mathbb{N} \), we define
\[
D_{R,\alpha} := \varphi \left( B_{R\mu_{i,\alpha}}(\varphi^{-1}(x_i,\alpha)) \setminus \bigcup_{k \in L} B_{R^{-1} \mu_{i,\alpha}}(\varphi^{-1}(x_k,\alpha)) \right) \cap \mathbb{R}^n.
\]

**Step 4.4:** Assume that \( n \geq 4 \). We claim that
\[
\lim_{R \to +\infty} \lim_{\alpha \to +\infty} \mu_{i,\alpha}^{-1} \int_{\varphi(U_n \cap \partial \mathbb{R}^n) \setminus D_{R,\alpha}} (x - x_i,\alpha,\nu) \left( \frac{\nabla u_\alpha^2}{2} - \frac{\epsilon_n u_\alpha^{2\alpha} + \epsilon_\alpha u_\alpha^{2\alpha}}{2} \right) \, d\sigma = 0
\]
(10.12)
We prove the claim. Indeed, it follows from (7.2) that
\[
\left| \frac{\nabla u_\alpha^2}{2} - \frac{\epsilon_n u_\alpha^{2\alpha} + \epsilon_\alpha u_\alpha^{2\alpha}}{2} \right| \leq C N u_\alpha^2 + C \sum_{j=1}^N \left( \frac{\mu_{j,\alpha}^{n-2}}{\mu_{j,\alpha}^{2\alpha} + |x - x_{j,\alpha}|^2} \right) \]
(10.13)
for all \( x \in \Omega \) and all \( \alpha \in \mathbb{N} \).

**Step 4.4.1:** We claim that
\[
| (x - x_i,\alpha,\nu(x)) | \leq C |x - x_i,\alpha|^2
\]
(10.14)
for all \( \alpha \in \mathbb{N} \) and all \( x \in \partial \Omega \cap \partial U_{x_0} \). We prove the claim. Indeed, for \( x \in \mathbb{R}^n \) small enough, we get via the chart \( \varphi \) that
\[
(\cdot - x_i,\alpha,\nu) \circ \varphi((0, x_i',\alpha) + x)
= (\varphi((0, x_i',\alpha) + x) - \varphi(0, x_i',\alpha)) \circ \varphi((0, x_i',\alpha) + x)
= (d\varphi(0, x_i',\alpha)(x) + \frac{1}{2} d^2 \varphi(0, x_i',\alpha)(x, x) + O(|x|^3), \nu \circ \varphi((0, x_i',\alpha) + x))
= -\frac{1}{2} \left( d^2 \varphi(0, x_i',\alpha)(x, x), \nu \circ \varphi(0, x_i',\alpha) \right) + O(|x|^3).
\]
Inequality (10.14) is a straightforward consequence of (10.15). This proves (10.14) and ends Step 4.4.1.
As a consequence of (10.13) and (10.14), we have that
\[
\left| \int_{\varphi(U_\alpha \cap \partial \mathbb{R}^n \setminus \mathcal{D}_{R,\alpha})} (x - x_{i,\alpha}, \nu) \left( \frac{\nabla u_\alpha^2}{2} - \frac{u_\alpha^2}{2^*} + \frac{\epsilon_\alpha u_\alpha^2}{2} \right) d\sigma \right| \quad (10.16)
\]
\[
\leq C \int_{\varphi(U_\alpha \cap \partial \mathbb{R}^n \setminus \mathcal{D}_{R,\alpha})} |x - x_{i,\alpha}|^2 \hat{u}_\alpha^2 d\sigma
\]
\[
+C \sum_{j=1}^N \int_{\varphi(U_\alpha \cap \partial \mathbb{R}^n \setminus \mathcal{D}_{R,\alpha})} |x - x_{i,\alpha}|^2 \mu_{j,\alpha}^{n-2} \left( \mu_{j,\alpha}^2 + |x - x_{j,\alpha}|^2 \right)^n d\sigma
\]
for all $\alpha \in \mathbb{N}$ and all $R > 0$. We are going to estimate these terms separately.

**Step 4.4.2:** We claim that
\[
\int_{\varphi(U_\alpha \cap \partial \mathbb{R}^n \setminus \mathcal{D}_{R,\alpha})} |x - x_{i,\alpha}|^2 \hat{u}_\alpha^2 d\sigma = o(\mu_{i,\alpha}) \text{ when } \alpha \to +\infty \quad (10.17)
\]
We prove the claim. Indeed, using the definition (8.29) of $s_{i,\alpha}$, we get that
\[
\int_{\varphi(U_\alpha \cap \partial \mathbb{R}^n \setminus \mathcal{D}_{R,\alpha})} |x - x_{i,\alpha}|^2 \hat{u}_\alpha^2 d\sigma \leq C s_{i,\alpha}^{n+1} \hat{u}_\alpha^2 = O(\mu_{i,\alpha}^{\frac{n+1}{n-2} - 3})
\]
when $\alpha \to +\infty$. Moreover, since $\mu_{i,\alpha}^{\frac{n-2}{n-2}} = o(\hat{u}_\alpha^2)$, we get that the above expression is $o(\mu_{i,\alpha}^{\frac{n-2}{n-2}}) = o(\mu_{i,\alpha})$ when $\alpha \to +\infty$ since $n \geq 3$. This proves (10.17) and ends Step 4.4.2.

**Step 4.4.3:** We claim that
\[
\lim_{R \to +\infty} \lim_{\alpha \to +\infty} \mu_{i,\alpha}^{-1} \int_{\varphi(U_\alpha \cap \partial \mathbb{R}^n \setminus \mathcal{D}_{R,\alpha})} \left( \frac{|x - x_{i,\alpha}|^2 \mu_{i,\alpha}^{n-2}}{\mu_{i,\alpha}^2 + |x - x_{i,\alpha}|^2} \right) d\sigma = 0 \text{ if } n \geq 4. \quad (10.18)
\]
We prove the claim. Recall that for convenience, we let $\mathbb{R}^{n-1} := \partial \mathbb{R}^n$. Noting that
\[
\varphi(U_\alpha \cap \partial \mathbb{R}^n \setminus \mathcal{D}_{R,\alpha}) \subset \mathbb{R}^{n-1} \setminus (B_{R\mu_{i,\alpha}}(x_{i,\alpha}) \cup \cup_{k \in L} B_{R^{-1}\mu_{i,\alpha}}(x_{k,\alpha}))
\]
we get with the change of variables $x = x_{i,\alpha} + \mu_{i,\alpha} z$ that
\[
\int_{\varphi(U_\alpha \cap \partial \mathbb{R}^n \setminus \mathcal{D}_{R,\alpha})} \frac{|x - x_{i,\alpha}|^2 \mu_{i,\alpha}^{n-2}}{\mu_{i,\alpha}^2 + |x - x_{i,\alpha}|^2} d\sigma
\]
\[
\leq C \mu_{i,\alpha} \int_{\mathbb{R}^{n-1} \setminus (B_{R\mu_{i,\alpha}}(x_{i,\alpha}) \cup \cup_{k \in L} B_{R^{-1}\mu_{i,\alpha}}(x_{k,\alpha}))} \frac{|z|^2 dz}{(1 + |z|^2)^{n-1}}
\]
where $\theta_{k,\alpha} := \mu_{i,\alpha}^{-1}(x_{k,\alpha} - x_{i,\alpha})$ for all $\alpha \in \mathbb{N}$ and all $k \in L$. Letting $\theta_k := \lim_{\alpha \to +\infty} \theta_{k,\alpha}$, we get that
\[
\lim_{\alpha \to +\infty} \mu_{i,\alpha}^{-1} \int_{\varphi(U_\alpha \cap \partial \mathbb{R}^n \setminus \mathcal{D}_{R,\alpha})} \frac{|x - x_{i,\alpha}|^2 \mu_{i,\alpha}^{n-2}}{\mu_{i,\alpha}^2 + |x - x_{i,\alpha}|^2} d\sigma
\]
\[
\leq C \int_{\mathbb{R}^{n-1} \setminus (B_{R\mu_{i,\alpha}}(x_{i,\alpha}) \cup \cup_{k \in L} B_{R^{-1}\mu_{i,\alpha}}(x_{k,\alpha}))} \frac{|z|^2 dz}{(1 + |z|^2)^{n-1}}
\]
for all $R > 0$. Then, letting $R \to +\infty$ and using that $n \geq 4$, we get (10.18). This ends Step 4.4.3.
Step 4.4.4: Let $j \in \{1, \ldots, N\}$ such that

$$x_{j,\alpha} - x_{i,\alpha} \neq o(s_{i,\alpha}) \text{ when } \alpha \to +\infty.$$  

Then

$$\int_{\varphi(U_\alpha \cap \partial \mathbb{R}^n) \setminus \mathcal{D}_R,\alpha} \frac{|x - x_{i,\alpha}|^2 \mu_{j,\alpha}^{n-2}}{(\mu_{j,\alpha}^2 + |x - x_{j,\alpha}|^2)^{n-1}} d\sigma = \begin{cases} o(\mu_{i,\alpha}) & \text{if } n \geq 4 \\ O(\mu_{i,\alpha}) & \text{if } n = 3 \end{cases} \quad (10.19)$$

when $\alpha \to +\infty$. We prove the claim. Taking $\delta > 0$ smaller if necessary, we have that

$$|x_{j,\alpha} - x_{i,\alpha}| \geq 2\delta s_{i,\alpha} \quad (10.20)$$

for all $\alpha \in \mathbb{N}$. In particular, for all $x \in \mathcal{D}_R,\alpha \subset \varphi(U_\alpha \cap \mathbb{R}^n)$, we have that

$$|x - x_{j,\alpha}| \geq \delta s_{i,\alpha}.$$  

Therefore, we have that

$$\int_{\varphi(U_\alpha \cap \partial \mathbb{R}^n) \setminus \mathcal{D}_R,\alpha} \frac{|x - x_{i,\alpha}|^2 \mu_{j,\alpha}^{n-2}}{(\mu_{j,\alpha}^2 + |x - x_{j,\alpha}|^2)^{n-1}} d\sigma = O \left( \frac{s_{i,\alpha}^{n+1} \mu_{j,\alpha}^{n-2}}{(\mu_{j,\alpha}^2 + |x_{j,\alpha} - x_{i,\alpha}|^2)^{n-1}} \right) \quad (10.21)$$

for all $\alpha \in \mathbb{N}$. We distinguish two cases:

Case 4.4.4.1: assume that $\mu_{j,\alpha} = o(\mu_{i,\alpha})$ when $\alpha \to +\infty$. Then it follows from (10.20) and (10.21) that

$$\int_{\varphi(U_\alpha \cap \partial \mathbb{R}^n) \setminus \mathcal{D}_R,\alpha} \frac{|x - x_{i,\alpha}|^2 \mu_{j,\alpha}^{n-2}}{(\mu_{j,\alpha}^2 + |x - x_{j,\alpha}|^2)^{n-1}} d\sigma = O \left( \frac{s_{i,\alpha}^{n+1} \mu_{j,\alpha}^{n-2}}{(\mu_{j,\alpha}^2 + |x_{j,\alpha} - x_{i,\alpha}|^2)^{n-1}} \right)$$

when $\alpha \to +\infty$. This proves (10.19) in Case 4.4.4.1.

Case 4.4.4.2: assume that $\mu_{i,\alpha} = O(\mu_{j,\alpha})$ when $\alpha \to +\infty$. Then, we have that $j \in J_1$ and it follows from the definition (8.29) of $s_{i,\alpha}$ that

$$s_{i,\alpha}^2 \leq \frac{\mu_{i,\alpha}}{\mu_{j,\alpha}}(\mu_{j,\alpha}^2 + |x_{i,\alpha} - x_{j,\alpha}|^2)$$

for all $\alpha \in \mathbb{N}$. Plugging this inequality in (10.21), we get that

$$\int_{\varphi(U_\alpha \cap \partial \mathbb{R}^n) \setminus \mathcal{D}_R,\alpha} \frac{|x - x_{i,\alpha}|^2 \mu_{j,\alpha}^{n-2}}{(\mu_{j,\alpha}^2 + |x - x_{j,\alpha}|^2)^{n-1}} d\sigma = O \left( \frac{\mu_{i,\alpha}^{n-1}}{s_{i,\alpha}^{n-3} \mu_{j,\alpha}} \right) \quad (10.22)$$

when $\alpha \to +\infty$. This proves (10.19) in Case 4.4.4.2.

We have proved (10.19) in all cases. This ends Step 4.4.4.

Step 4.4.5: Let $j \in \{1, \ldots, N\}$ such that

$$x_{j,\alpha} \in \Omega \text{ and } x_{j,\alpha} - x_{i,\alpha} = o(s_{i,\alpha}) \text{ when } \alpha \to +\infty. \quad (10.24)$$

Then we claim that

$$\mu_{j,\alpha} = o(\mu_{i,\alpha}) \text{ when } \alpha \to +\infty.$$
We prove the claim by contradiction and we assume that \( \mu_{i,\alpha} = O(\mu_{j,\alpha}) \) when \( \alpha \to +\infty \). Then \( j \in J_i \) and it follows from the definition (8.29) of \( s_{i,\alpha} \) that

\[
s_{i,\alpha}^2 \leq \frac{\mu_{i,\alpha}}{\mu_{j,\alpha}} (\frac{\mu_{j,\alpha}}{\mu_{j,\alpha}} + |x_{i,\alpha} - x_{j,\alpha}|^2)
\]

for all \( \alpha \to +\infty \). It then follows from (10.24) that \( s_{i,\alpha}^2 = O(\mu_{i,\alpha,\mu_{j,\alpha}}) = O(\mu_{j,\alpha}) \) when \( \alpha \to +\infty \). It then follows from (10.24) that \( x_{i,\alpha} - x_{j,\alpha} = o(\mu_{j,\alpha}) \) when \( \alpha \to +\infty \), since \( x_{i,\alpha} \in \partial \Omega \), we then get that \( d(x_{i,\alpha}, \partial \Omega) = o(\mu_{j,\alpha}) \) when \( \alpha \to +\infty \), and then \( x_{j,\alpha} \in \partial \Omega \) (see (i) of Proposition 2): a contradiction with our assumption (10.24). This proves the claim.

**Step 4.4.6:** Let \( j \in \{1, ..., N\} \) such that

\[
x_{j,\alpha} \not\in \partial \Omega \text{ and } x_{j,\alpha} - x_{i,\alpha} = o(s_{i,\alpha}) \text{ when } \alpha \to +\infty.
\]

We claim that

\[
\lim_{\alpha \to +\infty} \mu_{i,\alpha}^{-1} \int_{\varphi(U_\alpha \cap \partial \mathbb{R}^n \cup \mathcal{D}_{R,\alpha})} \frac{|x - x_{i,\alpha}|^2 \mu_{j,\alpha}^{n-2}}{(\mu_{j,\alpha}^2 + |x - x_{j,\alpha}|^2)^{n-1}} d\sigma = 0 \text{ when } n \geq 3.
\]

We prove the claim. Since \( \lim_{\alpha \to +\infty} x_{j,\alpha} = x_0 \), we write \( x_{j,\alpha} = \varphi(x_{j,\alpha,1}, x'_{j,\alpha}) \) for all \( \alpha \in \mathbb{N} \). Here again, since \( d\varphi_0 \) is an orthogonal transformation (see Lemma 2, we get that

\[
d(x_{j,\alpha}, \partial \Omega) = (1 + o(1))|x_{j,\alpha,1}|
\]

when \( \alpha \to +\infty \). For simplicity, we let \( d_{j,\alpha} := d(x_{j,\alpha}, \partial \Omega) \) for all \( \alpha \in \mathbb{N} \). With the change of variables \( x = \varphi(z) \), we get that

\[
\int_{\varphi(U_\alpha \cap \partial \mathbb{R}^n \cup \mathcal{D}_{R,\alpha})} \frac{|x - x_{i,\alpha}|^2 \mu_{j,\alpha}^{n-2}}{(\mu_{j,\alpha}^2 + |x - x_{j,\alpha}|^2)^{n-1}} d\sigma
\]

\[
\leq C \int_{\partial \mathbb{R}^n} \frac{\mu_{j,\alpha}^{n-2}}{\mu_{j,\alpha}^2 + |(0, z) - (x_{j,\alpha,1}, x'_{j,\alpha})|^2} d\sigma
\]

\[
\leq C \int_{\partial \mathbb{R}^n} \frac{\mu_{j,\alpha}^{n-2}}{\mu_{j,\alpha}^2 + |z|^2} d\sigma \leq C \frac{\mu_{j,\alpha}^{n-2}}{\mu_{j,\alpha}^2}
\]

for all \( \alpha \in \mathbb{N} \). Since \( x_{j,\alpha} \not\in \partial \Omega \), we apply (9.2) and (9.4) and we get that

\[
\int_{\varphi(U_\alpha \cap \partial \mathbb{R}^n \cup \mathcal{D}_{R,\alpha})} \frac{|x - x_{i,\alpha}|^2 \mu_{j,\alpha}^{n-2}}{(\mu_{j,\alpha}^2 + |x - x_{j,\alpha}|^2)^{n-1}} d\sigma = O \left( \frac{\mu_{j,\alpha}^{n-2}}{\mu_{j,\alpha}^2} \right) = o \left( \frac{\mu_{j,\alpha}^{n-2}}{\mu_{j,\alpha}^2} \right)
\]

when \( \alpha \to +\infty \), where we have used Step 4.4.5. This proves (10.17) and ends Step 4.4.6.

**Step 4.4.7:** Plugging (10.17), (10.18), (10.19) and (10.26) into (10.16), we get (10.12). This ends Step 4.4.
Step 4.5: We claim that there exists $c > 0$ such that
\[
\lim_{R \to +\infty} \lim_{\alpha \to +\infty} \mu_{i,\alpha}^{-1} \int_{\mathcal{D}_{R,\alpha} \cap \Omega} \left( x - x_{i,\alpha}, \nu \right) \left( \frac{\left| \nabla u_{\alpha} \right|^2}{2} - c_n \frac{u_{\alpha}^2}{2^*} + \frac{\epsilon_n u_{\alpha}^2}{2} \right) d\sigma
\]
\[
= \frac{H(x_0)}{2^n} \int_{\partial \mathbb{R}^n} \left| x \right|^2 \left( \frac{\left| \nabla U_0 \right|^2_\xi}{2} - c_n \frac{U_0^2}{2^*} \right) d\xi
\]
\[
- \frac{(\partial_i \varphi, \nu(x))}{2} g^{ij} \int_{\partial \mathbb{R}^n} \left( \frac{\left| \nabla U_0 \right|^2_\xi}{2} - n(n - 2) \frac{U_0^2}{2^*} \right) d\xi
\]
where $\theta$ is as in (9.50). We prove the claim. We assume that $n \geq 4$. As a preliminary remark, using the definition (10.11) of $\mathcal{D}_{R,\alpha}$ and (9.4), note that
\[
\varphi(U_0 \cap \partial \mathbb{R}^n) \cap \mathcal{D}_{R,\alpha} = \mathcal{D}_{R,\alpha} \cap \partial \Omega
\]
for all $\alpha \in \mathbb{N}$. We define
\[
\tilde{u}_{i,\alpha}(x) := \frac{n-2}{\mu_{i,\alpha}} u_{\alpha} \circ \varphi((0, x_{i,\alpha}) + \mu_{i,\alpha} x)
\]
for all $x \in \mu_{i,\alpha}^{-1}(\varphi^{-1}(U_0) - \varphi^{-1}(x_{i,\alpha})) \cap \mathbb{R}^n$. It follows from Theorem 4.1 modified by (9.50) that
\[
\lim_{\alpha \to +\infty} \tilde{u}_{i,\alpha} = U_0(\cdot + \theta) \text{ in } C^1_{\text{loc}} \left( \mathbb{R}^n \setminus \{ \theta_k/ k \in L \} \right),
\]
where $U_0(x) := (1 + |x|^2)^{1-\frac{2}{n}}$ for all $x \in \mathbb{R}^n$ and $\theta \in \mathbb{R}^{n-1}$. With the change of variable $x = \varphi((0, x_{i,\alpha}') + \mu_{i,\alpha} z)$, we get that
\[
\int_{\mathcal{D}_{R,\alpha} \cap \Omega} \left( x - x_{i,\alpha}, \nu \right) \left( \frac{\left| \nabla u_{\alpha} \right|^2}{2} - c_n \frac{u_{\alpha}^2}{2^*} + \frac{\epsilon_n u_{\alpha}^2}{2} \right) d\sigma
\]
\[
= \mu_{i,\alpha} \int_{\mathcal{D}_{R,\alpha} \cap \Omega} g_\alpha(z) \left( \frac{\left| \nabla u_{i,\alpha} \right|^2_{g_{\alpha}}}{2} - c_n \frac{\tilde{u}_{i,\alpha}^2}{2^*} + \frac{\epsilon_n \mu_{i,\alpha} \tilde{u}_{i,\alpha}^2}{2} \right) d\sigma_\alpha
\]
where $g_\alpha(x) := (\varphi(\xi)((0, x_{i,\alpha}') + \mu_{i,\alpha} x)$ is the pull-back of $\xi$ by the chart $\varphi$ and $\sigma_\alpha$ is the surface area associated to the metric $g_\alpha$ and
\[
G_\alpha(z) := \frac{(\varphi((0, x_{i,\alpha}') + \mu_{i,\alpha} z) - \varphi(0, x_{i,\alpha}'), \nu \circ \varphi((0, x_{i,\alpha}')) + \mu_{i,\alpha} z))}{\mu_{i,\alpha}^2}.
\]
With (10.15), (10.28), using that $\varphi(\xi(0) = \xi$ and that $n \geq 4$, we get that
\[
\lim_{R \to +\infty} \lim_{\alpha \to +\infty} \mu_{i,\alpha}^{-1} \int_{\mathcal{D}_{R,\alpha} \cap \Omega} \left( x - x_{i,\alpha}, \nu \right) \left( \frac{\left| \nabla u_{\alpha} \right|^2}{2} - n(n - 2) \frac{u_{\alpha}^2}{2^*} + \frac{\epsilon_n u_{\alpha}^2}{2} \right) d\sigma
\]
We prove the claim and assume that

\[ D_R := B_R(0) \cap \partial \mathbb{R}^n \setminus \bigcup_{k \in \mathbb{L}} B_{R^{-1}}(\theta_k). \]

We let \( A(\varphi, \theta, x_0) \) be the right-hand-side of this expression. Since \( U_0 \) is radially symmetrical, we get that

\[
A(\varphi, \theta, x_0) = -\sum_k (\partial_{kk} \varphi(0), \nu(x_0)) \int_{\partial \mathbb{R}^n} \frac{|\nabla U_0|^2}{2} - c_n \frac{U_0^{2*}}{2^*} \, d\xi
\]

\[
-\frac{1}{2} \partial_{kl} \varphi(0), \nu(x_0) \delta^{kl} \int_{\partial \mathbb{R}^n} \frac{|\nabla U_0|^2}{2} - c_n \frac{U_0^{2*}}{2^*} \, d\xi.
\]

Since \( d\varphi_0 \) is an orthogonal transformation, the first and second fundamental forming of \( \partial \Omega \) at \( x_0 \) in the chart \( \varphi \) are respectively \( I_{kl} = \delta_{kl} \) and \( II_{kl} = -(\partial_{kl} \varphi(0), \nu(x_0)). \) Therefore the mean curvature of \( \partial \Omega \) at \( x_0 \) is \( H(x_0) = \sum_k II_{kk} \) and then

\[
\int_{\partial \mathbb{R}^n} -\partial_{kl} \varphi(0) \delta^{kl} \left( \frac{|\nabla U_0|^2}{2} - c_n U_0^{2*} \right) \, d\xi
\]

\[
= H(x_0) \int_{\partial \mathbb{R}^n} |x|^{2} \left( \frac{|\nabla U_0|^2}{2} - c_n U_0^{2*} \right) \, d\xi.
\]

Combining (10.29) and (10.31) yields (10.27). This ends Step 4.6.

**Step 4.6:** we claim that

\[ \left\{ \begin{array}{l}
\int_{\partial \mathbb{R}^n} |x|^2 \left( \frac{|\nabla U_0|^2}{2} - c_n U_0^{2*} \right) \, d\xi > 0 \\
\text{and } \int_{\partial \mathbb{R}^n} \frac{|\nabla U_0|^2}{2} - c_n U_0^{2*} \, d\xi = 0
\end{array} \right. \] when \( n \geq 4. \) (10.31)

We prove the claim and assume that \( n \geq 4. \) Using the explicit expression of \( U_0, \) we get that

\[
\int_{\partial \mathbb{R}^n} |x|^2 \left( \frac{|\nabla U_0|^2}{2} - c_n U_0^{2*} \right) \, d\xi
\]

\[
= \frac{\omega_{n-2}(n-2)^2}{2} \int_0^\infty \frac{(r^2 - 1)^n}{(1 + r^2)^n} \, dr
\]

\[
= \frac{\omega_{n-2}(n-2)^2}{2} \left[ \int_0^1 \frac{(r^2 - 1)^n}{(1 + r^2)^n} \, dr + \int_1^\infty \frac{(r^2 - 1)^n}{(1 + r^2)^n} \, dr \right]
\]

\[
= \frac{\omega_{n-2}(n-2)^2}{2} \left[ \int_0^1 \frac{(1 - r^2)^r^{n-4}}{(1 + r^2)^n} \, dr \right]
\]

\[
= \frac{\omega_{n-2}(n-2)^2}{2} \int_0^1 \frac{(1 - r^2)(r^{n-4} - r^n)}{(1 + r^2)^n} \, dr > 0.
\]

Similarly, we prove that the second integral in (10.31) vanishes. The claim is proved. This ends Step 4.6.

**Step 4.7:** Assume that \( n \geq 4. \) Plugging together (10.12), (10.27) and (10.31), we get that there exists \( d_i > 0 \) such that

\[
\lim_{\alpha \to +\infty} \mu_{\alpha}^{-1} \int_{\varphi(U_i \cap \partial \mathbb{R}^n)} (x - x_i, \alpha, \nu) \left( \frac{|\nabla u_\alpha|^2}{2} - c_n \frac{u_\alpha^{2*}}{2^*} + \frac{\epsilon_\alpha u_\alpha}{2} \right) \, d\sigma = d_i H(x_0)
\] (10.32)
Plugging (10.6), (10.7) and (10.32) into (10.5), we get that
\[\left(\frac{\mu_{i,\alpha}}{s_{i,\alpha}}\right)^{n-2}(\gamma_{i} + o(1)) + (d_{i}H(x_{0}) + o(1))\mu_{i,\alpha} = 0\]
when \(\alpha \to +\infty\), and then there exists \(c'_{i} > 0\) such that
\[
\lim_{\alpha \to +\infty} \frac{\mu_{i,\alpha}^{n-3}}{s_{i,\alpha}^{n-2}} = -c'_{i}H(x_{0}).
\]
In particular, \(H(x_{0}) \leq 0\). This ends the proof of Theorem 4 when \(n \geq 4\). We are now left with the case \(n = 3\).

**Step 4.8:** We assume that \(n = 3\). We define \(\tilde{u}_{i,\alpha}\) as above. We let \((z_{\alpha})_{\alpha} \in \mathbb{R}^{n}\) be such that
\[
\lim_{\alpha \to +\infty} |z_{\alpha}| = +\infty.
\]
Then, we have that
\[
|z_{\alpha}| \leq \delta \frac{\tilde{s}_{i,\alpha}}{\mu_{i,\alpha}} \Rightarrow |z_{\alpha}|^{n-2}\tilde{u}_{i,\alpha}(z_{\alpha}) = O(1) \text{ when } \alpha \to +\infty
\]
and
\[
|z_{\alpha}| = o \left(\frac{s_{i,\alpha}}{\mu_{i,\alpha}}\right) \Rightarrow \lim_{\alpha \to +\infty} |z_{\alpha}|^{n-2}\tilde{u}_{i,\alpha}(z_{\alpha}) = 1 \text{ when } \alpha \to +\infty.
\]
We prove the claim. As in Case 6.2 of the proof of Theorem 6, we have that
\[
\tilde{u}_{\alpha}(x) = (1 + o(1)) \left(\tilde{u}_{\alpha} + \sum_{i=1}^{N} V_{j,\alpha}(x)\right)
\]
for all \(x \in B_{\delta_{0}}(x_{0})\) and all \(\alpha \in \mathbb{N}\) for \(\delta_{0} > 0\) small enough. Therefore, we have that
\[
|z_{\alpha}|^{n-2}\tilde{u}_{i,\alpha}(z_{\alpha}) = (1 + o(1)) \left(|z_{\alpha}|^{n-2}\tilde{u}_{i,\alpha} + \sum_{i=1}^{N} |z_{\alpha}|^{n-2}\tilde{u}_{i,\alpha} V_{j,\alpha}(\varphi^{-1}(x_{i,\alpha}) + \mu_{i,\alpha}z_{\alpha})\right)
\]
for all \(\alpha \in \mathbb{N}\). It follows from Theorem 3 that there is no blowup point in the interior when \(n = 3\); therefore, (10.2) rewrites
\[
|x_{i,\alpha} - x_{j,\alpha}| \geq 2\delta s_{i,\alpha} \text{ for all } j \neq i \text{ and all } \alpha \in \mathbb{N}.
\]
We fix \(j \neq i\). Similar to what was done in Step 6.1.2 of the proof of Theorem 6, we have that
\[
\left|\left|z_{\alpha}\right|^{n-2}\tilde{u}_{i,\alpha} V_{j,\alpha}(\varphi^{-1}(x_{i,\alpha}) + \mu_{i,\alpha}z_{\alpha})\right| \leq C \left(\frac{s_{i,\alpha}^{2} H_{j,\alpha}}{\mu_{i,\alpha}^{2} + |\mu_{j,\alpha}^{2} + |x_{i,\alpha} - x_{j,\alpha}|^{2}|^{n-2}}\right)
\]
for all \(\alpha \in \mathbb{N}\) (we have used that \(|z_{\alpha}| \leq \delta \mu_{i,\alpha}^{-1} s_{i,\alpha}\)). Therefore, if \(\mu_{i,\alpha} = O(\mu_{j,\alpha})\) when \(\alpha \to +\infty\), it follows from the definition of \(s_{i,\alpha}\) that the right-hand-side is bounded. If \(\mu_{j,\alpha} = O(\mu_{i,\alpha})\), using (10.36), we get that the right-hand-side is also bounded.
In the case \( j = i \), it follows from Case (i) of Proposition 13 that
\[
|z_\alpha|^{n-2} \nu_{i,\alpha}^2 V_{j,\alpha}(\varphi^{-1}(x_{i,\alpha}) + \mu_{i,\alpha} z_\alpha) \right) = (1 + o(1)) \left( \frac{|z_\alpha|^2 \mu_{i,\alpha}}{(\mu_{i,\alpha}^2 + |\mu_{i,\alpha} z_\alpha|^2)} \right)^{n-2} = 1 + o(1)
\]
when \( \alpha \to +\infty \) since \( \lim_{\alpha \to +\infty} |z_\alpha| = +\infty \).

Finally, noting in addition that \( |z_\alpha|^{n-2} \nu_{i,\alpha}^2 \bar{u}_\alpha = O(s_{i,\alpha}^2 \nu_{i,\alpha}^2 \bar{u}_\alpha) = O(1) \) by definition of \( s_{i,\alpha} \), we get that (10.34) holds. With a little more careful analysis, we get (10.35). This ends Step 4.8.

**Step 4.9**: We still assume that \( n = 3 \) and we let \( (z_\alpha)_\alpha \in \mathbb{R}^n \) be such that \( \lim_{\alpha \to +\infty} |z_\alpha| = +\infty \). Then, we claim that
\[
|z_\alpha| = o \left( \frac{s_{i,\alpha}}{\mu_{i,\alpha}} \right) \Rightarrow \lim_{\alpha \to +\infty} |z_\alpha|^{n-1} |\nabla \bar{u}_{i,\alpha}(z_\alpha)|_{g_\alpha} = n - 2, \tag{10.37}
\]
where \( g_\alpha(x) = (\varphi^* \bar{g})(\varphi^{-1}(x_{i,\alpha}) + \mu_{i,\alpha} x) \).

We prove the claim by contradiction and assume that there exists \((z_\alpha)_\alpha \) as above and \( \epsilon_0 > 0 \) such that
\[
||z_\alpha|^{n-1} |\nabla \bar{u}_{i,\alpha}(z_\alpha)|_{g_\alpha} - (n - 2)|| \geq \epsilon_0 \tag{10.38}
\]
for all \( \alpha \in \mathbb{N} \). We define \( r_\alpha := |z_\alpha| \) and \( w_\alpha(x) := r_\alpha^{n-2} \bar{u}_{i,\alpha}(r_\alpha x) \) for \( x \neq 0 \): this is well defined and it follows from Step 4.8 that \( \lim_{\alpha \to +\infty} w_\alpha(x) = |x|^{2-n} \) in \( C^1_{loc}(\mathbb{R}^n \setminus \{0\}) \). Moreover, \( \Delta_{\bar{g}} w_\alpha + \epsilon_\alpha(\mu_{i,\alpha} |z_\alpha|) w_\alpha = c_\alpha |z_\alpha|^{-2} w_\alpha^{2n-1} \) where \( g_\alpha(x) = r_\alpha^2 g_\alpha(r_\alpha x) \), and therefore, it follows from standard elliptic theory that \( w_\alpha \) converges in \( C^1_{loc}(\mathbb{R}^n \setminus \{0\}) \). Computing \( \nabla w_\alpha(r_\alpha^{-1} z_\alpha) \) and passing to the limit when \( \alpha \to +\infty \) contradicts (10.38). This ends Step 4.9.

The rough estimate (7.3) and computations similar to the case \( n \geq 4 \) yield
\[
\int_{\varphi(B_{\kappa_{i,\alpha}}(\varphi^{-1}(x_{i,\alpha})) \cap \partial \Omega)} \left| (x - x_{i,\alpha}, \nu) \left( c_\alpha \frac{u_{\alpha}^{2n}}{2} - \epsilon_\alpha u_{\alpha}^2 \right) \right| dx = O(\mu_{i,\alpha})
\]
when \( \alpha \to +\infty \). Similarly, we have that
\[
\int_{\varphi(B_{\kappa_{i,\alpha}}(\varphi^{-1}(x_{i,\alpha})) \cap \partial \Omega)} |x - x_{i,\alpha}|^2 |\nabla w_{\alpha}|^2 dx = O \left( \mu_{i,\alpha} \ln \frac{s_{i,\alpha}}{\mu_{i,\alpha}} \right)
\]
when \( \alpha \to +\infty \). Therefore, we have that
\[
\int_{\varphi(B_{\kappa_{i,\alpha}}(\varphi^{-1}(x_{i,\alpha})) \cap \partial \Omega)} (x - x_{i,\alpha}, \nu) F_\alpha(x) dx = \int_{\varphi(B_{\kappa_{i,\alpha}}(\varphi^{-1}(x_{i,\alpha})) \cap \partial \Omega)} x^k x^l |\nabla u_{\alpha}|^2 dx + O \left( \mu_{i,\alpha} \ln \frac{s_{i,\alpha}}{\mu_{i,\alpha}} \right)
\]
when \( \alpha \to +\infty \) and \( n = 3 \).

**Step 4.10**: Assume that \( n = 3 \). We claim that
\[
\lim_{\alpha \to +\infty} \int_{\varphi(B_{\kappa_{i,\alpha}}(\varphi^{-1}(x_{i,\alpha})) \cap \partial \Omega)} x^k x^l |\nabla u_{\alpha}|^2 dx = \frac{2\pi}{3} \delta_{kl} \tag{10.40}
\]
We prove the claim. We let \( (\delta_\alpha)_\alpha \in (0, +\infty) \) be such be such that \( \lim_{\alpha \to +\infty} \delta_\alpha = 0 \) and \( \lim_{\alpha \to +\infty} \mu_{i,\alpha}^{-1} \delta_\alpha s_{i,\alpha} = +\infty \). The sequence \((\delta_\alpha)\) will be chosen later. With a change
Step 4.11: Assume that yields (10.40). This ends Step 4.10.

We now choose (\(\alpha\)) when we have that

\[
\int_{\Omega} \frac{x^k x^l}{x} |\nabla u_{\alpha}|^2 \, dx = \mu_{i,\alpha} \int_{B_{\delta_{\alpha} s_{i,\alpha}}(0) \cap \partial \Omega} x^k x^l |\nabla u_{i,\alpha}|^2 \, dv_{g_{\alpha}}
\]

\[
= \mu_{i,\alpha} \int_{B_{\delta_{\alpha} s_{i,\alpha}}(0) \cap \partial \Omega} (1 + o(1)) x^k x^l |\nabla u_{i,\alpha}|^2 \, d\sigma + O(\mu_{i,\alpha})
\]

\[
= \mu_{i,\alpha} \int_{B_{\delta_{\alpha} s_{i,\alpha}}(0) \cap \partial \Omega} (1 + o(1)) x^k x^l |x|^{n-1} |\nabla u_{i,\alpha}|^2 \, dv_{g_{\alpha}} + O(\mu_{i,\alpha})
\]

when \(\alpha \to +\infty\) for \(R > 0\) arbitrary large. With (10.37), we then get that there exists \(\epsilon_R\) such that \(\lim_{R \to +\infty} \epsilon_R = 0\) and

\[
\int_{\Omega} \frac{x^k x^l}{x} |\nabla u_{\alpha}|^2 \, dx = \mu_{i,\alpha} (n-2)^2 \int_{B_{\delta_{\alpha} s_{i,\alpha}}(0) \cap \partial \Omega \setminus B_R(0)} x^k x^l |x|^{2(n-1)} |\nabla u_{i,\alpha}|^2 \, d\sigma + O(\mu_{i,\alpha})
\]

\[
= \frac{(n-2)^2 \omega_{n-2} \delta_{kl}}{n} \mu_{i,\alpha} \ln s_{i,\alpha} \mu_{i,\alpha} + o \left( \mu_{i,\alpha} \ln s_{i,\alpha} \mu_{i,\alpha} \right)
\]

(10.41)

We now estimate the complementing term. It follows from (10.37) and the local convergence of \(\tilde{u}_{i,\alpha}\) that there exists \(C > 0\) such that \(|\nabla \tilde{u}_{i,\alpha}|_{g_{\alpha}}(x) \leq C|x|^{1-n}\) for all \(x \in B_{\mu_{i,\alpha}^{-1} \delta_{s_{i,\alpha}}}(0)\). Therefore, we have that

\[
\int_{\Omega} \frac{x^k x^l}{x} |\nabla u_{\alpha}|^2 \, dx \leq C \mu_{i,\alpha} \int_{B_{\mu_{i,\alpha}^{-1} \delta_{s_{i,\alpha}}}(0) \cap B_{\mu_{i,\alpha}^{-1} \delta_{s_{i,\alpha}}}(0)} |\nabla \tilde{u}_{i,\alpha}|^2 (1 + |\nabla \tilde{u}_{i,\alpha}|^2)^{1-n} \, dz
\]

\[
\leq C \mu_{i,\alpha} \ln \delta_{\alpha}
\]

(10.42)

We now choose \((\delta_{\alpha})\) such that

\[
\lim_{\alpha \to +\infty} \delta_{\alpha} = 0, \quad \lim_{\alpha \to +\infty} \frac{\delta_{\alpha} s_{i,\alpha}}{\mu_{i,\alpha}} = +\infty \text{ and } \ln \frac{1}{\delta_{\alpha}} = o \left( \ln \frac{s_{i,\alpha}}{\mu_{i,\alpha}} \right)
\]

when \(\alpha \to +\infty\). Clearly, this choice is possible: combining (10.41) and (10.42) yields (10.40). This ends Step 4.10.

Step 4.11: Assume that \(n = 3\). We claim that there exists \(c_i > 0\) such that

\[
\lim_{\alpha \to +\infty} \frac{1}{s_{i,\alpha} \ln \frac{1}{\mu_{i,\alpha}}} = -c_i H(x_0).
\]

We prove the claim. Putting (10.40) into (10.39) and arguing as in Step 4.5 yields
\[ \int_{\varphi(B_{x_0}(x_0)) \cap \partial \Omega} (x - x_{i,\alpha}, \nu) F_{\alpha}(x) \, dx = -\frac{\pi}{6} - \sum_k (\partial_k \varphi(0), \nu(x_0)) \mu_{i,\alpha} \ln s_{i,\alpha} + o \left( \mu_{i,\alpha} \ln \frac{s_{i,\alpha}}{\mu_{i,\alpha}} \right) \]

When \( \alpha \to +\infty \). Plugging this asymptotic behavior into (10.5) and using (10.6) and (10.7) yields the existence of \( c_i > 0 \) such that

\[ c_i (H(x_0) + o(1)) s_{i,\alpha} \ln s_{i,\alpha} + 1 = 0 \]

when \( \alpha \to +\infty \). This yields the desired result and this ends Step 4.11. Theorem 4 is proved for \( n = 3 \).

11. PROOF OF THEOREMS 1 AND 2

Let \( (u_{\alpha})_{\alpha \in \mathbb{N}} \in C^2(\Omega) \) be as in the statement of Theorem 1. We let

\[ \hat{S} := \left\{ \lim_{\alpha \to +\infty} x_{i,\alpha}/i \in \{1,\ldots,N\} \right\}. \]

**Step 1:** We claim that \( \hat{S} = S \)

where \( S \) is as in Definition 1. We prove the claim. Let \( x_0 \in \hat{S} \) and let \( i \in \{1,\ldots,N\} \) such that \( \lim_{\alpha \to +\infty} x_{i,\alpha} = x_0 \). In particular, we have that \( \lim_{\alpha \to +\infty} u_{\alpha}(x_{i,\alpha}) = +\infty \): then \( x_0 \) is a singular point, and then \( x_0 \in S \). This proves that \( \hat{S} \subset S \).

Let \( x_0 \in \hat{S}^c \): then there exists \( \delta > 0 \) such that \( |x_0 - x_{i,\alpha}| \geq 2\delta \) for all \( i \in \{1,\ldots,N\} \). In particular, it follows from (7.3) that there exists \( C > 0 \) such that \( u_{\alpha}(x) \leq C \) for all \( x \in B_\delta(x_0) \cap \Omega \), and then \( x_0 \) is not a singular point, that is \( x_0 \notin S \). This proves that \( \hat{S}^c \subset S^c \).

These two assertions prove that \( \hat{S} = S \), and the claim is proved. This ends Step 1. \( \square \)

**Step 2:** Let \( x_0 \in S \). Assume that \( n \geq 7 \). We claim that

there exists \( (x_{i,\alpha})_{\alpha \in \mathbb{N}} \in \partial \Omega \) such that \( \lim_{\alpha \to +\infty} x_{i,\alpha} = x_0 \).

We prove the claim by contradiction and assume that for all \( i \in \{1,\ldots,N\} \) such that \( \lim_{\alpha \to +\infty} x_{i,\alpha} = x_0 \), then \( x_{i,\alpha} \in \Omega \). We let \( i \in \{1,\ldots,N\} \) such that \( \mu_{i,\alpha} := \max \{ \mu_{j,\alpha} / j \in \{1,\ldots,N\} \} \) such that \( \lim_{\alpha \to +\infty} x_{j,\alpha} = x_0 \).

It then follows from Theorem 3 that

\[ \epsilon_{i,\alpha} s_{i,\alpha}^{n-2} \propto \mu_{i,\alpha}^{n-4} \quad (11.1) \]

when \( \alpha \to +\infty \) and there exists \( j \in \{1,\ldots,N\} \) such that \( \mu_{i,\alpha} = o(\mu_{j,\alpha}) \) when \( \alpha \to +\infty \) and

\[ s_{i,\alpha}^2 = \frac{\mu_{i,\alpha}}{\mu_{j,\alpha}} (\mu_{j,\alpha}^2 + |x_{i,\alpha} - x_{j,\alpha}|^2) \]

for all \( \alpha \in \mathbb{N} \).
Assume that $\lim_{\alpha \to +\infty} x_{j,\alpha} = x_0$. Then it follows from the definition of $\mu_{i,\alpha}$ that $\mu_{i,\alpha} \geq \mu_{j,\alpha}$: a contradiction with $\mu_{i,\alpha} = o(\mu_{j,\alpha})$ when $\alpha \to +\infty$.

Assume that $\lim_{\alpha \to +\infty} x_{j,\alpha} \neq x_0$. Then $x_{i,\alpha} - x_{j,\alpha} \not\to 0$ and we have that
\[
s_{i,\alpha}^2 \geq \frac{\mu_{i,\alpha}}{\mu_{j,\alpha}}
\]
when $\alpha \to +\infty$. Plugging this estimate in (11.1), we get with (8.15) that
\[
\epsilon_\alpha \asymp \mu_i^{-2} \mu_j^{-2} = o(\mu_{j,\alpha}^{-2}) = o(\epsilon_\alpha)
\]
when $\alpha \to +\infty$. A contradiction since $n \geq 7$.

This proves the claim, and this ends Step 2.

**Step 3:** Let $x_0 \in S$. Assume that $n = 3$ or $n \geq 7$. We claim that
\[x_0 \in \partial \Omega \text{ and that } H(x_0) \leq 0.\]

We prove the claim. We let $i \in \{1, \ldots, N\}$ be such that
\[s_{i,\alpha} = \min\{s_{j,\alpha} / x_{j,\alpha} \in \partial \Omega \text{ and } \lim_{\alpha \to +\infty} x_{j,\alpha} = x_0\}.\]

This minimum is well-defined: this follows from Theorem 3 for $n = 3$ and from Step 2 when $n \geq 7$. In particular, $x_{i,\alpha} \in \partial \Omega$ and $x_0 \in \partial \Omega$. We claim that for all $j \in \{1, \ldots, N\} \setminus \{i\}$
\[x_{j,\alpha} \in \partial \Omega \Rightarrow x_{j,\alpha} - x_{i,\alpha} \neq o(s_{i,\alpha}) \text{ when } \alpha \to +\infty \quad (11.2)\]

We prove the claim by contradiction and we assume that there exists $j \in \{1, \ldots, N\} \setminus \{i\}$ such that $\lim_{\alpha \to +\infty} x_{j,\alpha} = x_0$, $x_{i,\alpha} - x_{j,\alpha} = o(s_{i,\alpha})$ and $x_{j,\alpha} \in \partial \Omega$ for all $\alpha \in \mathbb{N}$.

We claim that $\mu_{i,\alpha} = o(\mu_{j,\alpha})$ when $\alpha \to +\infty$. We argue by contradiction and assume that $\mu_{j,\alpha} = O(\mu_{i,\alpha})$ when $\alpha \to +\infty$: then $i \in J_j$ and it follows from the definition (8.29) of $s_{j,\alpha}$ that
\[s_{j,\alpha}^2 \leq \frac{\mu_{j,\alpha}}{\mu_{i,\alpha}} \left( \mu_{j,\alpha}^2 + |x_{i,\alpha} - x_{j,\alpha}|^2 \right)\]

for all $\alpha \in \mathbb{N}$. Since $|x_{i,\alpha} - x_{j,\alpha}| = o(s_{i,\alpha})$ and $\mu_{i,\alpha} = o(s_{i,\alpha})$ when $\alpha \to +\infty$, we get that $s_{j,\alpha} = o(s_{i,\alpha})$ when $\alpha \to +\infty$: a contradiction since $s_{i,\alpha} \leq s_{j,\alpha}$ for all $\alpha \in \mathbb{N}$.

This proves that $\mu_{i,\alpha} = o(\mu_{j,\alpha})$ when $\alpha \to +\infty$.

In particular, we have that $j \in J_i$, and then
\[s_{i,\alpha}^2 \leq \frac{\mu_{i,\alpha}}{\mu_{j,\alpha}} \left( \mu_{j,\alpha}^2 + |x_{i,\alpha} - x_{j,\alpha}|^2 \right)\]

for all $\alpha \in \mathbb{N}$. Since $x_{i,\alpha} - x_{j,\alpha} = o(s_{i,\alpha})$ and $\mu_{i,\alpha} = o(\mu_{j,\alpha})$ when $\alpha \to +\infty$, we then get that $s_{i,\alpha} = o(\mu_{j,\alpha})$ and then $x_{i,\alpha} - x_{j,\alpha} = o(\mu_{j,\alpha})$ when $\alpha \to +\infty$. A contradiction with (9.49). This proves that (11.2) holds.

Therefore, we can apply Theorem 4 to $i$, and we get that $H(x_0) \leq 0$ when $n = 3$ or $n \geq 7$. This proves the claim, and therefore this ends Step 3.

Theorem 1 is a consequence of Step 3.

Theorem 2 is a consequence of Theorem 1 and Proposition 1.
APPENDIX A: CONSTRUCTION AND ESTIMATES ON THE GREEN’S FUNCTION

This appendix is devoted to a construction and to pointwise properties of the Green’s functions of the Laplacian with Neumann boundary condition on a smooth bounded domain of \( \mathbb{R}^n \). These proofs are essentially self-contained and require only standard elliptic theory.

Let \( \Omega \) be a smooth bounded domain of \( \mathbb{R}^n \) (see Definition 2 in Section 3). We consider the following problem:

\[
\begin{align*}
\Delta u &= f \quad \text{in } \Omega \\
\partial_{\nu} u &= 0 \quad \text{in } \partial \Omega
\end{align*}
\]  
(11.3)

where \( u \in C^2(\Omega) \) and \( f \in C^0(\Omega) \). Note that the solution \( u \) is defined up to the addition of a constant and that it is necessary that \( \int_{\Omega} f \, dx = 0 \) (this is a simple integration by parts). Our objective here is to study the existence and the properties of the Green kernel associated to (11.3).

**Definition 6.** We say that a function \( G : \Omega \times \Omega \setminus \{(x,x)/x \in \Omega\} \to \mathbb{R} \) is a Green’s function for (11.3) if for any \( x \in \Omega \), noting \( G_x := G(x, \cdot) \), we have that

(i) \( G_x \in L^1(\Omega) \),

(ii) \( \int_{\Omega} G_x \, dy = 0 \),

(iii) for all \( \varphi \in C^2(\Omega) \) such that \( \partial_{\nu} \varphi = 0 \) on \( \partial \Omega \), we have that

\[
\varphi(x) - \bar{\varphi} = \int_{\Omega} G_x \Delta \varphi \, dy.
\]

Condition (ii) here is required for convenience in order to get uniqueness, symmetry and regularity for the Green’s function. Note that if \( G \) is a Green’s function and if \( c : \Omega \to \mathbb{R} \) is any function, the function \( (x,y) \mapsto G(x,y) + c(x) \) satisfies (i) and (iii). The first result concerns the existence of the Green’s function:

**Theorem 5.** Let \( \Omega \) be a smooth bounded domain of \( \mathbb{R}^n \). Then there exists a unique Green’s function \( G \) for (11.3). Moreover, \( G \) is symmetric and extends continuously to \( \Omega \times \Omega \setminus \{(x,x)/x \in \Omega\} \) and for any \( x \in \Omega \), we have that \( G_x \in C^{2,\alpha}(\Omega \setminus \{x\}) \) and satisfies

\[
\begin{align*}
\Delta G_x &= -\frac{1}{|\Omega|} \quad \text{in } \Omega \setminus \{x\} \\
\partial_{\nu} G_x &= 0 \quad \text{in } \partial \Omega.
\end{align*}
\]

In addition, for all \( x \in \Omega \) and for all \( \varphi \in C^2(\Omega) \) we have that

\[
\varphi(x) - \bar{\varphi} = \int_{\Omega} G_x \Delta \varphi \, dy + \int_{\partial \Omega} G_x \partial_{\nu} \varphi \, dy.
\]

A standard and useful estimate for Green’s function is the following uniform pointwise upper bound:

**Proposition 9.** Let \( G \) be the Green’s function for (11.3). Then there exist \( C(\Omega) > 0 \) and \( m(\Omega) > 0 \) depending only on \( \Omega \) such that

\[
\frac{1}{C(\Omega)} |x-y|^{2-n} - m(\Omega) \leq G(x,y) \leq C(\Omega)|x-y|^{2-n} \quad \text{for all } x, y \in \Omega, x \neq y.
\]

(11.4)

Concerning the derivatives, we get that

\[
|\nabla_y G_x(y)| \leq C|x-y|^{1-n} \quad \text{for all } x, y \in \Omega, x \neq y.
\]

(11.5)
Estimate (11.4) was proved by Rey-Wei [27] with a different method. We also refer to Faddeev [10] for very nice estimates in the two-dimensional case.

**Notations:** in the sequel, $C(a,b,...)$ denotes a constant that depends only on $\Omega$, $a$, $b$... We will often keep the same notation for different constants in a formula, and even in the same line.

We will intensively use the following existence and regularity for solutions to the Neumann problem (this is in Agmon-Douglis-Nirenberg [4]):

**Theorem 6.** Let $\Omega$ be a smooth bounded domain of $\mathbb{R}^n$ and let $f \in L^p(\Omega)$, $p > 1$ be such that $\int_\Omega f \, dx = 0$. Then there exists $u \in H^2_0(\Omega)$ which is a weak solution to

\[
\begin{cases}
\Delta u = f & \text{in } \Omega \\
\partial_n u = 0 & \text{in } \partial \Omega
\end{cases}
\]

The function $u$ is unique up to the addition of a constant. Moreover, there exists $C(p) > 0$ such that

\[|u - \bar{u}|_{H^2_0(\Omega)} \leq C(p)\|f\|_p.\]

If $f \in C^{0,\alpha}(\overline{\Omega})$, $\alpha \in (0,1)$, then $u \in C^{2,\alpha}(\overline{\Omega})$ is a strong solution and there exists $C(\alpha) > 0$ such that

\[|u - \bar{u}|_{C^{2,\alpha}(\Omega)} \leq C(\alpha)\|f\|_{C^{0,\alpha}(\overline{\Omega})}.\]

A.1. Construction of the Green’s function and proof of the upper bound.

This section is devoted to the proof of Theorem 5.

A.1.1. Construction of $G_z$.

We define $k_n := \frac{1}{(n-2)\omega_{n-1}}$. We fix $x \in \Omega$ and we take $u_x \in C^2(\overline{\Omega})$ that will be chosen later, and we define

\[H_x := k_n \cdot |x|^{2-n} + u_x.\]

In particular, $H_x \in L^p(\Omega)$ for all $p \in (1,\frac{n}{n-2})$. We let $u \in C^2(\overline{\Omega})$ be a function. Standard computations (see [13] or [28]) yield

\[
\int_\Omega H_x \Delta u \, dy = u(x) + \int_\Omega u \Delta u_x \, dy + \int_{\partial \Omega} (-\partial_n u H_x + u \partial_n H_x) \, d\sigma. \tag{11.6}
\]

We let $\eta \in C^\infty(\mathbb{R})$ be such that $\eta(t) = 0$ if $t \leq 1/3$ and $\eta(t) = 1$ if $t \geq 2/3$. We define

\[v_x(y) := \eta \left( \frac{|x-y|}{d(x,\partial \Omega)} \right) k_n |x-y|^{2-n}\]

for all $y \in \overline{\Omega}$. Clearly, $v_x \in C^\infty(\overline{\Omega})$ and $v_x(y) = k_n |x-y|^{2-n}$ for all $y \in \Omega$ close to $\partial \Omega$. It follows from Theorem 6 that there exists $u_x' \in C^{2,\alpha}(\overline{\Omega})$ for all $\alpha \in (0,1)$ unique such that

\[
\begin{cases}
\Delta u_x' = \Delta v_x - \Delta \bar{v}_x & \text{in } \Omega \\
\partial_n u_x' = 0 & \text{in } \partial \Omega \\
u_x' = 0
\end{cases}
\]

We now define $u_x := u_x' - v_x \in C^{2,\alpha}(\overline{\Omega})$ and $c_x := \Delta v_x \in \mathbb{R}$ so that

\[
\begin{cases}
\Delta u_x = -c_x & \text{in } \Omega \\
\partial_n u_x = -\partial_n (k_n \cdot |x|^{2-n}) & \text{in } \partial \Omega
\end{cases}
\]
Therefore, \( \partial_\nu H_x = 0 \) on \( \partial \Omega \) and (11.6) rewrites
\[
\int_\Omega H_x \Delta u \, dy = u(x) - c_x \int_\Omega u \, dy - \int_{\partial \Omega} \partial_\nu u H_x \, d\sigma
\]
for all \( u \in C^2(\Omega) \). Taking \( u \equiv 1 \) yields \( c_x = \frac{1}{|\Omega|} \), and then, we have that
\[
\int_\Omega H_x \Delta u \, dy = u(x) - \bar{u} - \int_{\partial \Omega} \partial_\nu u H_x \, d\sigma
\]
for all \( u \in C^2(\Omega) \). Finally, we define \( G_x := H_x - \overline{H_x} \) and we have that:
\[
\int_\Omega G_x \Delta u \, dy = u(x) - \bar{u} - \int_{\partial \Omega} \partial_\nu u G_x \, d\sigma
\]
for all \( u \in C^2(\Omega) \). Therefore \( G \) is a Green’s function for (11.3). In addition,
\[ G_x \in C^2(\Omega \setminus \{x\}) \cap L^p(\Omega) \]
for all \( \alpha \in (0,1) \) and \( p \in \left(1, \frac{n}{n-2}\right) \).

Taking \( u \in C^\infty(\Omega \setminus \{x\}) \) above, and the definition of \( G_x \), we get that
\[
\begin{cases}
\Delta G_x = -\frac{1}{|\Omega|} & \text{in } \Omega \setminus \{x\} \\
\partial_\nu G_x = 0 & \text{in } \partial \Omega.
\end{cases}
\] (11.7)

A.1.2. Uniform \( L^p \)-bound.

Lemma 3. Fix \( x \in \Omega \) and assume that there exist \( H \in L^1(\Omega) \) such that
\[
\int_\Omega H \Delta u \, dy = u(x) - \bar{u}
\]
for all \( u \in C^2(\Omega) \) such that \( \partial_\nu u = 0 \) on \( \partial \Omega \). Then \( H \in L^p(\Omega) \) for all \( p \in \left(1, \frac{n}{n-2}\right) \)
and there exists \( C(p) > 0 \) independent of \( x \) such that
\[
\|H - \overline{H}\|_p \leq C(\Omega, p) \quad (11.8)
\]
for all \( x \in \Omega \).

Proof. For \( p \) as above, we define \( q := \frac{p}{p-1} > \frac{n}{2} \). We fix \( \psi \in C^\infty(\Omega) \). It follows from Theorem 6 that there exists \( u \in C^2(\Omega) \) such that
\[
\begin{cases}
\Delta u = \psi - \bar{\psi} & \text{in } \Omega \\
\partial_\nu u = 0 & \text{in } \partial \Omega \\
\bar{u} = 0
\end{cases}
\]
It follows from the properties of \( H \) that
\[
\int_\Omega (H - \overline{H}) \psi \, dy = \int_\Omega H(\psi - \bar{\psi}) \, dy = u(x).
\]

It follows from Sobolev’s embedding that \( H^2_\Omega \) is continuously embedded in \( L^\infty(\Omega) \); therefore, using the control of the \( H^2_\Omega \)-norm of Theorem 6 yields
\[
\left| \int_\Omega (H - \overline{H}) \psi \, dy \right| \leq \|u\|_\infty \leq C(q) \|u\|_{H^2_\Omega} \leq C'(q) \|\psi - \bar{\psi}\|_q \leq C''(q) \|\psi\|_q
\]
for all \( \psi \in C^\infty(\Omega) \). It then follows from duality that \( H - \overline{H} \in L^p(\Omega) \) and that (11.8) holds.

A.1.3. Uniqueness.

We prove the following uniqueness result:
Lemma 4. Fix $x \in \overline{\Omega}$ and assume that there exist $G_1, G_2 \in L^1(\Omega)$ such that

$$\int_{\Omega} G_i \Delta u \, dy = u(x) - \bar{u}$$

for all $i \in \{1, 2\}$ and for all $u \in C^2(\overline{\Omega})$ such that $\partial_\nu u = 0$ on $\partial \Omega$. Then there exists $c \in \mathbb{R}$ such that $G_1 - G_2 = c$ a.e on $\Omega$.

Proof. We define $g := G_1 - G_2$. We have that

$$\int_{\Omega} g \Delta u \, dy = 0$$

for all $u \in C^2(\overline{\Omega})$ such that $\partial_\nu u = 0$ on $\partial \Omega$. We fix $\psi \in C^\infty_c(\Omega)$. It follows from Theorem 6 that there exists $c \in \mathbb{R}$ such that $G_1 - G_2 = c$ a.e on $\Omega$ and $\bar{u} = 0$. Therefore, we get that

$$\int_{\Omega} (g - \bar{g}) \psi \, dy = \int_{\Omega} g \psi \, dy = \int_{\Omega} g \Delta u \, dy = 0.$$

for all $\psi \in C^\infty_c(\Omega)$. Moreover, it follows from Lemma 3 that $g \in L^p(\Omega)$ for some $p > 1$, and then we get that $g - \bar{g} = 0$ a.e, and then $G_1 = G_2 + \bar{g}$. \hfill \Box

As an immediate corollary, we get that the function $G$ constructed above is the unique Green’s function for (11.3).

A.1.4. Pointwise control.

We let $G$ be the Green’s function for (11.3). The objective here is to prove that there exists $C(\Omega) > 0$ such that

$$|G_x(y)| \leq C(\Omega)|x - y|^{2-n} \quad (11.9)$$

for all $x, y \in \Omega$, $x \neq y$.

Proof. The proof of (11.9) goes through six steps.

Step 1: We fix $K \subset \Omega$ a compact set. We claim that there exists $C(K) > 0$ such that

$$|G_x(y)| \leq C(K)|x - y|^{2-n}$$

for all $x \in K$ and all $y \in \Omega$, $y \neq x$.

We prove the claim. We use the notations $u_x, u_x', v_x$ above. As easily checked, $v_x \in C^2(\overline{\Omega})$ and $\|v_x\|_{C^2} \leq C_d(x, \partial \Omega)^{-n} \leq C_d(K, \partial \Omega)^{-n} \leq C(K)$. Therefore, it follows from Theorem 6 that $\|u_x'\|_{C^0} \leq C(K)$, and then $|H_x(y)| \leq C(K)|x - y|^{2-n}$ for all $y \in \Omega$, $y \neq x$. Since $G_x = H_x - \mathcal{H}_x$ and (11.8) holds, the claim follows.

Step 2: We fix $\delta > 0$. We claim that there exists $C(\delta) > 0$ such that

$$\|G_x\|_{C^2(\Omega \setminus B_\delta(\delta))} \leq C(\delta) \quad (11.10)$$

for all $x, y \in \Omega$ such that $|x - y| \geq \delta$.

We prove the claim. It follows from (11.7) and standard elliptic theory (see for instance [4]) that for any $p > 1$, there exists $C(\delta, p) > 0$ such that $\|G_x\|_{C^2(\Omega \setminus B_\delta(\delta))} \leq C(\delta) + C(\delta)\|G_x\|_{L^p(\Omega)}$. Step 2 is then a consequence of (11.8).

We are now interested in the neighborhood of $\partial \Omega$. We fix $x_0 \in \partial \Omega$ and we choose a chart $\varphi$ as in Lemma 1. For simplicity, we assume that $\varphi : B_\delta(0) \rightarrow \mathbb{R}^n$ and that
\( \varphi(0) = x_0 \) and we define \( V := \varphi(B_{\delta}(0)) \). We fix \( x \in V \cap \Omega \) and we let \( \tilde{G}_x \) be the extension \( \tilde{G}_x := G_x \circ \tilde{\pi} = G_x \circ \varphi \circ \tilde{\pi} \circ \varphi^{-1} \): we have that

\[
\tilde{G}_x : V \setminus \{x, x^*\} \to \mathbb{R} \text{ with } x^* := \pi^{-1}(x) = \varphi \circ \pi^{-1}(x) \in \overline{\Omega}.
\]

Moreover, since \( G_x \) is \( C^{2,\alpha} \) outside \( x \) and \( \tilde{\pi} \) is Lipschitz continuous, we have that \( \tilde{G}_x \in H^q_{1,\text{loc}}(V \setminus \{x, x^*\}) \) for all \( q > 1 \); in addition, it follows from (11.8) that \( \tilde{G}_x \in L^p(V) \) for all \( p \in \left(1, \frac{n}{n-2}\right) \) and that there exists \( C(p) > 0 \) independent of \( x \) such that

\[
\|\tilde{G}_x\|_p \leq C(p).
\]

**Step 3:** We claim that

\[
\Delta_\tilde{g}\tilde{G}_x = \delta_x + \delta_{x^*} - \frac{1}{|\Omega|} \text{ in } D'(V).
\] (11.11)

We prove the claim. We let \( \psi \in C^\infty_c(V) \) be a smooth function. Separating \( V \cap \Omega \) and \( V \cap \Omega^c \) and using a change of variable, we get that

\[
\int_V \tilde{G}_x \Delta_\tilde{g} \psi \, dv_{\tilde{g}} = \int_{V \cap \Omega} G_x \Delta (\psi + \psi \circ \pi^{-1}) \, dy.
\]

Noting that \( \partial_\nu (\psi + \psi \circ \pi^{-1}) = 0 \) on \( \partial \Omega \) (we have used that \( \nu(\varphi(0, x')) = d\varphi(0, x')(\vec{e}_1) \)) and using the definition of the Green’s function \( G_x \), we get that

\[
\int_V \tilde{G}_x \Delta_\tilde{g} \psi \, dv_{\tilde{g}} = \psi(x) + \psi \circ \pi^{-1}(x) - \frac{1}{|\Omega|} \int_{V \cap \Omega} (\psi + \psi \circ \pi^{-1}) \, dy
\]

\[= \psi(x) + \psi(x^*) - \frac{1}{|\Omega|} \int_V \psi \, dv_{\tilde{g}}.\]

This proves (11.11) and ends the claim.

**Step 4:** We fix \( z \in V \). We claim that there exists \( \Gamma_z : V \setminus \{z\} \to \mathbb{R} \) such that the following properties hold:

\[
\begin{cases}
\Delta_\tilde{g} \Gamma_z = \delta_z & \text{in } D'(V), \\
|\Gamma_z(y)| \leq C|z - y|^{2-n} & \text{for all } y \in V \setminus \{z\}, \\
\Gamma_z \in C^1(V \setminus \{z\})& \text{for all } y \in V \setminus \{z\}.
\end{cases}
\] (11.12)

We prove the claim. We define \( r(y) := \sqrt{g_{ij}(z)(y - z)^i(y - z)^j} \) for all \( y \in V \). As easily checked, \( r^{2-n} \in C^\infty(V \setminus \{z\}) \); we define \( f := \Delta_\tilde{g} r^{2-n} \) on \( V \setminus \{z\} \). It follows from the properties of \( \tilde{g} \) that \( f \in L^\infty_{\text{loc}}(V \setminus \{z\}) \). Moreover, straightforward computations yield the existence of \( C > 0 \) such that

\[
|f(y)| \leq C|z - y|^{1-n} \text{ for all } y \in V \setminus \{z\}. \tag{11.13}
\]

Computing \( \Delta_\tilde{g} r^{2-n} \) in the distribution sense yields

\[
\Delta_\tilde{g} r^{2-n} = f + K_z \delta_z \text{ in } D'(V),
\]

where \( K_z := (n - 2) \int_{\partial B_1(0)} (\nu(y), y) g(z) r(y)^{2-n} \, dv(y) > 0 \). Moreover, \( \lim_{z \to x_0} K_z = K_{x_0} > 0 \).

We define \( h \) such that

\[
\begin{cases}
\Delta_\tilde{g} h = f & \text{in } V, \\
h = 0 & \text{on } \partial V.
\end{cases}
\]
It follows from (11.13) and elliptic theory that $h$ is well defined and that $h \in H^p_{2,0}(V)$ for all $p \in \left(1, \frac{n}{n-1}\right)$ and $h \in C^1_{loc}(V \setminus \{z\})$. Moreover, there exists $C > 0$ such that

$$\|h\|_{H^p} \leq C(p) \text{ for all } p \in \left(1, \frac{n}{n-1}\right). \tag{11.14}$$

We claim that for any $\alpha \in (n-3, n-2)$, there exists $C(\alpha) > 0$ such that

$$|h(y)| \leq C(\alpha)|y - z|^{-\alpha}$$

for all $y \in V \setminus \{z\}$.

We prove the claim. We let $\epsilon > 0$ be a small parameter and we define

$$h_\epsilon(y) := \epsilon^\alpha h(z + \epsilon y) \text{ and } f_\epsilon(y) := \epsilon^{2+\alpha}f(z + \epsilon y)$$

for all $y \in B_2(0) \setminus \bar{B}_1(0)$. We then have that

$$\Delta g_\epsilon h_\epsilon = f_\epsilon \text{ in } B_2(0) \setminus \bar{B}_1(0), \tag{11.15}$$

where $g_\epsilon = \tilde{g}(\epsilon \cdot)$. Since $\alpha > n - 3$, we have with (11.13) that

$$|f_\epsilon(y)| \leq C\epsilon^{\alpha-(n-3)}|y|^{1-n} \leq 2^{n-1}C$$

for all $y \in B_2(0) \setminus \bar{B}_1(0)$. We fix $p := \frac{n}{\alpha+2} \in \left(1, \frac{n}{n-1}\right)$ and $q := \frac{n}{\alpha}$. A change of variable, Sobolev’s embedding theorem and (11.14) yield

$$\|h_\epsilon\|_{L^q(B_2(0) \setminus \bar{B}_1(0))} \leq C\|h\|_{L^p} \leq C\|h\|_{H^p} \leq C$$

for all $\epsilon > 0$ small. It then follows from (11.15), (11.16) and (11.17) that there exists $C > 0$ such that

$$|h_\epsilon(y)| \leq C \text{ for all } y \in \mathbb{R}^n \text{ such that } |y| = 1.$$

Therefore, coming back to $h$, we get that $|h(y)| \leq C|y - z|^{-\alpha}$ for all $|y - z| = \epsilon$. Since $\epsilon$ can be chosen arbitrary small and $h$ is bounded outside $y$, the claim is proved.

We now set $\Gamma_\epsilon := \frac{1}{K_\epsilon} (r^{2-n} - h)$. It follows from the above estimates that $\Gamma$ satisfies (11.12). This ends Step 4.

We define $\mu_x := \tilde{G}_x - \Gamma_x - \Gamma_x^*$. It follows from Steps 2 and 3 above that

$$\Delta \tilde{g}_x \mu_x = -\frac{1}{|\Omega|} \text{ in } D'(V). \tag{11.18}$$

Moreover, we have that $\mu_x \in H^q_t(V \setminus \{x, x^*\})$ for all $q > 1$ and that

$$\|\mu_x\|_p \leq C(p) \text{ for all } p \in \left(1, \frac{n}{n-2}\right). \tag{11.19}$$

**Step 5:** We claim that for all $V' \subset V$, there exists $C(V') > 0$ such that

$$\|\mu_x\|_{L^\infty(V')} \leq C(V'), \tag{11.20}$$

where $C(V')$ is independent of $x$.

We prove the claim. Since $x \in \Omega \cap V$, we have that $\tilde{g} = \xi$ in a neighborhood of $x$, and then $\tilde{g}$ is hypoelliptic around $x$: therefore, it follows from (11.18) that $\mu_x$ is $C^\infty$ around $x$. Similarly, around $x^* \in V \cap \overline{\Omega}$, $\tilde{g} = (\varphi \circ \hat{\pi} \circ \varphi^{-1})^* \xi$ is also hypoelliptic,
and therefore, \( \mu_x \) is \( C^\infty \) around \( x^* \). It then follows that \( \mu_x \in H^q(V) \) for \( q > 1 \) and (11.18) rewrites
\[
\int_V (\nabla \mu_x, \nabla \psi) \, dv_g = -\frac{1}{|\Omega|} \int_V \psi \, dv_g \quad \text{for all } \psi \in C^\infty_c(V).
\]
Therefore, it follows from Theorem 8.17 of [13] that \( \mu_x \in L^\infty_{loc}(V) \) and that there exists \( C(V, V', p) > 0 \) such that
\[
\| \mu_x \|_{L^\infty(V')} \leq C(V, V', p) \left( 1 + \| \mu_x \|_{L^p(V)} \right)
\]
for all \( p > 1 \). Taking \( p \in \left( 1, \frac{n}{n-2} \right) \) and using (11.19), we get (11.20) and the claim is proved.

**Step 6:** We are now in position to conclude. It follows from the definition of \( \mu_x \) from (11.20) and from (11.12) that there exists \( C(V, V') > 0 \) such that
\[
|\hat{G}_x(y)| \leq C + C|x - y|^{2-n} + |x^* - y|^{2-n}
\]
for all \( x, y \in V' \) such that \( x \neq y \). As easily checked, one has that \( |x^* - y| \geq c|x - y| \) for all \( x, y \in V' \cap \Omega \), and therefore
\[
|G_x(y)| \leq C|x - y|^{2-n} \tag{11.21}
\]
for all \( x, y \in V' \cap \Omega \) such that \( x \neq y \). Recall that \( V' \) is a small neighborhood of \( x_0 \in \partial \Omega \). Combining (11.21) with Step 1, we get that there exists \( \delta(\Omega) > 0 \) such that (11.21) holds for all \( x, y \in \Omega \) distinct such that \( |x - y| \leq \delta(\Omega) \). For points \( x, y \) such that \( |x - y| \geq \delta(\Omega) \), this is Step 2. This ends the proof of the pointwise estimate (11.9). \( \square \)

**A.1.4. Extension to the boundary and regularity with respect to the two variables.**
We are now in position to extend the Green’s function to the boundary.

**Proposition 10.** The Green’s function extends continuously to \( \overline{\Omega} \times \overline{\Omega} \setminus \{(x, x)/ x \in \overline{\Omega} \} \to \mathbb{R} \).

**Proof.** As above, we denote \( G \) the Green’s function for (11.3). We fix \( x \in \partial \Omega \) and \( y \in \overline{\Omega} \setminus \{x\} \) and we define
\[
G_x(y) := \lim_{i \to +\infty} G(x_i, y) \quad \text{for all } y \in \overline{\Omega} \setminus \{x\},
\]
where \( (x_i)_i \in \Omega \) is any sequence such that \( \lim_{i \to +\infty} x_i = x \).

We claim that this definition makes sense. It follows from (11.10) that for all \( \delta > 0 \), we have that
\[
\|G_{x_i}\|_{C^2(\overline{\Omega} \setminus B_\delta(x))} \leq C(\delta)
\]
for all \( i \). Let \( (i') \) be a subsequence of \( i \): it then follows from Ascoli’s theorem that there exists \( G' \in C^1(\overline{\Omega} \setminus \{x\}) \) and a subsequence \( i'' \) of \( i' \) such that
\[
\lim_{i'' \to +\infty} G_{x_i} = G' \quad \text{in } C^1_{loc}(\overline{\Omega} \setminus \{x\}).
\]
Moreover, It follows from (11.9) that \( |G'(y)| \leq C|x - y|^{2-n} \) for all \( y \neq x \). We choose \( u \in C^2(\overline{\Omega}) \) such that \( \partial_n u = 0 \) on \( \partial \Omega \). We then have that \( \int_\Omega G_{x_i} \Delta u \, dy = u(x_i) - \bar{u} \) for all \( i \). Letting \( i \to +\infty \) yields
\[
\int_\Omega G' \Delta u \, dy = u(x) - \bar{u},
\]
and then it follows from Lemma 4 that $G'$ does not depend of the choice of the sequence $(x_i)$ converging to $x$. We then let $G_x := G'$ and the definition above makes sense.

We claim that $G \in C^0(\overline{\Omega} \times \overline{\Omega} \setminus \{(x,x)/x \in \overline{\Omega}\})$. We only sketch the proof since it is similar to the proof of the extension to the boundary. We fix $x \in \overline{\Omega}$ and we let $(x_i)_i$ be such that $\lim_{i \to +\infty} x_i = x$. Arguing as above, we get that any subsequence of $(G_{x_i})$ converges to some function $G'$ in $C^0(\overline{\Omega} \setminus \{x\})$. We choose $u \in C^2(\overline{\Omega})$ such that $\partial_\nu u$ vanishes on $\partial \Omega$ and we get that $\int_\Omega G_{x_i} \Delta u dy = u(x_i) - \bar{u}$ for all $i$. With the pointwise bound (11.9), we pass to the limit and get that $\int_\Omega G' \Delta u dy = u(x) - \bar{u}$: it then follows from Lemma 4 that $G' = G_x$, and then $(G_{x_i})$ converges uniformly to $G_x$ outside $x$. The continuity of $G$ outside the diagonal follows immediately. 

It is essential to assume that $G$ satisfies point (ii) of the definition: indeed, for any $c : \Omega \to \mathbb{R}$, the function $(x,y) \mapsto G(x,y) + c(x)$ satisfies (i) and (iii), but it is not continuous outside the diagonal if $c$ is not continuous.

### A.1.5. Symmetry

**Proposition 11.** Let $G$ be the Green’s function for (11.3). Then $G(x,y) = G(y,x)$ for all $x, y \in \Omega \times \Omega$, $x \neq y$.

**Proof.** Let $f \in C^\infty_c(\Omega)$ be a smooth compactly supported function. We define

$$F(x) := \int_\Omega G(y,x)(f - \bar{f})(y) dy$$

for all $x \in \Omega$.

It follows from (11.9) and Proposition 10 above that $F \in C^0(\Omega)$. We fix $g \in C^\infty_c(\Omega)$ and we let $\varphi, \psi \in C^\infty(\overline{\Omega})$ be such that

$$\begin{cases}
   \Delta \varphi = f - \bar{f} & \text{in } \Omega \\
   \partial_\nu \varphi = 0 & \text{in } \partial \Omega
\end{cases} \quad \begin{cases}
   \Delta \psi = g - \bar{g} & \text{in } \Omega \\
   \partial_\nu \psi = 0 & \text{in } \partial \Omega
\end{cases}$$

It follows from Fubini’s theorem (which is valid here since $G \in L^1(\Omega \times \Omega)$ due to (11.9) and Proposition 10) that

$$\int_\Omega (F - \bar{F})g dx = \int_\Omega F(g - \bar{g}) dx - \int_\Omega F\Delta \psi dx$$

$$= \int_\Omega (f - \bar{f})(y) \left( \int_\Omega G(y,x) \Delta \psi(x) dx \right) dy = \int_\Omega (\Delta \varphi) \psi dy$$

$$= \int_\Omega \varphi \Delta \psi dy = \int_\Omega \varphi (g - \bar{g}) dy = \int_\Omega g \varphi dy,$$

and therefore $\int_\Omega (F - \bar{F} - \varphi)g dx = 0$ for all $g \in C^\infty_c(\Omega)$. Since $F, \varphi \in C^0(\Omega)$, we then get that $F(x) = \varphi(x) + \bar{F}$ for all $x \in \Omega$. We now fix $x \in \Omega$. Using the definition of the Green’s function and the definition of $F$, we then get that

$$\int_\Omega G(y,x)(f - \bar{f})(y) dy = \int_\Omega G(x,y)(f - \bar{f})(y) dy + \frac{1}{|\Omega|} \int_\Omega \left( \int_\Omega G(y,x) dx \right) (f - \bar{f})(y) dy,$$

and then, setting

$$H_x(y) := G(y,x) - G(x,y) - \frac{1}{|\Omega|} \int_\Omega G(y,z) dz$$
for all \( y \in \Omega \setminus \{x\} \), we get that
\[
0 = \int_{\Omega} H_x(f - \bar{f}) \, dy = \int_{\Omega} (H_x - \bar{H}_x)f \, dy
\]
for all \( f \in C_c^\infty(\Omega) \). Therefore, \( H_x \equiv \bar{H}_x \), which rewrites
\[
G(y,x) - G(x,y) = \frac{1}{|\Omega|} \int_{\Omega} (G(y,z) - G(x,z)) \, dz + h(x),
\]
for all \( x \neq y \), where \( h(x) := \frac{1}{|\Omega|} \int_{\Omega} G(z,x) \, dz - \frac{1}{|\Omega|} \int_{\Omega \times \Omega} G(s,t) \, ds \, dt \) for all \( x \in \bar{\Omega} \).
Exchanging \( x, y \) yields \( h(x) + h(y) = 0 \) for all \( x \neq y \), and then \( h \equiv 0 \) since \( h \) is continuous. Therefore, we get that
\[
G(y,x) - G(x,y) = \frac{1}{|\Omega|} \int_{\Omega} (G(y,z) - G(x,z)) \, dz = \bar{G}_y - \bar{G}_x \tag{11.22}
\]
for all \( x \neq y \). The normalization (i) in the definition of the Green’s function then yields Proposition 11. \( \square \)

If one does not impose the normalization (ii), we have already remarked that we just get \( G' : (x,y) \mapsto G(x,y) + c(x) \) where \( G \) is the Green’s function as defined in the definition and \( c \) is any function. We then get that \( G'(x,y) - G'(y,x) = c(x) - c(y) \) for all \( x \neq y \), which is not vanishing when \( c \) is nonconstant.

These different lemmata and estimates prove Theorem 5.

A.2. Asymptotic analysis

This section is devoted to the proof of general asymptotic estimates for the Green’s function. As a byproduct, we will get the control (11.5) of the derivatives of Proposition 9. The following proposition is the main result of this section:

**Proposition 12.** Let \( G \) be the Green’s function for (11.3). Let \((x_\alpha)_\alpha \in \Omega \) and let \((r_\alpha)_\alpha \in (0, +\infty) \) be such that \( \lim_{\alpha \to +\infty} r_\alpha = 0 \).

Assume that
\[
\lim_{\alpha \to +\infty} \frac{d(x_\alpha, \partial\Omega)}{r_\alpha} = +\infty.
\]
Then for all \( x, y \in \mathbb{R}^n \), \( x \neq y \), we have that
\[
\lim_{\alpha \to +\infty} r_\alpha^{n-2} G(x_\alpha + r_\alpha x, x_\alpha + r_\alpha y) = k_n |x - y|^{2-n}.
\]
Moreover, for fixed \( x \in \mathbb{R}^n \), this convergence holds uniformly in \( C_{loc}^2(\mathbb{R}^n \setminus \{x\}) \).

Assume that
\[
\lim_{\alpha \to +\infty} \frac{d(x_\alpha, \partial\Omega)}{r_\alpha} = \rho \geq 0.
\]
Then \( \lim_{\alpha \to +\infty} x_\alpha = x_0 \in \partial\Omega \). We choose a chart \( \varphi \) at \( x_0 \) as in Lemma 1 and we let \((x_\alpha, x'_\alpha) = \varphi^{-1}(x_\alpha) \). Then for all \( x, y \in \mathbb{R}^n \cap \{x_1 \leq 0\} \), \( x \neq y \), we have that
\[
\lim_{\alpha \to +\infty} r_\alpha^{n-2} G(\varphi((0, x'_\alpha) + r_\alpha x), \varphi((0, x'_\alpha) + r_\alpha y)) = k_n (|x - y|^{2-n} + |\pi^{-1}(x) - y|^{2-n}),
\]
where \( \pi^{-1}(x_1, x') = (-x_1, x') \). Moreover, for fixed \( x \in \mathbb{R}^n \), this convergence holds uniformly in \( C_{loc}^2(\mathbb{R}^n \setminus \{x\}) \).
Proof of Proposition 12:

**Step 1:** We first assume that
\[
\lim_{\alpha \to +\infty} \frac{d(x_\alpha, \partial \Omega)}{r_\alpha} = +\infty. \tag{11.23}
\]

We define
\[
\tilde{G}_\alpha(x, y) := r_\alpha^{n-2} G(x_\alpha + r_\alpha x, x_\alpha + r_\alpha y)
\]
for all \(\alpha \in \mathbb{N}\) and all \(x, y \in \Omega_\alpha := r_\alpha^{-1}(\Omega - x_\alpha), \, x \neq y\). We fix \(x \in \mathbb{R}^n\). It follows from Theorem 5 that \(\tilde{G}_\alpha \in C^2(\Omega_\alpha \times \Omega_\alpha \setminus \{(x, x)/x \in \Omega_\alpha\})\) and that
\[
\Delta(\tilde{G}_\alpha)_x = -\frac{r_\alpha}{|\Omega|} \text{ in } \Omega_\alpha \setminus \{x\} \tag{11.24}
\]
for \(\alpha \in \mathbb{N}\) large enough. Moreover, it follows from (11.4) that there exists \(C > 0\) such that
\[
|(\tilde{G}_\alpha)_x(y)| \leq C \frac{1}{|y - x|^{2-n}} \tag{11.25}
\]
for all \(\alpha \in \mathbb{N}\) and all \(y \in \Omega_\alpha \setminus \{x\}\). It then follows from (11.23), (11.24), (11.25) and standard elliptic theory that, up to a subsequence, there exists \(\tilde{G}_x \in C^2(\mathbb{R}^n \setminus \{x\})\) such that
\[
\lim_{\alpha \to +\infty} (\tilde{G}_\alpha)_x = \tilde{G}_x \text{ in } C^2_{\text{loc}}(\mathbb{R}^n \setminus \{x\}) \tag{11.26}
\]
with
\[
\tilde{G}_x(y) \leq C \frac{1}{|y - x|^{2-n}} \tag{11.27}
\]
for all \(y \in \mathbb{R}^n \setminus \{x\}\). We consider \(f \in C^\infty_c(\mathbb{R}^n)\) and we define \(f_\alpha(y) := f(r_\alpha^{-1}(y - x_\alpha - r_\alpha x))\): it follows from (11.23) that \(f_\alpha \in C^\infty_c(\Omega)\) for \(\alpha \in \mathbb{N}\) large enough. Applying Green’s representation formula yields
\[
f_\alpha(x_\alpha + r_\alpha x) - \mathcal{J}_\alpha = \int_{\Omega} G(x_\alpha + r_\alpha x, z) \Delta f_\alpha(z) \, dz.
\]

With a change of variable, this equality rewrites
\[
f(x) = \int_{\mathbb{R}^n} \tilde{G}_\alpha(x, y) \Delta f(y) \, dy + \mathcal{J}_\alpha
\]
for \(\alpha \in \mathbb{N}\) large enough. With (11.25), (11.26) and the definition of \(f_\alpha\), we get that
\[
f(x) = \int_{\mathbb{R}^n} \tilde{G}_x \Delta f \, dy,
\]
and then
\[
\Delta(\tilde{G}_x - k_n) \cdot -x|^{2-n} = 0 \text{ in } \mathcal{D}'(\mathbb{R}^n).
\]
The ellipticity of the Laplacian, (11.27) and Liouville’s Theorem yield
\[
\tilde{G}_x(y) = k_n |y - x|^{2-n} \text{ for all } y \neq x.
\]
This ends Step 1.

**Step 2:**
\[
\lim_{\alpha \to +\infty} \frac{d(x_\alpha, \partial \Omega)}{r_\alpha} = \rho \geq 0.
\]
We take \(\varphi\) as in the statement of the Proposition and we define
\[
\tilde{G}_\alpha(x, y) := r_\alpha^{n-2} G(\varphi((0, x_\alpha') + r_\alpha x), \varphi((0, x_\alpha') + r_\alpha y))
\]
for all \( x, y \in \mathbb{R}^n_-, x \neq y \) with \( \alpha \in \mathbb{N} \) large enough. We fix \( x \in \mathbb{R}^n_+ \) and we symmetrize \( \tilde{G} \) as usual:

\[
\tilde{G}_\alpha(x,y) := \frac{G_\alpha(x,\tilde{\pi}(y))}{|\tilde{\pi}(y)|},
\]

for all \( y \in \mathbb{R}^n_+ \) close enough to \( 0 \) and where, as above, \( \tilde{\pi} : \mathbb{R}^n_+ \to \mathbb{R}^n \). For simplicity, we assume that \( x \in \mathbb{R}^n \) (only the notation has to be change in case \( x \in \mathbb{R}^n_- \)). As in the first case, we get that there exists \( C > 0 \) such that

\[
|\tilde{G}_\alpha(x,y)| \leq C \left( (|y| - |x|)^2 |y - \pi^{-1}(x)|^2 \right)
\]

for all \( y \neq x, \tilde{\pi}(x) \) and there exists \( \tilde{G}_x \in C^2(\mathbb{R}^n \setminus \{x, \pi^{-1}(x)\}) \) such that

\[
\lim_{\alpha \to +\infty} (\tilde{G}_\alpha)_x = \tilde{G}_x \text{ in } C^0(\mathbb{R}^n \setminus \{x, \pi^{-1}(x)\}).
\]

Moreover, letting \( L = d\varphi_0 \) be the differential of \( \varphi \) at \( 0 \), arguing again as in the first case, we have that

\[
\Delta_{L^*} \tilde{G}_x = \delta_x + \delta_{x-1}(x) \text{ in } D'(\mathbb{R}^n).
\]

Therefore, with a change of variable, we get that

\[
\Delta_{L^*} \tilde{G}_x = \delta_{L(x)} + \delta_{L(x)+1}(x) \text{ in } D'(\mathbb{R}^n),
\]

and then

\[
\Delta_{\xi} \left( \tilde{G}_x \circ L^{-1} - k_n (|L(x) - \cdot|^2 - |L \circ \pi^{-1}(x) - \cdot|^2) \right) = 0 \text{ in } D'(\mathbb{R}^n),
\]

Arguing as above, we get that \( \tilde{G}_x \circ L^{-1} = k_n (|L(x) - y|^2 + |L \circ \pi^{-1}(x) - y|^2) \), and then

\[
\tilde{G}_x = k_n (|\cdot|^2 - |\cdot - \pi^{-1}(x)|^2)
\]

since \( L \) is an orthogonal transformation. This ends Step 2.

Proposition 12 is a direct consequence of Steps 1 and 2.

We now prove Proposition 9:

**Corollary 1.** Let \( G \) be the Green’s function for (11.3). Then there \( C, M > 0 \) such that

\[
\frac{1}{C|x-y|^{n-2}} - M \leq G(x,y) \leq \frac{C}{|x-y|^{n-2}}
\]

and

\[
|\nabla_y G(x,y)| \leq \frac{C}{|x-y|^{n-1}}
\]

for all \( x, y \in \Omega, x \neq y \).

**Proof of the corollary:** We claim that there exists \( m \in \mathbb{R} \) such that

\[
G(x,y) \geq -m \text{ for all } x, y \in \Omega, x \neq y. \tag{11.28}
\]

We argue by contradiction and we assume that there exists \((x_\alpha)_\alpha, (y_\alpha)_\alpha \in \Omega \) such that

\[
\lim_{\alpha \to +\infty} G(x_\alpha, y_\alpha) = -\infty. \tag{11.29}
\]

Assume that \( \lim_{\alpha \to +\infty} |y_\alpha - x_\alpha| = 0 \). We then define \( r_\alpha := |y_\alpha - x_\alpha| \) and we apply Proposition 12:

If \( \lim_{\alpha \to +\infty} \frac{d(x_\alpha, y_\alpha)}{r_\alpha} = +\infty \), we have that

\[
|y_\alpha - x_\alpha|^{n-2} G(x_\alpha, y_\alpha) = r_\alpha^{n-2} G \left( x_\alpha, x_\alpha + r_\alpha \frac{y_\alpha - x_\alpha}{|y_\alpha - x_\alpha|} \right) = k_n + o(1)
\]
when $\alpha \to +\infty$. This contradicts (11.29).

If $d(x_\alpha, \partial \Omega) = O(r_\alpha)$ when $\alpha \to +\infty$, we get also a contradiction.

This proves that $\lim_{\alpha \to +\infty} |x_\alpha - y_\alpha| \neq 0$. Therefore, with (11.4), we get that $G(x_\alpha, y_\alpha) = O(1)$ when $\alpha \to +\infty$: this contradicts (11.29). Therefore, there exists $m$ such that (11.28) holds.

We define $M := m + 1$. With (11.4), there exists also $C > 0$ such that $|G(x, y)| \leq C|x - y|^{2-n}$ for all $x \neq y$. We claim that there exists $c > 0$ such that

$$G(x, y) + M \geq c|x - y|^{2-n}$$

(11.30)

for all $x \neq y$. Here again, we argue by contradiction and we assume that there exists $(x_\alpha)\alpha, (y_\alpha)\alpha \in \Omega$ such that

$$\lim_{\alpha \to +\infty} |x_\alpha - y_\alpha|^{-n}2(G(x_\alpha, y_\alpha) + M) = 0.$$  

(11.31)

Since $G + M \geq 1$, it follows from (11.31) that $\lim_{\alpha \to +\infty} |x_\alpha - y_\alpha| = 0$. Therefore, as above, we get that the limit of the left-hand-side in (11.31) is positive: a contradiction. This proves that (11.30) holds. In particular, this proves the first part of the corollary.

Concerning the estimate of the gradient, we argue by contradiction and we use again Proposition 12. We just sketch the proof. Assume by contradiction that there exists $(x_\alpha)\alpha, (y_\alpha)\alpha \in \Omega$ such that

$$\lim_{\alpha \to +\infty} |y_\alpha - x_\alpha|^{-n}2\nabla G(x_\alpha, y_\alpha) = +\infty.$$  

It follows from (11.10) that $\lim_{\alpha \to +\infty} |y_\alpha - x_\alpha| = 0$. We set $r_\alpha := |y_\alpha - x_\alpha|$. Assume that $r_\alpha = o(d(x_\alpha, \partial \Omega))$ when $\alpha \to +\infty$. It then follows from Proposition 12 that

$$\lim_{\alpha \to +\infty} |y_\alpha - x_\alpha|^{-n}2\nabla G(x_\alpha, y_\alpha) = \frac{1}{\omega_n-1},$$

which contradicts the hypothesis. The proof goes the same way when $d(x_\alpha, \partial \Omega) = O(r_\alpha)$ when $\alpha \to +\infty$. This ends the proof of the gradient estimate.  

\section*{Appendix B: Projection of the Test Functions}

\begin{proposition}
Let $(x_\alpha)$ be a sequence of points in $\bar{\Omega}$ and let $(\mu_\alpha)$ be a sequence of positive real numbers such that $\mu_\alpha \to 0$ as $\alpha \to +\infty$. We set

$$U_\alpha(x) = \mu_\alpha^{-\frac{n-2}{2}} \left( |x - x_\alpha|^2 + \mu_\alpha^2 \right)^{-\frac{n-2}{2}}.$$  

There exists $V_\alpha \in C^1(\bar{\Omega})$ which satisfies

$$\begin{cases}
\Delta V_\alpha = c_n U_\alpha^{n-1} - c_n |\Omega|^{-1} \int_{\Omega} U_\alpha^{n-1} dx & \text{in } \Omega \\
n_{\partial \Omega} V_\alpha = 0 & \text{on } \partial \Omega
\end{cases}$$

(11.32)

such that the following asymptotics hold for any sequence of points $(y_\alpha)$ in $\bar{\Omega}$:

(i) If $x_\alpha \in \partial \Omega$, then

$$V_\alpha(y_\alpha) = (1 + o(1))U_\alpha(y_\alpha) + O\left(\frac{1}{\mu_\alpha^{\frac{n-2}{2}}}\right).$$

(ii) If $d(x_\alpha, \partial \Omega) \not\to 0$, then

$$U_\alpha(y_\alpha) = (1 + o(1))U_\alpha(y_\alpha) + O\left(\frac{1}{\mu_\alpha^{\frac{n-2}{2}}}\right).$$

\end{proposition}
(iii) If \( d(x_\alpha, \partial \Omega) \to 0 \) but \( \frac{d(x_\alpha, \partial \Omega)}{\mu_\alpha} \to +\infty \) as \( \alpha \to +\infty \), then

\[
V_\alpha(y_\alpha) = (1 + o(1))U_\alpha(y_\alpha) + \tilde{U}_\alpha(y_\alpha) + O\left(\mu_\alpha^{-\frac{n-2}{2}}\right)
\]

where

\[
\tilde{U}_\alpha(x) = \mu_\alpha^{\frac{n-2}{2}} \left(\mu_\alpha^2 + |x - \pi_\varphi^{-1}(x_\alpha)|^2\right)^{\frac{1}{2} - \frac{n}{2}}
\]

with \( \pi_\varphi := \varphi \circ \pi \circ \varphi^{-1} \) where \( \varphi \) is a chart at \( x_0 := \lim_{\alpha \to +\infty} x_\alpha \) as in Lemma 2.

In addition, we have that

\[
\begin{cases}
U_\alpha - U_\alpha = o(U_\alpha) + O(\mu_\alpha^{\frac{n-2}{2}}) & \text{in cases (i) and (ii)} \\
|V_\alpha - U_\alpha| \leq C \left(\frac{\mu_\alpha}{\mu_\alpha + d(x_\alpha, \partial \Omega)}\right)^{\frac{n-2}{2}} + o(U_\alpha) + O(\mu_\alpha^{\frac{n-2}{2}}) & \text{in case (iii)}.
\end{cases}
\]

In any case, there exists \( C > 0 \) such that

\[
\frac{1}{C} U_\alpha \leq V_\alpha \leq C U_\alpha.
\]  

**Proof of Proposition 13:** We let \( V_\alpha \in C^2(\overline{\Omega}) \) be as in (11.32). Indeed, \( V_\alpha \) is defined up to the addition of a constant: therefore, \( V_\alpha \) will be determined later on. Let \( (y_\alpha)_\alpha \in \Omega \): Green’s representation formula yields

\[
V_\alpha(y_\alpha) - \overline{V}_\alpha = \int_{\Omega} G(y_\alpha, y) \left(c_n U_\alpha^{2^* - 1} - c_n |\Omega|^{-1} \int_{\Omega} U_\alpha^{2^* - 1}\right) dy
\]

for all \( \alpha \in \mathbb{N} \) where \( G \) is the Green’s function for (11.3) with vanishing average. With the explicit expression of \( U_\alpha \), we get that

\[
V_\alpha(y_\alpha) - \overline{V}_\alpha = c_n \int_{\Omega} G(y_\alpha, y) U_\alpha^{2^* - 1} dy + O(\mu_\alpha^{-\frac{n-2}{2}})
\]  

(11.34)

for all \( \alpha \in \mathbb{N} \). The estimate of \( V_\alpha(y_\alpha) \) goes through five steps.

**Step 13.1.** We first assume that \( \lim_{\alpha \to +\infty} |y_\alpha - x_\alpha| \neq 0 \). It then follows from (11.34), the pointwise estimates (11.4) on the Green’s function and the explicit expression of \( U_\alpha \) that

\[
V_\alpha(y_\alpha) = \overline{V}_\alpha + (G(y_\alpha, x_\alpha) + o(1)) \int_{\Omega} c_n U_\alpha^{2^* - 1} dx
\]

\[- \left(\int_{\Omega} G(y_\alpha, x) dx\right) \int_{\Omega} c_n U_\alpha^{2^* - 1} dx\]

when \( \alpha \to +\infty \). It then follows from this estimate that

\[
V_\alpha(y_\alpha) = \overline{V}_\alpha + O(\mu_\alpha^{-\frac{n-2}{2}})
\]

when \( \alpha \to +\infty \) and that there exists \( K > 0 \) independent of \( (y_\alpha)_\alpha \) such that

\[
V_\alpha(y_\alpha) \geq \overline{V}_\alpha - K \mu_\alpha^{-\frac{n-2}{2}}
\]

for all \( \alpha \in \mathbb{N} \).

**Step 13.2.** We claim that

\[
\lim_{\alpha \to +\infty} \lim_{\alpha \to +\infty} \int_{\Omega \setminus B_{\mu_\alpha}(x_\alpha)} G(y_\alpha, y) U_\alpha^{2^* - 1} dy = 0 \text{ if } \lim_{\alpha \to +\infty} |y_\alpha - x_\alpha| = 0. \]  

(11.35)
We prove the claim. We let $R_0 > 0$ such that $\Omega \subset B_{R_0}(x_0)$ for all $\alpha \in \mathbb{N}$. It follows from the explicit expression of $U_\alpha$ and of (11.4) that

$$\left| \int_{\Omega \setminus B_{R_\mu}(x_0)} G(y_\alpha, y) U_\alpha^{2^*-1} dy \right| \leq C \int_{B_{R_0}(x_0) \setminus B_{R_\mu}(x_0)} |y_\alpha - x|^{2-n} \frac{\mu_\alpha^{\frac{n+2}{2}}}{(\mu_\alpha^2 + |x - x_\alpha|^2)^{\frac{n+2}{2}}} dx$$

for all $\alpha \in \mathbb{N}$. We define

$$D_\alpha := \left\{ x \in \mathbb{R}^n / |x - y_\alpha| \geq \frac{1}{2} \sqrt{\mu_\alpha^2 + |x_\alpha - y_\alpha|^2} \right\}$$

for all $\alpha \in \mathbb{N}$. We split the RHS of (11.36) in two terms. On the one hand, we have that

$$\int_{D_\alpha \cap (B_{R_0}(x_0) \setminus B_{R_\mu}(x_0))} |y_\alpha - x|^{2-n} \frac{\mu_\alpha^{\frac{n+2}{2}}}{(\mu_\alpha^2 + |x - x_\alpha|^2)^{\frac{n+2}{2}}} dx$$

$$\leq \frac{C}{(\mu_\alpha^2 + |x_\alpha - y_\alpha|^2)^{\frac{n+2}{2}}} \int_{\mathbb{R}^n \setminus B_{R_\mu}(x_0)} \frac{\mu_\alpha^{\frac{n+2}{2}}}{(\mu_\alpha^2 + |x - x_\alpha|^2)^{\frac{n+2}{2}}} dx$$

$$\leq CU_\alpha(y_\alpha) \int_{\mathbb{R}^n \setminus B_{R_\mu}(0)} \frac{1}{(1 + |x|^2)^{\frac{n+2}{2}}} dx$$

(11.37)

for all $\alpha \in \mathbb{N}$. On the other hand, as easily checked, there exists $\epsilon_0 > 0$ such that

$$x \notin D_\alpha \Rightarrow |x - x_\alpha|^2 + \mu_\alpha^2 \geq \epsilon_0 (|y_\alpha - x_\alpha|^2 + \mu_\alpha^2)$$

for all $\alpha \in \mathbb{N}$. Consequently, we have that

$$\int_{D_\alpha^c \cap (B_{R_0}(x_0) \setminus B_{R_\mu}(x_0))} |y_\alpha - x|^{2-n} \frac{\mu_\alpha^{\frac{n+2}{2}}}{(\mu_\alpha^2 + |x - x_\alpha|^2)^{\frac{n+2}{2}}} dx$$

$$\leq \frac{C \mu_\alpha^{\frac{n+2}{2}}}{(\mu_\alpha^2 + |x_\alpha - y_\alpha|^2)^{\frac{n+2}{2}}} \int_{D_\alpha^c} |y_\alpha - x|^{2-n} dy$$

$$\leq CU_\alpha(y_\alpha) \frac{\mu_\alpha^2}{\mu_\alpha^2 + |x_\alpha - x_\alpha|^2} = o(U_\alpha(y_\alpha))$$

(11.38)

if $\mu_\alpha = o(|x_\alpha - y_\alpha|)$ when $\alpha \to +\infty$. In case $|y_\alpha - x_\alpha| = O(\mu_\alpha)$ when $\alpha \to +\infty$, it is easily checked that for $R$ large enough, $D_\alpha^c \cap (B_{R_\mu}(x_0) \setminus B_{R_\mu}(x_0)) = \emptyset$ for all $\alpha \in \mathbb{N}$. Therefore (11.38) always holds.

Plugging (11.37) and (11.38) into (11.36) yields (11.35). This ends Step 13.2.

It follows from (11.34) and (11.35) that

$$V_\alpha(y_\alpha) = \nabla_\alpha + c_\alpha \int_{\Omega \setminus B_{R_\mu}(x_0)} G(y_\alpha, y) U_\alpha^{2^*-1} dy + (o(1) + \epsilon_R)U_\alpha(y_\alpha)$$

(11.39)

if $\lim_{\alpha \to +\infty} |y_\alpha - x_\alpha| = 0$ when $\alpha \to +\infty$ where $\lim_{R \to +\infty} \epsilon_R = 0$.

**Step 13.3.** Assume that

$$\lim_{\alpha \to +\infty} |y_\alpha - x_\alpha| = 0 \text{ and } \lim_{\alpha \to +\infty} \frac{d(x_\alpha, \partial \Omega)}{\mu_\alpha} = +\infty.$$ 

(11.40)
We claim that
\[
V_\alpha(y_\alpha) = \nabla_\alpha + \begin{cases} 
(1 + o(1))U_\alpha(y_\alpha) & \text{if } \lim_{\alpha \to +\infty} d(x_\alpha, \partial \Omega) \neq 0 \\
(1 + o(1))(U_\alpha(y_\alpha) + \tilde{U}_\alpha(y_\alpha)) & \text{if } \lim_{\alpha \to +\infty} d(x_\alpha, \partial \Omega) = 0
\end{cases}
\]
when \(\alpha \to +\infty\).

The proof of (11.41) goes through several steps. First note that due to (11.40), we have that \(\Omega \cap B_{R\mu_\alpha}(x_\alpha) = B_{R\mu_\alpha}(x_\alpha)\) for \(\alpha \in \mathbb{N}\) large enough. Therefore, with a change of variable, (11.39) rewrites
\[
V_\alpha(y_\alpha) = \nabla_\alpha + U_\alpha(y_\alpha) \left( \int_{B_R(0)} (\mu_\alpha^2 + |y_\alpha - x_\alpha|^2)^{n-2} \frac{\partial^2}{\partial y_\alpha^2} G(y_\alpha, x_\alpha + \mu_\alpha x) c_n U_0^{2* - 1} \, dx \right) + (o(1) + \epsilon_R) U_\alpha(y_\alpha)
\]
for all \(R >> 1\) and \(\alpha \to +\infty\). We distinguish two cases:

**Case 13.3.1:** We assume that
\[
|y_\alpha - x_\alpha| = O(\mu_\alpha) \text{ when } \alpha \to +\infty.
\]
Then we claim that (11.41) holds. We prove the claim. We define \(\theta_\alpha := \mu_\alpha^{-1}(y_\alpha - x_\alpha)\) for all \(\alpha \in \mathbb{N}\), and we let \(\theta_\infty := \lim_{\alpha \to +\infty} \theta_\alpha\). Let \(K\) be a compact subset of \(\mathbb{R}^n \setminus \{\theta_\infty\}\); it follows from Proposition 12 that
\[
\mu_\alpha^{n-2} G(y_\alpha, x_\alpha + \mu_\alpha x) = (k_\alpha + o(1))|x - \theta_\alpha|^{2-n}
\]
when \(\alpha \to +\infty\) uniformly for all \(x \in K\). Moreover, the LHS is uniformly bounded from above by the RHS on bounded domains of \(\mathbb{R}^n\) when \(\alpha \to +\infty\). It then follows from Lebesgue’s theorem that (11.42) rewrites
\[
V_\alpha(y_\alpha) = \nabla_\alpha + U_\alpha(y_\alpha) \left( \int_{B_R(0)} (1 + |\theta_\infty|^2)^{n-2} k_\alpha c_n U_0^{2* - 1}(x)|x - \theta_\infty|^{2-n} \, dx + o(1) + \epsilon_R \right)
\]
\[
= \nabla_\alpha + U_\alpha(y_\alpha) \left( U_0(\theta_\infty)^{-1} \int_{B_R(0)} k_\alpha \Delta U_0(x)|x - \theta_\infty|^{2-n} \, dx + o(1) + \epsilon_R \right)
\]
\[
= \nabla_\alpha + U_\alpha(y_\alpha) (1 + o(1) + \epsilon_R)
\]
since \(\Delta(k_\alpha \cdot |x|^{2-n}) = \delta_0\) in the distribution sense. Letting \(R \to +\infty\) and \(\alpha \to +\infty\) yields
\[
V_\alpha(y_\alpha) = \nabla_\alpha + U_\alpha(y_\alpha)(1 + o(1))
\]
when \(\alpha \to +\infty\). As easily checked, this estimate yields (11.41) in Case 13.3.1.

**Case 13.3.2:** We assume that
\[
\lim_{\alpha \to +\infty} \frac{|y_\alpha - x_\alpha|}{\mu_\alpha} = +\infty.
\]
We claim that (11.41) holds. We prove the claim. We define \(r_\alpha := |y_\alpha - x_\alpha| = o(1)\) when \(\alpha \to +\infty\). Given \(x \in B_R(0)\), we define
\[
A_\alpha(x) := (\mu_\alpha^2 + |y_\alpha - x_\alpha|^2)^{n-2} G(y_\alpha, x_\alpha + \mu_\alpha x)
\]
for all \(\alpha \in \mathbb{N}\).
Case 13.3.2.1: We assume in addition that
\[
\lim_{\alpha \to +\infty} \frac{d(x_\alpha, \partial \Omega)}{r_\alpha} = +\infty.
\]
We claim that in this case, we have that
\[
\lim_{\alpha \to +\infty} A_\alpha(x) = k_n
\] (11.44)
uniformly when \( \alpha \to +\infty \). We prove the claim. Indeed, letting \( \theta_\alpha := r_\alpha^{-1}(y_\alpha - x_\alpha) \) and using that \( G \) is symmetric, we have that
\[
A_\alpha(x) = (1 + o(1))r_\alpha^{n-2}G(x_\alpha + \frac{\mu_\alpha x_\alpha}{r_\alpha}, x_\alpha + r_\alpha \theta_\alpha)
\]
for all \( \alpha \in \mathbb{N} \) uniformly for \( x \) in any fixed compact of \( \mathbb{R}^n \). Then (11.44) follows from Proposition 12.

Case 13.3.2.2: We assume here that
\[
\lim_{\alpha \to +\infty} \frac{d(x_\alpha, \partial \Omega)}{r_\alpha} = \rho \geq 0.
\]
In this case, \( \tilde{U}_\alpha \) is well defined. We claim that in this case, we have that
\[
A_\alpha(x) = (k_n + o(1)) \left( 1 + \frac{\tilde{U}_\alpha(y_\alpha)}{U_\alpha(y_\alpha)} \right)
\] (11.45)
uniformly for \( x \) in any fixed compact of \( \mathbb{R}^n \) when \( \alpha \to +\infty \). We prove the claim. We denote \( \varphi \) a chart as in Lemma 2 and we define \( (x_{1,\alpha}, x'_{\alpha}) := \varphi^{-1}(x_\alpha) \) and \( (y_{1,\alpha}, y'_{\alpha}) := \varphi^{-1}(y_\alpha) \) for all \( \alpha \in \mathbb{N} \). Defining
\[
X_\alpha := \left( \frac{x_{1,\alpha}}{r_\alpha}, 0 \right) + o(1) \quad \text{and} \quad Y_\alpha := \left( \frac{y_{1,\alpha}}{r_\alpha}, \frac{y'_{\alpha} - x'_{\alpha}}{r_\alpha} \right),
\]
using Proposition 12 and the symmetry of \( G \), we get that
\[
A_\alpha(x) = (1 + o(1))r_\alpha^{n-2}G(x_\alpha + \mu_\alpha x_\alpha, y_\alpha) + o(1)
\]
\[
= (1 + o(1))r_\alpha^{n-2}G(\varphi(0, x'_{\alpha}) + r_\alpha X_\alpha, \varphi(0, x'_{\alpha}) + r_\alpha Y_\alpha) + o(1)
\]
\[
= k_n \left( |X_\alpha - Y_\alpha|^{2-n} + |Y_\alpha - \pi^{-1}(X_\alpha)|^{2-n} \right) + o(1)
\]
\[
= k_n \left( 1 + \left| \frac{(y_{1,\alpha}, y'_{\alpha}) - \pi^{-1}(x_{1,\alpha}, x'_{\alpha})}{r_\alpha} \right|^{2-n} \right) + o(1)
\] (11.46)
since \( d\varphi_0 \) is an orthogonal transformation. Independently, using again that \( d\varphi_0 \) is orthogonal, we have that
\[
\frac{\tilde{U}_\alpha(y_\alpha)}{U_\alpha(y_\alpha)} = \frac{\mu_\alpha^2 + |y_\alpha - \pi^{-1}(x_\alpha)|^2}{\mu_\alpha^2 + |y_\alpha - x_\alpha|^2}^{-\frac{n-2}{2}}
\]
\[
= (1 + o(1)) \left| \frac{\varphi^{-1}(y_\alpha) - \pi^{-1}(\varphi^{-1}(x_\alpha))}{r_\alpha} \right|^{2-n}
\]
when \( \alpha \to +\infty \). Plugging this estimate into (11.46) yields (11.45). This proves the claim.

Since
\[
\int_{B_R(0)} c_n U_0^{2^* - 1} dx = \int_{B_R(0)} \Delta U_0 dx = - \int_{\partial B_R(0)} \partial_n U_0 dx = \frac{(n - 2)\omega_{n-1} R^n}{(1 + R^2)^{n/2}}
\]
for all \( R > 0 \), it follows from (11.42), Cases 13.3.2.1 and 13.3.2.2 that
\[
V_{\alpha}(y_{\alpha}) = \nabla_{\alpha} + \begin{cases}
(1 + o(1))U_{\alpha}(y_{\alpha}) & \text{if } r_{\alpha} = o(d(x_{\alpha}, \partial \Omega)) \text{ when } \alpha \to +\infty \\
(1 + o(1))(U_{\alpha}(y_{\alpha}) + \tilde{U}_{\alpha}(y_{\alpha})) & \text{if } d(x_{\alpha}, \partial \Omega) = O(r_{\alpha}) \text{ when } \alpha \to +\infty
\end{cases}
\]
These estimates and a careful evaluation of the quotient \( U_{\alpha}(y_{\alpha})^{-1}\tilde{U}_{\alpha}(y_{\alpha}) \) yields (11.41) in Case 13.3.2. This ends Case 13.3.2.

**Step 13.4.** We assume that
\[
\lim_{\alpha \to +\infty} |y_{\alpha} - x_{\alpha}| = 0 \text{ and } x_{\alpha} \in \partial \Omega. \tag{11.47}
\]
We claim that
\[
V_{\alpha}(y_{\alpha}) = \nabla_{\alpha} + U_{\alpha}(y_{\alpha})(1 + o(1)) \tag{11.48}
\]
when \( \alpha \to +\infty \). We choose a chart \( \varphi \) as in Lemma 2. In this case, (11.39) rewrites
\[
V_{\alpha}(y_{\alpha}) = \nabla_{\alpha} + U_{\alpha}(y_{\alpha}) \left( \int_{B_R(0) \cap \mathbb{R}^n} c_{\alpha}(1 + o(1))\tau_{\alpha} \, dx \right) + (o(1) + \epsilon_R)U_{\alpha}(y_{\alpha}) \tag{11.49}
\]
for all \( R >> 1 \) and \( \alpha \to +\infty \), where
\[
\tau_{\alpha}(x) := (\mu_{\alpha}^2 + |y_{\alpha} - x_{\alpha}|^2)^{\frac{n-2}{2}} G(y_{\alpha}, \varphi((0, x_{\alpha}') + \mu_{\alpha}x))U_0^{2^* - 1}(x).
\]
Here again, we have to distinguish two cases.

**Case 13.4.1:** Assume that \( y_{\alpha} - x_{\alpha} = O(\mu_{\alpha}) \) when \( \alpha \to +\infty \). We define \( \theta_{\alpha} := \mu_{\alpha}^{-1}(y_{\alpha} - x_{\alpha}) \) for all \( \alpha \in \mathbb{N} \). Using Proposition 12, we get as in Step 13.3.2.1 that for all \( x \in B_R(0) \cap \mathbb{R}^n \setminus \{\theta_{\infty}\} \),
\[
\lim_{\alpha \to +\infty} \mu_{\alpha}^{n-2}G(y_{\alpha}, \varphi((0, x_{\alpha}') + \mu_{\alpha}x)) = k_n \left( |x - \theta_{\infty}|^{2-n} + |x - \pi^{-1}(\theta_{\infty})|^{2-n} \right)
\]
and this convergence holds uniformly with respect to \( x \). Plugging this limit into (11.49) yields
\[
V_{\alpha}(y_{\alpha}) = \nabla_{\alpha} + U_{\alpha}(y_{\alpha}) \left( (1 + |\theta_{\alpha}|^2)^{\frac{n-2}{2}} \int_{B_R(0) \cap \mathbb{R}^n} k_n \left( |x - \theta_{\infty}|^{2-n} + |x - \pi^{-1}(\theta_{\infty})|^{2-n} \right) \Delta U_0(x) \, dx \right) + (\epsilon_R + o(1))U_{\alpha}(y_{\alpha})
\]
when \( \alpha \to +\infty \). With a change of variable and using that \( U_0 \) is radially symmetrical, we get that
\[
\int_{B_R(0) \cap \mathbb{R}^n} k_n \left( |x - \theta_{\infty}|^{2-n} + |x - \pi^{-1}(\theta_{\infty})|^{2-n} \right) \Delta U_0(x) \, dx = \int_{B_R(0)} k_n |x - \theta_{\infty}|^{2-n} \Delta U_0(x) \, dx
\]
for all \( R > 0 \). The, arguing as in Step 13.3.2.2, we get that (11.48) holds in Case 13.4.1.
Case 13.4.2: Assume that \( \lim_{\alpha \to +\infty} \mu_\alpha^{-1} |y_\alpha - x_\alpha| = +\infty \). Using again Proposition 12 and arguing as in Step 13.3.2.1, we get that (we omit the details)

\[
\lim_{\alpha \to +\infty} \left( \mu_\alpha^\nu + |y_\alpha - x_\alpha|^2 \right)^{-\frac{n-2}{2}} G(y_\alpha, \varphi((0, x_\alpha) + \mu_\alpha x)) = 2k_n
\]

uniformly for all \( x \in B_R(0) \). Plugging this limit into (11.49) yields

\[
V_\alpha(y_\alpha) = \overline{V}_\alpha + U_\alpha(y_\alpha) \left( \int_{B_\alpha(0) \cap \mathbb{R}_n^+} 2k_n \Delta U_0(x) \, dx + \epsilon_R + o(1) \right)
\]

when \( \alpha \to +\infty \). We then get that (11.48) holds in Case 13.4.2.

Step 13.5. We are now in position to prove Proposition 13. We let \( K > 0 \) be as in Step 1 and we let \( V_\alpha \) be the unique solution to (11.32) such that

\[
V_\alpha := (K + 1) \mu_\alpha^{-\frac{n-2}{2}}
\]

for all \( \alpha \in \mathbb{N} \). Clearly points (i), (ii) and (iii) of Proposition 13 hold. Moreover, we immediately get with the estimates above that \( \lim_{\alpha \to +\infty} V_\alpha(y_\alpha) \) is a positive real number. This proves Proposition 13. \( \square \)
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