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REAL INTERPOLATION WITH WEIGHTED
REARRANGEMENT INVARIANT BANACH FUNCTION SPACES

RALPH CHILL AND SEBASTIAN KRÓL

Abstract. Motivated by recent applications of weighted norm inequalities to
maximal regularity of first and second order Cauchy problems, we study real
interpolation spaces on the basis of general Banach function spaces and, in par-
ticular, weighted rearrangement invariant Banach function spaces. We show
equivalence of the trace method and the \( K \)-method, identify real interpolation
spaces between a Banach space and the domain of a sectorial operator, and
reprove an extension of Dore’s theorem on the boundedness of \( H^\infty \)-functional
calculus to this general setting.

1. Introduction

In the interpolation theory the real interpolation spaces play a prominent role
because they appear naturally as trace spaces of, for instance, classical Sobolev
spaces on domains and are thus connected to the regularity theory of elliptic or
parabolic boundary value problems. In the abstract setting, they appear as trace
spaces of certain weighted, vector-valued Sobolev spaces on the real half-line and
find here their connection to abstract Cauchy problems in Banach spaces, namely
as the spaces of initial values for which the solutions have some described time
regularity; see, for example, the monographs by Butzer & Berens [6], Lunardi
[25, 26] and Triebel [38].

It is this connection to abstract Cauchy problems in combination with some
recent results from Chill & Fiorenza [8] and the present authors [9, 10] on the ex-
trapolation of \( L^p \)-maximal regularity to maximal regularity in weighted rearrange-
ment invariant Banach function spaces which is the motivation of this article. We
consider real interpolation spaces defined by the trace method, however, with the
usual power weighted \( L^p \) spaces on the half-line replaced by general Banach func-
tion spaces over \( \mathbb{R}_+ \). Real interpolation spaces in this general setting have already
been studied, although they are usually defined by Peetre’s \( K \)-method. Bennett, for
example, extended the \( K \)-method by replacing the classical weighted \( L^p \) spaces by
unweighted rearrangement invariant Banach function spaces [3]. On the other hand,
several authors studied extensions of the \( K \)-method using more general weights than
power weights, staying however within the \( L^p \) scale; see for example Kalugina [19]
quasipower weights), Sagher [35] (weights of Calderón type), and more recently
Bastero, Milman & Ruiz [2] (Calderón weights). In [2] were also considered the
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classes of weights $w$, introduced in Ariño & Muckenhoupt [1], such that the Hardy operator is bounded on the cone of decreasing functions in $L^w_p$. Real interpolation spaces on the basis of general Banach function spaces have been studied in Bennett & Sharpley [4] and Brudnyí & Krugljak [5].

Given an interpolation couple $(X,Y)$ of Banach spaces, and given a Banach function space $\Phi$ over $\mathbb{R}_+$, we recall in Section 2 the definitions of the real interpolation spaces $[X,Y]_\Phi$ and $(X,Y)_\Phi$ by the trace method and the $K$-method, respectively, and we show that they coincide under some assumptions on $\Phi$ which include the boundedness of the Hardy operator. Although the content of this section is straightforward, we include it, mainly because our setting slightly differs from the setting in Brudnyí & Krugljak, but also because the Hardy operator is a main tool in the rest of this article.

Like in the classical case, the identification of the real interpolation spaces by other methods is an important issue. In the literature there exists a number of results on the identification of the classical real interpolation spaces between the domains of powers of sectorial operators and the underlying Banach space. Sectorial operators arise in the theory of partial differential equations as well as in the abstract setting, for example as negative generators of $C_0$-semigroups. A representation of the classical interpolation spaces as Besov type spaces was studied by Komatsu [20] (see also Triebel [38]), Haase [16, Chapter 6], and Kalton & Kucherenko [17]; see also relevant results due to Kriegler & Weis [22] and Kunstmann & Ullmann [23]. In Section 3, given a sectorial operator $A$ on a Banach space $X$, with domain $D_A$, we characterise the real interpolation spaces $(X,D_A)_\Phi$ via the holomorphic functional calculus (Theorems 3.1 and 3.4) and via regularity of semigroup orbits (Theorem 3.5). We then apply these characterisations in order to recover a consequence of a version of a theorem of Dore, due to Kalton & Kucherenko [17], by showing that the part of a sectorial operator $A$ in the interpolation space $(X,D_A)_\Phi$ always admits a bounded $H^\infty$-functional calculus (Theorem 3.6).

As mentioned above, the boundedness of the Hardy operator (and sometimes also its formal adjoint and the Calderón operator) on the underlying Banach function space is a crucial ingredient in various proofs. This follows already from a close analysis of Bennett’s approach. Section 4 is thus devoted to the study of the boundedness of the Hardy operator on weighted rearrangement invariant Banach function spaces. In particular, we introduce the classes $M_E$ of weights $w$ such that the Hardy operator is bounded on $E_w$. A characterisation of the class $M_E$ for general rearrangement invariant Banach function spaces $E$, for example in the spirit of Muckenhoupt’s condition, is, to the best of our knowledge, not given in the literature. However, in Section 4 we show that $A^{-p}_{E^q} \subseteq M_E$ for every rearrangement invariant Banach function space $E$ with Boyd indices $p_E, q_E \in (1,\infty)$; see Theorem 4.2 and Corollary 4.3. The class $A^{-p}_{E^q}$ has been defined in [9] and is a rather large class of weights for which an extrapolation result for singular integral operators (in the spirit of Cruz-Uribe, Martell & Pérez [11] and Curbera et al. [12]) as well as an extrapolation result for maximal regularity of Cauchy problems holds true. In particular, this class contains all restrictions of Muckenhoupt weights to the positive half-line, as well as all positive, decreasing functions on $(0,\infty)$.

The connection to the first order Cauchy problem is shortly described in Section 5. Knowing the precise time regularity of solutions, depending on the initial values and right-hand sides, is fundamental for applications to fully nonlinear evolution
equations. Potential applications of the general real interpolation spaces exist, however, also in the context of perturbation theory for abstract Cauchy problems like, for example, in Haak, Haase & Kunstmann [15], or in the study of nonautonomous Cauchy problems, namely when regularity of the underlying operator family in some interpolation space is part of the assumptions for proving existence and uniqueness of solutions; see Yagi [39].

It would be desirable to have an inner description of the real interpolation spaces in the case when the sectorial operators are concrete partial differential operators and their domains are concrete function spaces. In the case when these operators act on $L^p$ spaces and when their domains are classical Sobolev spaces, we think of characterizations of the resulting Besov spaces in terms of integrability properties of functions and their translates; see Triebel [36, §3.4.2, p.208]. Let us mention, however, that sometimes such a description amounts to identify trace spaces of more complicated, anisotropic, weighted Sobolev spaces, a problem which has only recently been solved in the $L^p$-setting with power weights; see Meyries & Schnaubelt [29, 30] and Meyries & Veraar [31].

2. Generalised real interpolation spaces

In this section we review the real interpolation functors of the trace method in the context of general Banach function spaces $\Phi$ instead of weighted $L^p$ spaces. We give a short proof of the fact that we are really dealing with interpolation functors, and then we show that the trace functors coincide with the real interpolation functors of the $K$-method if the Hardy operator is bounded on $\Phi$.

Throughout, all function spaces – with the exception of spaces of holomorphic functions – are function spaces over the domain $\mathbb{R}^+ := [0, \infty)$. We denote by $\mathcal{M}$ the set of all complex measurable functions on $\mathbb{R}^+$ equipped with the topology of convergence in Lebesgue measure, and we let $L^1_{\text{loc}}$ be the space of all locally integrable functions on $\mathbb{R}^+$.

Following [5], a Banach space $\Phi$ is called a Banach function space (over $\mathbb{R}^+$) if it is both a Banach lattice and an order ideal of $\mathcal{M}$. This means that $\Phi$ is a sublattice of $\mathcal{M}$, and $|f| \leq |g|$, $g \in \Phi$, $f \in \mathcal{M}$, implies $f \in \Phi$ and $\|f\|_{\Phi} \leq \|g\|_{\Phi}$. This definition is consistent with Meyer-Nieberg [28], for instance, where it is used in the sense of complete Köthe function space, but it differs from the definition in Bennett & Sharpley [4], where in addition a Fatou property is required to hold. Note that in Brudnyi & Krugljak [5], Banach function spaces are called Banach lattices.

The trace method. This interpolation method is relevant for the applications to Cauchy problems. Let $\Phi$ be a Banach function space which embeds continuously into $L^1_{\text{loc}}$. Given a Banach space $X$, we define the vector-valued variant of $\Phi$ by

$$\Phi(X) := \{f : \mathbb{R}^+ \to X \text{ measurable} : |f|_X \in \Phi\}.$$ 

This space is a Banach space for the norm $\|f\|_{\Phi(X)} := \||f|_X\|_{\Phi}$ (for simplicity, as it is usually done, we identify the space of measurable functions with the space of equivalence classes of measurable functions).

Let $(X, Y)$ be an interpolation couple of Banach spaces. Consider the space

$$W^{1,\Phi}(X, Y) := \left\{u \in W^{1,1}_{\text{loc}}(X + Y) : u \in \Phi(Y), \dot{u} \in \Phi(X) \right\}.$$
which is, thanks to the continuous embedding \( \Phi \subseteq L^1_{\text{loc}} \), a Banach space for the natural norm.

Then we define the corresponding trace space

\[
T_\Phi(X,Y) := [X,Y]_\Phi := \{ u(0) : u \in W^{1,\Phi}(X,Y) \}
\]

which is a Banach space for the quotient norm

\[
\| x \|_{[X,Y]_\Phi} := \inf \{ \| u \|_{\Phi(Y)} + \| \dot{u} \|_{\Phi(X)} : u \in W^{1,\Phi}(X,Y), u(0) = x \}.
\]

We say “quotient norm” because

\[
W_0^{1,\Phi}(X,Y) := \{ u \in W^{1,\Phi}(X,Y) : u(0) = 0 \}
\]

is a closed subspace of \( W^{1,\Phi}(X,Y) \) and the trace space equipped with the above norm is isometrically isomorphic to the quotient space \( W^{1,\Phi}(X,Y)/W_0^{1,\Phi}(X,Y) \).

Our first lemma shows that \( T_\Phi \) is an interpolation functor if and only if \( \chi_{(0,1)} \in \Phi \).

**Lemma 2.1.** Let \( \Phi \) be a Banach function space such that \( \Phi \subseteq L^1_{\text{loc}} \) continuously, and let \((X,Y)\) be an interpolation couple of Banach spaces.

(i) If \([X,Y]_\Phi \subseteq \{0\}\), then \( \chi_{(0,\tau)} \in \Phi \) for some \( \tau > 0 \).

(ii) If \( \chi_{(0,\tau)} \in \Phi \) for some \( \tau > 0 \), then \([X,Y]_\Phi \) is an interpolation space relative to \((X,Y)\).

**Proof.** (i) Let \( x \in [X,Y]_\Phi \). By definition, there exists \( u \in W^{1,1}_{\text{loc}}(X+Y) \cap \Phi(Y) \) such that \( u(0) = x \). If \( x \neq 0 \), then, by continuity of \( u \) with values in \( X+Y \), there exist \( \tau > 0 \), \( c \geq 0 \) such that

\[
\chi_{(0,\tau)} \leq c |u|_{X+Y} \leq c |u|_Y \quad \text{a.e. on } (0, \infty).
\]

This gives \( \chi_{(0,\tau)} \in \Phi \).

(ii) First we show that, if \( \chi_{(0,\tau)} \in \Phi \), then \( X \cap Y \subseteq [X,Y]_\Phi \subseteq X+Y \) with continuous embeddings. Assume that \( \chi_{(0,\tau)} \in \Phi \) for some \( \tau > 0 \). Choose any function \( \varphi \in C_c^1(\mathbb{R}_+) \) such that \( \varphi(0) = 1 \) and \( \text{supp} \varphi \subseteq [0,\tau] \). Then for every \( x \in X \cap Y \) one has \( \varphi(\cdot) x \in W^{1,\Phi}(X,Y) \), which implies \( x \in [X,Y]_\Phi \) and \( |x|_{[X,Y]_\Phi} \leq \| \varphi \|_\Phi |x|_Y + \| \varphi \|_\Phi |x|_X \leq C |x|_{[X,Y]} \). For the second inclusion, since \( \Phi \) is continuously embedded into \( L^1_{\text{loc}} \), there exists a constant \( C \geq 0 \) such that

\[
\| f \chi_{(0,\tau)} \|_{L^1} \leq C \| f \chi_{(0,\tau)} \|_\Phi \quad \text{for every } f \in \Phi.
\]

Let \( x \in [X,Y]_\Phi \). Let \( u \in W^{1,\Phi}(X,Y) \) such that \( u(0) = x \). Note that \( x = x - u(t) + u(t) = - \int_0^t \dot{u} \, ds + u(t) \ (t > 0) \). Consequently,

\[
|x|_{X+Y} \leq \int_0^t |\dot{u}|_X + |u(t)|_Y \leq C \| \dot{u} \|_{\Phi(X)} + |u(t)|_Y \quad (t \in (0,\tau)).
\]

Therefore,

\[
\| \chi_{(0,\tau)} \|_\Phi |x|_{X+Y} \leq C \| \dot{u} \|_{\Phi(X)} \| \chi_{(0,\tau)} \|_\Phi + \| u \|_{\Phi(Y)},
\]

which gives the desired claim.

Finally, in order to prove the interpolation property of \([X,Y]_\Phi \), let \( T \) be an admissible operator with respect to the couple \((X,Y)\). Then \( T \) induces in a natural way the bounded multiplication operator, again denoted by \( T \), on \( W^{1,\Phi}(X,Y) \) given by

\[
(Tu)(t) := Tu(t) \quad (u \in W^{1,\Phi}(X,Y), \ t \in \mathbb{R}_+).
\]
This multiplication operator leaves the subspace $W_{0,1}^1(X,Y)$ invariant and thus induces a bounded operator on the quotient space $W^1(X,Y)/W_{0,1}^1(X,Y)$. With the natural identification, this multiplication operator on the quotient space coincides with the original operator $T$.

**The $K$-method.** This section closely follows [5]. Again, let $(X,Y)$ be an interpolation couple of Banach spaces and let $\Phi$ be a Banach function space. Recall first the definition of the $K$-functional, that is, for every $x \in X + Y$ and $t > 0$ put

$$K(t, x) := \inf \{ |a|_X + t|b|_Y : a \in X, b \in Y, a + b = x \}.$$ 

With the help of the $K$-functional, we define the space

$$K_\Phi(X,Y) := (X,Y)_\Phi := \{ x \in X + Y : [(0, \infty) \ni t \mapsto t^{-1}K(t, x)] \in \Phi \},$$

and equip it with the norm

$$|x|(X,Y)_\Phi := \| (\cdot)^{-1}K(\cdot, x) \|_{\Phi} \quad (x \in (X,Y)_\Phi).$$

This definition of real interpolation spaces differs very slightly from the one in [5, Section 3.3], where $\Phi$ runs through Banach function spaces containing the function $\min(1, \cdot)$, and $x \in K_\Phi(X,Y)$ iff $K(\cdot, x) \in \Phi$. The point is only the factor $\frac{1}{2}$ between the two definitions. The requirement $\min(1, \cdot) \in \Phi$ in the setting of [5] is natural as the following lemma shows. In fact, $K_\Phi$ is an interpolation functor if and only if $\min(1, (\cdot)^{-1}) \in \Phi$; cf. [5, Proposition 3.3.1].

**Lemma 2.2.** Let $\Phi$ be a Banach function space. Then the following conditions hold.

(i) If $(X,Y)_\Phi \neq \{0\}$, then $\min(1, (\cdot)^{-1}) \in \Phi$.

(ii) If $\min(1, (\cdot)^{-1}) \in \Phi$, then $(X,Y)_\Phi$ is an interpolation space relative to $(X,Y)$.

The proof is standard, we include details for the convenience of the reader.

**Proof.** (i) Note that for every $x \in X + Y$ we have

$$\min(1, t^{-1}) |x|_{X+Y} \leq t^{-1}K(t, x) \quad (t > 0). \quad (1)$$

Therefore, the claim follows from the order ideal property of $\Phi$.

(ii) First note that $X \cap Y \subseteq (X,Y)_\Phi \subseteq X + Y$ continuously. indeed, the first embedding follows directly from

$$t^{-1}K(t, x) \leq \min(1, t^{-1}) |x|_{X\cap Y} \quad (t > 0, x \in X \cap Y),$$

and the second one, from (1) above.

Let us show that $(X,Y)_\Phi$ is a Banach space. Let $\sum_n x_n$ be an absolutely convergent series in $(X,Y)_\Phi$. We have to show that this series is convergent. By definition of the norm in $(X,Y)_\Phi$, the series $\sum_n (\cdot)^{-1}K(\cdot, x_n)$ is absolutely convergent in $\Phi$, and by (1), the series $\sum_n x_n$ is absolutely convergent in $X + Y$. The spaces $\Phi$ and $X + Y$ being complete, the preceding two series converge to some elements $\phi \in \Phi$ and $x \in X + Y$, respectively. Since, for every $t > 0$, $K(t, \cdot)$ is a norm on $X + Y$, the triangle inequality yields, for every $n \in \mathbb{N},$

$$(\cdot)^{-1}K(\cdot, x - \sum_{m=1}^n x_m) \leq \sum_{m=n}^\infty (\cdot)^{-1}K(\cdot, x_m) \text{ everywhere on } (0, \infty).$$

By [5, Lemma 3.3.2], the series $\sum_n (\cdot)^{-1}K(\cdot, x_n)$ converges pointwise almost everywhere to $\phi$, and hence the right-hand side of the inequality above can be estimated...
by \( \phi \). The ideal property of \( \Phi \) thus implies \( x \in (X,Y)_\Phi \). The convergence of \( \sum_n x_n \) to \( x \) in \( (X,Y)_\Phi \) then follows from the above inequality and absolute convergence of the series \( \sum_n (-1)^n K(\cdot,x_n) \) in \( \Phi \).

Finally, let \( T \) be an admissible operator relative to \( (X,Y) \). We show that \( T \) is bounded on \( (X,Y)_\Phi \) with the operator norm
\[
|T|_{\mathcal{L}(X,Y)} \leq \max(|T|_{\mathcal{L}(X)},|T|_{\mathcal{L}(Y)}).
\]
(2)

If \( x \in (X,Y)_\Phi \), then for every \( a \in X \) and \( b \in Y \) such that \( a + b = x \), we have that
\[
|Ta| + t|Tb| \leq \max(|T|_{\mathcal{L}(X)},|T|_{\mathcal{L}(Y)}) (|a| + t|b|), \quad (t > 0).
\]
Consequently,
\[
K(t,Tx) \leq \max(|T|_{\mathcal{L}(X)},|T|_{\mathcal{L}(Y)}) K(t,x),
\]
which completes the proof. \( \square \)

**Equivalence of trace method and \( K \)-method.** Let \( p \in [1,\infty) \) and \( \theta \in (0,1) \). In the case \( \Phi = L_p(t^{p(1-\theta)-1} dt) \) the spaces \( [X,Y]_\Phi \) and \( (X,Y)_\Phi \) both yield the classical real interpolation space which is usually denoted by \( (X,Y)_{\theta,p} \); see, for example, [26, Proposition 1.13], [38, Theorem 1.8.2, p. 44]. Our next aim is to show that the equality \([X,Y]_\Phi = (X,Y)_\Phi \) still holds under rather ‘general’ assumptions on \( \Phi \).

Let \( P \) be the *Hardy operator* and \( Q \) its (formal) adjoint, that is, the integral operators given by
\[
Pf(t) := \frac{1}{t} \int_0^t f(s) \, ds, \quad Qf(t) := \int_t^\infty f(s) \, ds \quad\text{satisfies regularity conditions}
\]
for all \( f \in \mathcal{M} \) such that the respective integrals exist for all \( t \in (0,\infty) \). The maximal domain of \( P \) is hence the space \( L^1_{\text{loc}} \), while the maximal domain of \( Q \) is the set of all measurable functions \( f \in \mathcal{M} \) such that \( f(\tau,\infty) \in L^1(t^{-1} dt) \) for every \( \tau > 0 \). By changing the order of integration one obtains
\[
\int_0^\infty fQg \, dt = \int_0^\infty gPf \, dt
\]
for all \( f, g \in \mathcal{M} \) such that \( Pf, Qg \) and the above integrals exist.

Let \( \mathcal{L}_P \) (resp. \( \mathcal{L}_{P+Q} \)) denote the class of Banach function spaces \( \Phi \) such that the Hardy operator \( P \) (resp. the Calderón operator \( P+Q \)) is bounded on \( \Phi \). Note that if \( \Phi \in \mathcal{L}_P \), then \( \Phi \subseteq L^1_{\text{loc}} \), and \( \chi_{(0,1)} \in \Phi \) if and only if \( \min(1,\frac{1}{\theta}) \in \Phi \). Moreover, by Lemmas 2.1 (i) and 2.2 (i), if \( \chi_{(0,1)} \notin \Phi \), then \( [X,Y]_\Phi = \{0\} = (X,Y)_\Phi \).

The following lemma shows that the functors \( T_\Phi \) and \( K_\Phi \) coincide for \( \Phi \in \mathcal{L}_P \).

**Theorem 2.3.** For every Banach function space \( \Phi \in \mathcal{L}_P \) and every interpolation Banach couple \((X,Y), [X,Y]_\Phi = (X,Y)_\Phi \).

**Proof of Theorem 2.3.** Let \((X,Y)\) be an interpolation Banach couple. Fix \( x \in (X,Y)_\Phi \). We show that there exists \( u \in W^{1,\Phi}(X,Y) \) such that \( u(0) = x \). For each \( n \in \mathbb{N} \) there exist \( a_n \in X \) and \( b_n \in Y \) such that
\[
a_n + b_n = x, \quad |a_n| + n^{-1}|b_n| \leq 2K(n^{-1},x).
\]
Set
\[
v(t) := \sum_{n=1}^\infty b_{n+1} \chi(\frac{1}{n+\frac{1}{2}} \leq t), \quad u(t) := \frac{1}{t} \int_0^t v \, ds \quad(t > 0).
\]
By monotonicity, \( \lim_{t \to 0^+} K(t, x) \) exists, and since \( \Phi \subseteq L^1_{\text{loc}}(\mathbb{R}^+) \) continuously, we find necessarily that \( \lim_{t \to 0^+} K(t, x) = 0 \). Thus, \( \lim_{n \to \infty} |a_n| x = 0 \), and \( |x - b_n| X + Y \leq |a_n| x \to 0 \) as \( n \to \infty \). Consequently, \( x = \lim_{t \to 0^+} v(t) = \lim_{t \to 0^+} u(t) \) in \( X + Y \). Next, for every \( t > 0 \),

\[
|v(t)|_Y \leq 2 \sum_{n=1}^{\infty} (n + 1) K\left((n + 1)^{-1}, x\right) \chi(t, n^{-1}, 1)(t) \leq 4t^{-1} K(t, x).
\]

Therefore, \( |v(\cdot)|_Y \in \Phi \), and \( \|v\|_{\Phi(Y)} \leq 4|x|_{(X, Y)_\Phi} \). Since, \( |u(\cdot)|_Y \leq P(|v(\cdot)|_Y) \) on \((0, \infty)\), by the definition of \( \mathcal{L}_P \), we get \( u \in \Phi(Y) \) and \( \|u\|_{\Phi(Y)} \leq 4\|P\|_{\mathcal{L}(\Phi)}|x|_{(X, Y)_\Phi} \).

Let \( g(t) := \sum_{n=1}^{\infty} a_{n+1} \chi(t, n^{-1}, 1)(t) \). Then \( u(t) = x - \frac{1}{t} \int_0^t g ds \), and

\[
\dot{u}(t) = \frac{1}{t^2} \int_0^t g ds - \frac{1}{t} g(t),
\]

where the derivative exists for almost every \( t > 0 \) in \( X \). Since \( |g(t)|_X \leq 2 K(t, x) \), we get

\[
|\dot{u}(t)|_X \leq t^{-1} \left[ \sup_{0 < s < t} |g(s)|_X + |g(t)|_X \right] \leq 4t^{-1} K(t, x) \quad (t > 0).
\]

Consequently, \( \|\dot{u}\|_{\Phi(X)} \leq 4|x|_{(X, Y)_\Phi} \). Thus, \( x \in [X, Y]_\Phi \) with

\[
|x|_{(X, Y)_\Phi} \leq 4 \max(\|P\|_{\mathcal{L}(\Phi)}, 1) |x|_{(X, Y)_\Phi}.
\]

To show the converse inclusion, let \( x \in [X, Y]_\Phi \). Let \( u \in W^{1, \Phi}(X, Y) \) such that \( u(0) = x \). Note that \( x = x - u(t) + u(t) = -\int_0^t \dot{u} ds + u(t) \) \((t > 0)\). Consequently,

\[
K(t, x) \leq \left| \int_0^t \dot{u} ds \right|_X + t|u(t)|_Y \quad (t > 0).
\]

Therefore, we get \( |x|_{(X, Y)_\Phi} \leq \|P\|_{\mathcal{L}(\Phi)} \|\dot{u}\|_{\Phi(X)} + \|u\|_{\Phi(Y)} \), that is, \( x \in (X, Y)_\Phi \).

The proof is complete. \( \square \)

**Remark 2.4.** (a) Following [24], we define the *lower and upper Boyd indices* of a Banach function space \( \Phi \) respectively by

\[
p_{\Phi} := \lim_{t \to 0^+} \frac{\log t}{\log h_{\Phi}(t)} \quad \text{and} \quad q_{\Phi} := \lim_{t \to 0^+} \frac{\log t}{\log h_{\Phi}(t)},
\]

where \( h_{\Phi}(t) = \|D_t\|_{\mathcal{L}(\Phi)} \) and \( D_t : \Phi \to \Phi \) \((t > 0)\) is the *dilation operator* defined by

\[
D_t f(s) = f(s/t), \quad 0 < t < \infty, \quad f \in \Phi.
\]

Of course, this definition of the Boyd indices is admissible only if the dilation operators are well defined and bounded on \( \Phi \). One always has \( 1 \leq p_{\Phi} \leq q_{\Phi} \leq \infty \); see, for example, [4, Proposition 5.13, p. 149], where the Boyd indices are defined as the reciprocals with respect to our definitions. The Boyd indices can be computed explicitly for many examples of concrete rearrangement invariant Banach function spaces. For example, for the Lebesgue spaces \( \Phi = L^p \) or the Lorentz spaces \( \Phi = L^{p, q} \) one has \( p_{\Phi} = q_{\Phi} = p \); see [4, Chapter 4]. We refer the reader primarily to the monographs by Bennett & Sharpley [4] and Lindenstrauss & Tzafriri [24] for more background on rearrangement invariant Banach function spaces.

By [4, Theorem 5.15, p. 150], the Hardy operator \( P \) (resp. \( P + Q \)) is bounded on a rearrangement invariant Banach function space \( \Phi \) if and only if \( p_{\Phi} > 1 \) (resp. \( 1 < p_{\Phi} \leq q_{\Phi} < \infty \)). A close analysis of the proof of this result shows that the condition \( p_{\Phi} > 1 \) actually implies \( \Phi \in \mathcal{L}_P \) for all Banach function spaces \( \Phi \) with
norming associate space $\Phi'$. By the Lorentz-Luxemburg theorem [4, Theorem 2.7, p.10], every Banach function space with Fatou property has a norming associate space.

(b) An interpolation space $Z$ with respect to the interpolation couple $(X,Y)$ is a $K$-monotone interpolation space if there exists a constant $C \geq 0$ such that the inequality $K(\cdot, y) \leq C K(\cdot, x)$ for $x \in Z$ and $y \in X + Y$ implies that $y \in Z$, and $|y|_Z \leq C |x|_Z$. By [5, Theorem 3.3.20], for any $K$-monotone interpolation space $Z$ there exists a Banach function space $\Phi$ such that $Z = \{ x \in X : (\cdot)^{-1} K(\cdot, x) \in \Phi \}$ and $|x|_Z \sim \| (\cdot)^{-1} K(\cdot, x) \|_{\Phi}$ $(x \in Z)$. It is natural to ask whether for a general Banach function space $\Phi$, which embeds continuously into $L^1_{\text{loc}}$ and for which $\min(1, (\cdot)^{-1}) \in \Phi$, the trace space $[X,Y]_\Phi$ is a $K$-monotone interpolation space, too.

3. The functional calculus representation of generalised real interpolation spaces

Let $X$ be a Banach space. A linear, not necessarily densely defined operator $A$ on $X$ is sectorial of angle $\phi \in (0, \pi)$ if $\sigma(A) \subseteq S_{\phi}$ and $\sup_{\lambda \in C \setminus S_{\phi}} \| \lambda R(\lambda, A) \|_{L^1(X)} < \infty$ for every $\phi' \in (\phi, \pi)$. Here, $S_{\phi}$ stands for the open sector $\{ z \in C : z \neq 0, |\arg z| < \phi \}$. We simply say that $A$ is sectorial if it is sectorial of some angle $\phi \in (0, \pi)$. For a sectorial operator $A$ we define the angle of sectoriality by $\phi_A := \inf \{ \phi > 0 : A$ is sectorial of angle $\phi \}$.

In this section, we provide an extension of the functional calculus representation of the classical real interpolation spaces $(X,D_A)_{\theta,q}$ to the real interpolation spaces $(X,D_A)_{\phi}$. As in the case of the results from the previous section, the main ingredient in the proof of this representation is the boundedness of the Hardy operator $P$ and its adjoint. We refer the reader to Haase [16] for the background on the holomorphic functional calculus of sectorial operators. In fact, following [16], let $H^\infty(S_{\phi})$ ($\phi \in (0, \pi)$) be the algebra of all bounded, holomorphic functions on $S_{\phi}$, and consider the following subalgebras of $H^\infty(S_{\phi})$:

$$H^\infty_0(S_{\phi}) := \{ f \in H^\infty(S_{\phi}) : \exists C, s > 0 \text{ s.t. } |f(z)| \leq C \min(|z|^s, |z|^{-s}) (z \in S_{\phi}) \},$$

$$\mathcal{E}(S_{\phi}) := H^\infty_0(S_{\phi}) \oplus \langle (1 + z)^{-1} \rangle \oplus \langle 1 \rangle.$$

Assume that $A$ is sectorial. Then for every $f \in H^\infty_0(S_{\phi})$ ($\phi \in (\phi_A, \pi)$) one defines

$$f(A) := \frac{1}{2\pi i} \int_{\partial S_{\phi}} f(z) R(z, A) \, dz,$$

and if $f = f_0 + \frac{\lambda}{1 + z} + \mu \in \mathcal{E}(S_{\phi})$ ($f_0 \in H^\infty_0(S_{\phi})$, $\lambda, \mu \in \mathbb{C}$), then

$$f(A) := f_0(A) + \lambda (I + A)^{-1} + \mu.$$

In this way one obtains an algebra homomorphism $\mathcal{E}(S_{\phi}) \to \mathcal{L}(X)$, $f \mapsto f(A)$, which is called the $\mathcal{E}$-primary (holomorphic) functional calculus.

In [16, Theorem 6.2.1], Haase proved the following generalisation of a classical result due to Komatsu: for every $\text{Re} \, \alpha > 0$

$$(X,D_A^\alpha)_{\theta,q} = \left\{ x \in X : \left( \int_0^\infty |t^{-\theta} \psi(tA)x|^q \frac{dt}{t} \right)^{1/q} < \infty \right\}$$
and the norm \(|·|_{(X,D_A)\Phi}\) is equivalent to \(|·|_X + \left(\int_0^\infty |t^{-\theta}\psi(tA)\cdot |\frac{dt}{t}\right)^{1/q}\) Here, \(\psi\) is a bounded holomorphic function satisfying some growth conditions depending on \(\alpha\). For instance, \(\psi(z) = z^\alpha(1 + z)^{-\alpha}\) is an appropriate function and the choice of this particular function corresponds to Komatsu’s original result [20, 21].

The following result extends the above characterisation to general real interpolation spaces. Recall that \(\Sigma_P\) denotes the class of Banach function spaces \(\Phi\) such that the Hardy operator \(P\) is bounded on \(\Phi\).

**Theorem 3.1.** Let \(A\) be sectorial and \(\phi \in (\phi_A, \pi)\). Assume that \(\psi\) is a holomorphic function on \(S_\phi\) such that the following properties hold:

(i) \(\psi, (·)^{-1}\psi \in \mathcal{E}(S_\phi)\);

(ii) \(\lim_{z \to 0} z^{-1}\psi(z) \neq 0\) and \(\psi(z) \neq 0\) for all \(z \in S_\phi\), and

\[
\sup_{z \in S_\phi, s \geq 1} \frac{|\psi(sz)|}{s^\psi(z)} < \infty.
\]

Then, for every \(\Phi \in \Sigma_P\) with \(\min(1, \frac{1}{\tau}) \in \Phi\),

\[
(X, D_A)\Phi = \left\{ x \in X : \left[ (0, \infty) \ni t \mapsto |t^{-1}\psi(tA)x|_X \right] \in \Phi \right\}
\]

and

\[
|x|_{(X,D_A)\Phi} \simeq |x|_X + \| (\cdot)^{-1}\psi(A)x|_X \|_{\Phi} \quad (x \in (X,D_A)\Phi).
\]

If, in addition, \(A\) is invertible, then

\[
|x|_{(X,D_A)\Phi} \simeq \| (\cdot)^{-1}\psi(A)x|_X \|_{\Phi} \quad (x \in (X,D_A)\Phi).
\]

**Remark 3.2.** Theorem 3.1 extends a result by Kalton and Kucherenko in [18]; see [18, Theorem 5.4] (for \(\sigma = 0, \tau = 1\)). Our approach differs from the one in [18] in a few points. First, our notion of sectorial operator \(A\) does not require \(A\) to be one-to-one, nor does it require that the domain \(D_A\) and the range \(R_A\) are dense in \(X\). Second, our assumption on the Banach function space \(\Phi\) does not require that the space \(L_\infty^\sigma\) of essentially bounded functions with compact support in \((0, \infty)\) is dense in \(\Phi\), nor do we impose a restriction on the upper Boyd index. The assumption on the lower Boyd index of the Banach function space \(\Phi\) corresponds to our assumption on the boundedness of the Hardy operator on \(\Phi\); compare with Remark 2.4 (a).

Note that \(L_\infty^\infty\) is not dense in the Lorentz space \(\Phi := L_\infty^{p,\infty}\). If one denotes by \(\Phi_0\) the closure of \(L_\infty^\infty\) in \(\Phi\), then one can show that \((X,Y)\Phi_0\) is a proper subset of \((X,Y)\Phi\).

The proof of Theorem 3.1 follows essentially the lines of the proof of [16, Theorem 6.2.1] (the case \(\text{Re}\alpha = 1\)). The new point of our approach is to replace the Hardy-Young inequality (used, for example, in [16, Lemma 6.2.6]) by the boundedness of the Hardy operator \(P\) on \(\Phi\). For the convenience of the reader we sketch the proof of Theorem 3.1.

**Proof.** We first show the inclusion “\(\supseteq\)”. By [16, Lemma 6.2.7], there exist functions \(f \in H_\infty^\sigma(S_\phi)\) and \(g \in \mathcal{E}(S_\phi)\) such that

\[
\int_0^1 (f\psi)(sz) \frac{ds}{s} + g(z)\psi(z)z^{-1} = 1 \quad (z \in S_\phi).
\]
Set
\[ h_1(z) := \int_0^1 (f(\psi))(sz) \frac{ds}{s} \quad \text{and} \quad h_2(z) := g(z)\psi(z)z^{-1} \quad (z \in S_\phi). \]

Note that \( h_1, h_2 \in \mathcal{E}(S_\phi) \) ([16, Example 2.2.6]), and \( x = h_1(tA)x + h_2(tA)x \) for every \( x \in X \) and every \( t > 0 \). By algebraic properties of the \( \mathcal{E} \)-primary functional calculus, see for example [16, Theorem 2.3.3],
\[ h_2(tA)x \in D_A \quad \text{and} \quad Ah_2(tA)x = t^{-1}g(tA)\psi(tA)x \quad (x \in X, t > 0). \]

Thus, on the one hand,
\[ K(t, x) \leq |h_1(tA)x|_X + t|h_2(tA)x|_{D_A} \quad (x \in X, t > 0). \]

On the other hand, by [16, Proposition 2.6.11], there exists a constant \( C \geq 1 \) such that
\[ |h_2(tA)x|_X \leq C|x|_X, \quad \text{and} \quad |Ah_2(tA)x|_X \leq C t^{-1}|\psi(tA)x|_X \quad (x \in X, t > 0). \]

Since \( |(f\psi)(tA)x|_X \leq C|\psi(tA)x|_X \), see again [16, Proposition 2.6.11], one has
\[ t^{-1}|h_1(tA)x|_X = \left| \frac{1}{t} \int_0^1 (f(\psi))(stA)x \frac{ds}{s} \right|_X \]
\[ \leq \frac{1}{t} \int_0^1 |(f\psi)(sA)x|_X \frac{ds}{s} \]
\[ \leq C \left( P \left( \left( \frac{1}{t} \right)^{-1}|\psi(A)z|_X \right) (t) + t^{-1}|\psi(tA)x|_X + \min(1, t^{-1}) |x|_X \right) \]

for every \( x \in X \) and every \( t > 0 \). This estimate and Lemma 4.1 yield the inclusion \( "\supset" \) and the corresponding estimate for the norm.

To prove the converse inclusion \( "\subseteq" \), note that \( \psi(tA)x = \psi(tA)a + t\gamma(tA)Ab \) for every \( x = a + b \) with \( a \in X \) and \( b \in D_A \), where \( \gamma(z) := \psi(z)z^{-1} \) \( (z \in S_\phi) \). Hence, by [16, Proposition 2.6.11], \( \phi(tA)x|_X \leq C(|a|_X + t|b|_{D_A}) \) \( (t > 0) \). Since \( \min(1, t^{-1}) |x|_X \leq t^{-1}K(t, x) \) \( (x \in X) \) and \( \min(1, t^{-1}) \in \Phi \) (see Lemma 4.1), this proves the converse inclusion.

If, in addition, \( A \) is invertible, then \( \cdot |_{D_A} \simeq |A \cdot |_X \), and therefore the last term on the right-hand side of (3), which comes from an estimate of \( |h_2(tA)x|_X \), can be dropped. In that case, we obtain \( |x|_{(X,D_A)_\Phi} \leq C \left\| \left( \frac{1}{t} \right)^{-1}|\psi(A)z|_X \right\|_{\Phi} \). The other inequality is proved as above. \( \square \)

**Remark 3.3.** One can easily check that the function \( \psi(z) := ze^{-z} \) satisfies the assumptions of Theorem 3.1 for every \( \phi \in (0, \pi/2) \). Hence, if \( -A \) is the generator of a bounded holomorphic \( C_0 \)-semigroup on \( X \), then we get the representation
\[ (X,D_A)_\Phi = \{ x \in X : \{ (0, \infty) \ni t \mapsto |Ae^{-tA}x|_X \} \in \Phi \} \]
and
\[ |x|_{(X,D_A)_\Phi} \simeq |x|_X + \left\| A e^{-tA}x \right\|_{\Phi(X)} \quad (x \in (X,D_A)_\Phi) \]

for any \( \Phi \in \mathcal{L}_p \). For the classical real interpolation spaces \( (X,D_A)_{\theta,q} \) \( (\theta \in (0, 1), q \in [1, \infty]) \), this representation is well-known; see Komatsu [20] or Butzer & Berens [6]. We point out also that if an operator \( A \) has \( L^p \)-maximal regularity, then \( -A \) generates a holomorphic \( C_0 \)-semigroup.
Our next result shows that under additional assumptions on the Banach function space $\Phi$ one can get the conclusion of Theorem 3.1 for all functions $\psi$ satisfying merely the condition (i) of Theorem 3.1; cf. [16, Theorem 6.2.9]. Recall that $\mathcal{L}_{P+Q}$ stands for the class of Banach function space $\Phi$ with $\min(1, \frac{1}{r}) \in \Phi$ and such that the Calderón operator $P + Q$ is bounded on $\Phi$.

**Theorem 3.4.** Let $A$ be sectorial and $\phi \in (\phi_A, \pi)$. Let $\psi \neq 0$ be any holomorphic function on $S_\phi$ such that $\psi, (\cdot)^{-1}\psi \in \mathcal{E}(S_\phi)$. Then, for any Banach function space $\Phi \in \mathcal{L}_{P+Q}$ we have

$$\{(X, D_A)_\phi = \{x \in X : [(0, \infty) \ni t \mapsto |t^{-1}\psi(tA)x|_X] \in \Phi \}$$

and

$$|x|(X, D_A)_\phi \simeq |x| + \|\psi(A)x\|_\phi, \quad (x \in (X, D_A)_\phi).$$

If, in addition, $A$ is invertible, then

$$|x|(X, D_A)_\phi \simeq \|(\cdot)^{-1}\psi(A)x\|_\phi, \quad (x \in (X, D_A)_\phi).$$

The proof follows the lines of the proof of [16, Theorem 6.2.9]. We provide only the main supplementary observations which should be made.

**Proof.** As in the proof of Theorem 3.1, we first prove the inclusion “$\supseteq$”. By [16, Lemma 6.2.5], there exists a function $f \in H^\infty(S_\phi)$ such that $f := (\cdot)^{\psi} f \in H^\infty_0(S_\phi)$ and $\int_0^\infty (f_\psi)(s) \frac{ds}{s} = 1$. Define the functions $h_1$ and $h_2$ as follows:

$$h_1(z) := \int_0^1 (f_\psi)(sz) \frac{ds}{s} \quad \text{and} \quad h_2(z) := \int_1^\infty (f_\psi)(sz) \frac{ds}{s} \quad (z \in S_\phi).$$

Then, $h_1, h_2 \in \mathcal{E}(S_\phi)$ (see [16, Example 2.2.6]), and $h = (\cdot)^{h_2} \in H^\infty_0(S_\phi)$ with $h(A) = \int_1^\infty s^{-1}(\hat{f}_\psi)(sA) \frac{ds}{s}$; see [16, Lemma 6.2.10]. Therefore, for every $x \in X$ and $t > 0$ we have $x = h_1(tA)x + h_2(tA)x$ with $h_2(tA)x \in D_A$. Thus, $K(t, x) \leq |h_1(tA)x|_X + t|h_2(tA)x|_{D_A}$.

By [16, Proposition 2.6.11], there exists a constant $C \geq 1$ such that

$$|h_2(tA)x|_X \leq C |x|_X,$$

$$|(\hat{f}_\psi)(tA)x|_X \leq C |\psi(tA)x|_X, \quad \text{and} \quad |(f_\psi)(tA)x|_X \leq C |\psi(tA)x|_X \quad (x \in X, t > 0).$$

Therefore,

$$t^{-1}|h_1(tA)x|_X \leq \frac{1}{t} \int_0^t |(f_\psi)(sA)x|_X \frac{ds}{s}$$

$$\leq C \frac{1}{t} \int_0^t |\psi(sA)x|_X \frac{ds}{s}$$

$$\leq C P(|(\cdot)^{-1}\psi(A)x|_X)(t)$$

and

$$|Ah_2(tA)x|_X = \left|\int_t^\infty s^{-1}(\hat{f}_\psi)(stA) \frac{ds}{s} x\right|$$

$$\leq C \int_t^\infty s^{-1}|\psi(tA)x|_X \frac{ds}{s}$$

$$\leq C Q(|(\cdot)^{-1}\psi(A)x|_X)(t).$$
Combining the preceding estimates, and since $K(t, x) \leq |x|_X$, we obtain

$$t^{-1}K(t, x) \leq C ((P + Q)((\cdot)^{-1}|\psi(\cdot)A|x)_X)(t) + \min(1, t^{-1})|x|_X$$

(5)

for every $x \in X$ and $t > 0$. This estimate gives the desired claim. A similar argument as in the proof of Theorem 3.1 yields the converse inclusion.

If, in addition, $A$ is invertible, then $| \cdot |_{D_A} \simeq |A \cdot |_X$, and therefore the last term on the right-hand side of (5), which comes from an estimate of $|h_2(tA)x|_X$, can be dropped. In that case, we obtain $|x|_{(X,D_A)_\phi} \leq C \|(\cdot)^{-1}\psi(\cdot)A|x|_\phi$. The other inequality is proved as above.

A limit case occurs in the statement of Theorem 3.1 when $\phi_A = \frac{\pi}{2}$, that is, $A$ is sectorial for all angles $\phi \in (\frac{\pi}{2}, \pi)$, but $\psi$ is only bounded on the sector $S_{\frac{\pi}{2}}$. This situation occurs for example when $-A$ is the generator of a bounded $C_0$-semigroup $T$ and $\psi(z) = e^{-z} - 1$. The connection between interpolation theory and semigroups was discovered by J. L. Lions; see [38, Section 1.13] for references. For example, the real interpolation spaces $(X, D_A)_{\theta,q}$ admit the following semigroup characterisation [37]: if $\theta \in (0, 1)$, $q \in [1, \infty)$, then

$$(X, D_A)_{\theta,q} = \left\{ x \in X : \int_0^\infty t^{-\theta q}(T(t) - I)x|_X \frac{dt}{t} < \infty \right\}.$$ 

A simple modification of the proof allows us to give the following extension of this result.

**Theorem 3.5.** Let $-A$ be the generator of a bounded $C_0$-semigroup $T$ on a Banach space $X$. Then for every Banach function space $\Phi \in \Sigma_p$,

$$(X, D_A)_\Phi = \left\{ x \in X : \left[ (0, \infty) \ni t \mapsto t^{-1}|(T(t) - I)x|_X \right] \in \Phi \right\}$$

(6)

and

$$|x|_{(X,D_A)_\Phi} \simeq |x|_X + \|(\cdot)^{-1}(T(\cdot) - I)x|_\Phi \quad (x \in (X, D_A)_\Phi).$$

The proof follows the lines of [38, Theorem 1.13.2]. For the convenience of the reader we sketch its pattern.

**Proof.** An analysis of the proof of [38, Theorem 1.13.2] shows that the couple $(X, D_A)$ is quasi-linearizable with respect to the operator-valued functions $V_0$ and $V_1$, where $V_0(t)x := \frac{1}{t} \int_0^t (T(s)x - x)\ ds$ and $V_1(t)x := x - V_0(t)x$ ($x \in X, t > 0$). Therefore, there exists a constant $C$ such that

$$K(t, x) \leq |V_0(t)x|_X + t|V_1(t)x|_{D_A} \leq CK(t, x) \quad (x \in X, t > 0).$$

Fix $t > 0$ and $x \in X$. Note that $tAV_1(t)x = A \int_0^t T(s) ds = T(t)x - x$. Thus,

$$t|V_1(t)x|_{D_A} \leq |T(t)x - x|_X + \sup_{s \geq 0} |T(s)|_{L(X)} t|x|_X.$$ 

Moreover, note that $|V_0(t)x|_X \leq tP \left((\cdot)^{-1}|T(\cdot)x - x|_X\right)(t)$, and recall that $K(t, x) \leq |x|_X$. Consequently, we get

$$K(t, x) \leq C \left(tP \left((\cdot)^{-1}|T(\cdot)x - x|_X\right)(t) + \min(1, t)|x|_X + |T(t)x - x|_X\right),$$

where $C$ is a constant independent of $x$ and $t$. Since also $|T(t)x - x|_X \leq C K(t, x)$, by applying Lemma 4.1, the proof is complete. \qed
Our last result in this section extends a theorem of Dore on the boundedness of the \( H^\infty \)-functional calculus for sectorial operators. Dore proved in [13] that every invertible sectorial operator \( A \) on a Banach space \( X \) has a bounded \( H^\infty \)-
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Our last result in this section extends a theorem of Dore on the boundedness of the \( H^\infty \)-functional calculus for sectorial operators. Dore proved in [13] that every invertible sectorial operator \( A \) on a Banach space \( X \) has a bounded \( H^\infty \)-functional calculus in each real interpolation space \( (X, D_A)_\theta,q \) \((\theta \in (0,1), q \in [1,\infty])\). Dore’s proof is based on the reiteration theorem. Subsequently, Haase provided an alternative approach which does not rely on the reiteration theorem and gives also an extension of Dore’s result to the class of injective sectorial operators and the spaces \((X, D_A \cap R_A)_\theta,q\); see [16, Theorem 6.5.3 and Corollary 6.5.8].

In [18], Kalton and Kucherenko further extended Haase’s result by considering general real interpolation spaces \((X, D_A \cap R_A)_\theta,q\) and by proving that the part of \( A \) in these spaces has absolute functional calculus, a property which is even stronger than a bounded \( H^\infty \)-functional calculus. In this respect, our last result in this section is weaker. For a comparison of the setting here and in Kalton & Kucherenko, see Remark 3.2.

In the case of invertible sectorial operators we extract a simple alternative proof of Dore’s theorem, which extends to our general setting.

Let \( A \) be an injective, sectorial operator, and let \( \Phi \in \mathfrak{L}_p \). Put \( e(z) := \frac{z^2}{(1+z)^2} \) \((z \in \mathbb{C})\), so that \( fe \in H^\infty_0(S_\phi) \) for every \( f \in H^\infty(S_\phi) \). For every \( f \in H^\infty(S_\phi) \) \((\phi \in (\phi_A, \pi))\) one then defines

\[
f(A) := A^{-1}(I + A)^2(fe)(A)
\]

with maximal domain, so that \( f(A) \) is a closed operator. We say that \( A \) has a bounded \( H^\infty(S_\phi) \)-functional calculus if there exists a constant \( C \geq 0 \) such that

\[
|f(A)x| \leq C \|f\|_{H^\infty} \|x\|_X \quad (f \in H^\infty(S_\phi), \; x \in D_{f(A)}).
\]

Note that, by Theorem 3.1, since the resolvent of \( A \) commutes with \( \psi(tA) \), the part of a sectorial operator \( A \) in \((X, D_A)_\Phi\) is again a sectorial operator.

**Theorem 3.6** (Dore type theorem). Let \( A \) be an invertible, sectorial operator on a Banach space \( X \). Then, for every Banach function space \( \Phi \in \mathfrak{L}_{P+Q} \) and every \( \phi \in (\phi_A, \pi) \), the part of \( A \) in \((X, D_A)_\Phi\) has a bounded \( H^\infty(S_\phi) \)-functional calculus.

Let \( A_\Phi \) denote the part of \( A \) in \((X, D_A)_\Phi\). Furthermore, note that \( f(A_\Phi) \) is the part of \( f(A) \) in \((X, D_A)_\Phi\).

**Proof of Theorem 3.6.** Fix \( \alpha \in (0,1) \). Let \( \gamma(z) := z^\alpha(1 + z)^{-1} \) and \( \psi(z) := z(1 + z)^{-1} \) \((z \in S_\phi)\). Note that \( \psi, (\cdot)^{-1}\psi \in \mathcal{E}(S_\phi) \), and \( \gamma \psi, (\cdot)^{-1}\gamma \psi \in H^\infty_0(S_\phi) \subseteq \mathcal{E}(S_\phi) \).

Let \( f \in H^\infty(S_\phi) \). By algebraic properties of holomorphic functional calculus, see for example [16, Theorem 1.3.2], we get

\[
(\gamma\psi)(tA)f(A)x = (\gamma t f)(A)\psi(tA)x \quad (t > 0, \; x \in D_{f(A_\Phi)}),
\]

where \( \gamma_t(z) := \gamma(tz) \) \((z \in S_\phi)\). Moreover, since \( \gamma_t f \in H^\infty_0(S_\phi) \), we have that

\[
(\gamma_t f)(A) = \frac{1}{2\pi i} \int_{\partial S_\phi} f(z)\gamma_t(z)R(z, A) \, dz \quad (t > 0),
\]
where $\beta \in (\phi_A, \phi)$. Thus, if $M := \sup_{z \in \partial S_\beta} |zR(z,A)|_{L(X)}$, then

$$
(\gamma t f)(A) \leq \frac{M \|f\|_\infty}{2\pi} \int_{\partial S_\beta} |\gamma t(z)\frac{1}{|z|}| dz \\
= \frac{2M \|f\|_\infty}{2\pi} \int_0^\infty \frac{t^\alpha r^\alpha}{|1 + tr e^{i\beta}|} \frac{1}{r} dr \\
= \frac{2M \|f\|_\infty}{2\pi} \int_0^\infty \frac{s^\alpha}{|1 + se^{i\beta}|} \frac{1}{s} ds \\
\leq C_{\alpha,A} \|f\|_\infty.
$$

This inequality, combined with the estimate (7), yields

$$
|(\gamma \psi)(tA)f(A)x|_X \leq C_{\alpha,A} \|f\|_\infty |\psi(tA)x|_X \quad (x \in D_f(A_\Phi), \ t > 0).
$$

Therefore, by Theorem 3.4, the proof is complete. \qed

**Remark 3.7.** The question arises whether $f(A_\Phi)$ is densely defined and thus extends to a bounded operator on $(X, D(A))_\Phi$. In this context, note that if $A$ is invertible, then $A_\Phi$ is invertible, too. Furthermore, $D(A_\Phi)$ is a core for $f(A_\Phi)$, so that the question above reduces to the question whether $A_\Phi$ is densely defined. By Theorem 3.4, this question has a positive answer if $A$ is densely defined and $\Phi$ has absolutely continuous norm.

## 4. Weighted inequalities for the Hardy operator

In this section we identify subclasses of $L_p$ and $L_{p+q}$ which play a role in applications to Cauchy problems. Throughout this section, let $L$ be a rearrangement invariant Banach function space over $(\mathbb{R}, dt)$ equipped with the Banach function norm $\| \cdot \|_L$. Examples of rearrangement invariant Banach function spaces are the $L^p$ spaces ($p \in (1, \infty)$), the Lorentz spaces $L^{p,q}$ ($p$, $q \in [1, \infty)$), and the Orlicz spaces $L^\Phi$.

A measurable function $w : (0, \infty) \to (0, \infty)$ is called a weight on $(0, \infty)$. We assume throughout that weights are locally integrable on $(0, \infty)$, and sometimes restrict to weights which are locally integrable on $\mathbb{R}_+ = [0, \infty)$.

Denote by $\mathcal{M}^+$ the cone of all nonnegative, measurable functions in $\mathcal{M}$. Given a weight $w$ on $(0, \infty)$, we define for every function $f \in \mathcal{M}^+$ its distribution function $w_f : (0, \infty) \to \mathbb{R}_+$ by

$$
w_f(\lambda) := w(\{|f| > \lambda\}) \quad (\lambda > 0),
$$

and its decreasing rearrangement with respect to the weighted Lebesgue measure $w\, dt$, $f^*_w : \mathbb{R}_+ \to \mathbb{R}_+$ by

$$
f^*_w(t) := \inf\{\lambda > 0 : w_f(\lambda) \leq t\} \quad (t \geq 0).
$$

Then we define $\| \cdot \|_{E_w} : \mathcal{M}^+ \to [0, \infty]$ by $\|f\|_{E_w} := \|f^*_w\|_E$. By [4, Theorem 4.9, Chapter 2], $\| \cdot \|_{E_w}$ is a rearrangement invariant Banach function norm over $(\mathbb{R}_+, w\, dt)$. We put

$$
E_w := \{f \in \mathcal{M} : \|f\|_{E_w} < \infty\},
$$

and equip this space with the semi-norm $\| \cdot \|_{E_w}$. By passing to a quotient space we obtain in this way a Banach space, which is by abuse of notation again denoted by $E_w$. Note that, in the case of $E = L^p$ ($p \in [1, \infty)$), the weighted space $L^p_w$ thus defined coincides with the usual weighted space $L^p(\mathbb{R}_+, w\, dt)$. It follows from
the definition that the spaces $E_w$ are always order ideals in $M$ and they are thus Banach function spaces in the sense of this article.

Given a rearrangement invariant Banach function space $E$, we denote by $M_E$ (resp. $M^E$) the class of all weights $w \in L^1_{loc}((0, \infty))$ such that $E_w \subseteq L^1_{loc}$ (resp. $E_w$ is a subset of the maximal domain of $Q$) and such that the Hardy operator $P$ (resp. its adjoint $Q$) is bounded on $E_w$. Moreover, we set $C_E := M_E \cap M^E$ for the class of weights such that the Calderón operator $P + Q$ is bounded on $E_w$; necessarily we require here $E_w \subseteq L^1(\mathbb{R}_+; \min(1, t^{-1}) \, dt)$.

**Lemma 4.1.** Let $E$ be a rearrangement invariant Banach function space, and let $w$ be a weight which is locally integrable on $(0, \infty)$. Then $w$ is locally integrable on $\mathbb{R}_+$ if and only if $\chi_{(0,1)} \in E_w$.

**Proof.** Note that $\chi_{(0,1)} \in E_w$ if and only if $(\chi_{(0,1)})^*_w = \chi_{(0,1^* w)} \in E$ if and only if $\int_0^1 w$ is finite. \hfill \Box

By [32, Theorem 1], a weight $w$ on $(0, \infty)$ belongs to $M_{L^p} := M_p \,(p \in (1, \infty))$ if and only if it satisfies the condition

$$[w]_{M_p} := \sup_{r > 0} \left( \int_r^{\infty} \frac{w(s)}{s^p} \, ds \right) \left( \int_0^r s^{1-p'}(s) \, ds \right)^{1\over p-1} < \infty. \quad (M_p)$$

For $p = 1$, $w \in M_1$ if and only if

$$[w]_{M_1} := \|Qw/w\|_{L^{\infty}(\mathbb{R}_+)} < \infty \quad (M_1)$$

The classes $M^p$ for $p \in [1, \infty)$ are defined analogously and one has $M^p = \{w^{1-p} : w \in M_p\}$ with $[w]_{M^p} = [w^{1/p}]_{M^{p'}}$ for $p \in (1, \infty)$, and $w \in M^1$ if and only if $\|Pw/w\|_{L^{\infty}(\mathbb{R}_+)} < \infty$. Weighted estimates for the Hardy operator $P$ in Lorentz spaces have been studied by several authors; see, for example, Martín & Milman [27] and the references therein. To our best knowledge, the description of the classes $M_E$ and $M^E$ for an arbitrary rearrangement invariant function space $E$ is not provided in the literature. The following result, however, identifies a large subset of weights included in $M_E$ and $M^E$; see also Remark 4.5 below.

**Theorem 4.2.** Let $E$ be any rearrangement invariant Banach function space over $(\mathbb{R}_+, dt)$ with Boyd indices $p_E, q_E \in (1, \infty)$. Then the following statements hold:

(a) For every weight $w \in \bigcup_{q < p_E} M_q$ the operator $P$ is bounded on $E_w$, that is,

$$\bigcup_{q < p_E} M_q \subseteq M_E. \quad (a)$$

(b) For every weight $w \in \bigcup_{q < p_E} M^q$ the operator $Q$ is bounded on $E_w$, that is,

$$\bigcup_{q < p_E} M^q \subseteq M^E. \quad (b)$$

(c) For every weight $w \in \bigcup_{q < p_E} M_q \cap M^q$, the Calderón operator $P + Q$ is bounded in $E_w$, that is,

$$\bigcup_{q < p_E} M_q \cap M^q \subseteq C_E. \quad (c)$$
Proof. (a) Fix $q \in (1,p_w)$ and let $w \in M_q$. Choose $r \in (q_E, \infty)$. Then $q < r$ and therefore $M_q \subseteq M_r$. In particular, by [4, Theorem 4.11, p. 223] (see also [7, Theorem 8]), $P$ is of joint weak type $(q,q;r,r)$ with respect to $(\mathbb{R}_+, w\,dt)$. More precisely, according to [4, Definition 5.4, p. 143], for every $f \in L_w^{1,1} + L_w^{q,1}$ and every $t > 0$

\[(Pf)_w^r(t) \leq C_{S_\sigma}(f_w^r)(t),\]

where $S_\sigma$ stands for the corresponding Calderón operator associated with the interpolation segment $\sigma := (q^{-1},q^{-1};r^{-1},r^{-1})$ (see [4, p. 142]). By Boyd’s theorem [4, Theorem 5.16, p. 153], $S_\sigma$ is bounded on $E$. Therefore, we obtain

\[\|Pf\|_{E_w} = \|(Pf)_w\|_E \leq C \|S_\sigma f_w^r\|_E \leq C \|S_\sigma \|_{C(E)} \|f\|_{E_w}\]

for every $f \in L_w^{1,1} + L_w^{q,1}(\mathbb{R}_+)$. Since $E_w \subseteq L_w^{1,1} + L_w^{q,1}$ (see, for example, [10, Lemma 4.2]), this inequality yields boundedness of $P$ on $E_w$ and thus $w \in M_E$.

Since $M^q \subseteq M^p$ for every $q < p$ (see, for example, [2, Proposition 2.9]), the proof of (b) follows exactly the same argument as above. The statement (c) is an immediate consequence of (a) and (b) and the definition of $C_E$. \hfill $\square$

As in [9], we also introduce the classes $A^-_p = A^-_p(\mathbb{R}_+)$ and $A^+_p = A^+_p(\mathbb{R}_+)$ of Muckenhoupt-Sawyer type weights associated with one-sided maximal functions on the half-line. First, given $p \in (1,\infty)$, we say that a weight $w$ belongs to $A^-_p$, if

\[\left[w\right]_{A^-_p} := \sup_{0 \leq a < b < c} \frac{1}{(c-a)^p} \left( \int_b^c w \, dt \right) \left( \int_a^b w^{-1+p'} \, dt \right)^{p-1} < \infty. \quad (A^-_p)\]

Second, we set $A^+_p := \{ w^{-1-p} : w \in A^-_p \} \ (p \in (1,\infty))$. Note that every decreasing function $w : (0,\infty) \rightarrow (0,\infty)$ belongs to $A^-_p$ for every $p \in (1,\infty)$. Moreover, $A^-_p \subseteq M_p$ for every $p \in (1,\infty)$; in order to see this, use also that for every $p \in (1,\infty)$ and every weight $w \in A^-_p$ one has $E_w \subseteq L^r_{\text{loc}}(\mathbb{R}_+)$ for some $r > 1$ [9, Proposition 4.2(ii)]. Since, in addition, the classes $A^-_p$ possess the so-called openness property, that is, $\bigcup_{q < p} A^-_q = A^-_p$ (see [9, Lemma 2.5]), we get the following consequence of Theorem 4.2.

**Corollary 4.3.** Let $E$ be a rearrangement invariant Banach function space over $(\mathbb{R}_+, dt)$ with Boyd indices $p_E, q_E \in (1,\infty)$. Then, $A^-_{p_E} \subseteq M_E$ and $A^+_{p_E} \subseteq M^E$. In particular, $A^-_{p_E} \cap A^+_{p_E} \subseteq C_E$.

At the end of the section, we make some complementary remarks to Theorem 4.2 and Corollary 4.3, that is, we collect some more relations between the classes $M_p$, $C_p$, and $A^-_p$, $A^+_p$.

**Proposition 4.4.** The following assertions hold:

(a) The classes $M_p$ and $M^p \ (p \in (1,\infty))$ do not have the openness property in the sense that $\bigcup_{q < p} M_q \nsubseteq M_p$ and $\bigcup_{q < p} M^q \nsubseteq M^p$ for every $p \in (1,\infty)$.

Moreover, the inclusion $A^-_p \subseteq M_p$ and $A^+_p \subseteq M^p$ for $p \in (1,\infty)$ are proper.

(b) For every $p \in (1,\infty)$, the inclusions $A^-_p \cap A^+_p \subseteq C_p \subseteq A^-_p \cap L^1_{\text{loc}} \subseteq A^-_p$ are proper.

Proof. (a) Note first that the openness property for the classes $M_p$ is equivalent to the openness property for the classes $M^p$. However, the lack of the openness property for the class $C_p = M^p \cap M^p$ has recently been shown in in Duoandikoetxea,
Remark 4.5. Since $M_p \subseteq M_q$ and $M^q \subseteq M^p$ for all $p, q \in (1, \infty)$ with $q < p$, and since the classes $\bigcup_{q < p} M^q$ do possess the openness property, the two inclusions in the statement are strict. We remark in addition to this abstract argument that a straightforward calculation shows that the weight constructed in the proof of [14, Proposition 4.1] illustrates this fact, too.

(b) A similar argument as in (a) shows that the first inclusion is proper. For the last one, recall that every decreasing function on $(0, \infty)$ is in $A^{-p}_p$, but not necessarily locally integrable on $\mathbb{R}_+$. In order to show that $C_p \subseteq A^{-p}_p \cap L^1_{loc}$, one may check that for every $\alpha \in (-1, 0]$ the weight

$$w(t) := \begin{cases} t^\alpha, & 0 < t < 1, \\ t^{-1}, & t \geq 1, \end{cases}$$

belongs to $\bigcap_{1 < p < \infty} A^{-p}_p$ but not to any $C_p$ ($p \in (1, \infty)$).

$\blacksquare$

Remark 4.5. The question whether the inclusions $M_p \subseteq M_q$ hold for any rearrangement invariant Banach function space $E$ over $(\mathbb{R}_+, dt)$ with Boyd indices $p, q \in (1, \infty)$ is left open.

5. The Maximal Regularity

Let $A$ be a closed linear operator on a Banach space $X$. Let $E$ be a rearrangement invariant Banach function space over $(\mathbb{R}_+, dt)$, and let $w$ be a weight on $(0, \infty)$. We denote by $E_{w, loc}(X)$ the space of all (equivalence classes) of measurable functions $f : \mathbb{R}_+ \to X$ such that $|f|_X \chi_{(0, \tau)} \in E_w$ for every $\tau > 0$. We say that the first order Cauchy problem

$$(8) \quad \dot{u} + Au = f \text{ on } \mathbb{R}_+, \quad u(0) = 0,$$

has $E_w$-maximal regularity if for each right-hand side $f \in E_{w, loc}(X)$ there exists a unique function $u \in W^{1,1}_{loc}(X)$ such that $\dot{u}, Au \in E_{w, loc}(X)$, and such that $u$ solves (8).

The theory of maximal regularity of abstract linear evolution equations plays an important role in applications to nonlinear problems. Its study combines results and techniques from harmonic analysis, Fourier analysis, theory of singular integral operators, operator theory, geometry of Banach spaces and interpolation theory. Whereas in the definition of $E_w$-maximal regularity, and thus in the Cauchy problem (8) above, one considers only zero initial values, the following result treats the full Cauchy problem with nonzero initial values and right-hand sides.

Theorem 5.1. Assume that the problem (8) has $L^p$-maximal regularity for some $p \in (1, \infty)$. Then, for every rearrangement invariant Banach function space $E$ over $(\mathbb{R}_+, dt)$ with Boyd indices $p, q \in (1, \infty)$, for every weight $w \in A^{-p}_p(\mathbb{R}_+)$, for every $f \in E_{w, loc}(X)$ and every $x \in (X, D_A)_{E_w}$ the problem

$$(9) \quad \dot{u} + Au = f \text{ on } \mathbb{R}_+, \quad u(0) = x,$$

admits a unique solution $u \in W^{1,1}_{loc}(X)$ satisfying $\dot{u}, Au \in E_{w, loc}(X)$.

We point out that for the initial value $x = 0$ the above theorem reduces to the extrapolation result [9, Theorem 5.1] which says that $L^p$-maximal regularity for some $p \in (1, \infty)$ implies $E_w$-maximal regularity for every rearrangement invariant Banach function space $E$ and every weight $w$ as in the statement. Note also that, by definition of the trace space $[X, D_A]_{E_w}$ (and since $D_A \subseteq X$), the condition on the initial value $x$ is necessary for the conclusion (use that the class $A^{-p}_p$ is...
contained in $M_E$ by Corollary 4.3 and that the interpolation spaces $[X,D_A]_{E,w}'$ and $(X,D_A)_{E,w}$ coincide by Theorem 2.3. The point of Theorem 5.1 is that the condition $x \in (X,D_A)_{E,w}$ is actually sufficient for the conclusion.

Proof of Theorem 5.1. Existence. Assume that $A$ has $L^p$-maximal regularity for some $p \in (1,\infty)$, and let $E$, $w$, $f$ and $x$ be as in the statement. Then there exists $v \in W^{1,\infty}(X,D_A)$ such that $v(0) = x$. By [9, Theorem 5.1], there exists $z \in W^{1,\infty}_{loc}(X)$ such that $\dot{z}$, $Az \in E_{w,loc}(X)$ and

$$\dot{z} + Az = -\dot{v} - Av + f \text{ on } \mathbb{R}_+, \quad z(0) = 0.$$ 

Now $u := v + z$ is a desired solution of (9).

Uniqueness follows from the unique solvability of (8) with $f = 0$, that is, from the assumption of $L^p$-maximal regularity and [9, Theorem 5.1]. □
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