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Stability analysis of a singularly perturbed coupled ODE-PDE system

Ying TANG, Christophe PRIEUR and Antoine GIRARD

Abstract—This paper is concerned with a coupled ODE-PDE system with two time scales modeled by a perturbation parameter. Firstly, the perturbation parameter is introduced into the PDE system. We show that the stability of the full system is guaranteed by the stability of the reduced and the boundary-layer subsystems. A numerical simulation on a gas flow transport model is used to illustrate the first result. Secondly, an example is used to show that the full system can be unstable even though both subsystems are stable when the perturbation parameter is introduced into the ODE system.

I. INTRODUCTION

The gas flow transport is a phenomenon usually found in industrial applications. For example, control of the fraction of fresh air in engines of automobiles in [24] or the ventilation systems in mines [25]. It is of great interest for both energy supply and control of such system. The dynamics of the gas flow system have been modeled by partial differential equations (PDEs) in many research works, for instance [6] and [10].

Lyapunov method, which is commonly used for the stability analysis of dynamical systems, has been employed in many works for singularly perturbed ordinary differential equations system, see for instance [14], [4], [12], [5] and [19]. It is also a powerful tool for the stability analysis of partial differential equations. In [7] a strict $H^2$-norm Lyapunov function has been constructed to analyze the stability of solutions to a system of two hyperbolic conservation laws around equilibrium. The stability of one-dimensional $n \times n$ nonlinear hyperbolic systems has also been considered in [8]. In the work of [13], it has been concerned with $H^2$-stabilization of the Isothermal Euler equations. The stability of a class of singularly perturbed hyperbolic systems has been studied in [23], [22].

In many research works, backstepping approach is used to stabilize ordinary differential equation - partial differential equation (ODE-PDE) systems. For example, a coupled first-order hyperbolic PDE and second-order (in space) ODE has been stabilized by this approach in [18]. In [17], predictor-like feedback laws and observers have been designed for a diffusion PDE (heat equation) and linear time invariant (LTI) ODE in cascade. A cascade of second order (in time) PDE and ODE has been studied in [16]. Lyapunov technique is also used to analyze the stability for such systems. Indeed in [11], a strict Lyapunov function has been used to prove the stability of a hyperbolic system with the integral actions at the boundary, which is a kind of ODE-PDE system. An open-loop unstable hyperbolic system has been stabilized by PI boundary controller, which is proved in frequency domain in [2].

The motivation of this work is from the experimental setup (Figure 1) which can be used to control the gas flow.

This setup consists of two parts: a heating column and a tube. The gas dynamics in the heating column is governed by a finite dimensional ordinary differential equation. Whereas a partial differential equation is used to model the dynamics in the tube. Since the area of the cross section of the heating column is much larger than that of the tube, this leads to the gas velocity in the heating column being much slower than that in the tube. Thus we can model this setup by a singularly perturbed coupled ODE-PDE system due to two time scales’ dynamics.

In the present paper we first consider an ODE coupled with a fast linear hyperbolic system, which can be used to model the above setup. The stability analysis shows that if the reduced and the boundary-layer subsystems are stable then the full system is stable. This is proved by a Lyapunov function. The simulations on the gas flow transport system illustrate the first result. Secondly, we study a fast ODE coupled with a hyperbolic PDE. An example indicates that the stability of both subsystems does not ensure the full system’s stability, which is different from the previous system.

The paper is outlined as follows. Section II studies ODE coupled with fast PDE systems. Two subsystems are formally computed in the same section as well as the stability analysis between the full system and the subsystems, which is established by Lyapunov techniques. Section III shows the
It implies $\dot{y}(\cdot,t) = y(1,t)$. Using this fact to the boundary condition (2) and assuming $(I_m - G_1)$ invertible, yield
\begin{equation}
\dot{y}(\cdot,t) = G_r Z(t),
\end{equation}
where $G_r = (I_m - G_1)^{-1} G_2$. Using the right hand side of (5) to replace $y(1,t)$ in (1a), the reduced subsystem is computed as follows,
\begin{equation}
\dot{Z}(t) = (A + BG_r) \dot{Z}(t),
\end{equation}
the initial condition is given by
\begin{equation}
\dot{Z}_0 = Z_0.
\end{equation}
Performing the following change of variable
\[\bar{y} = y - G_r Z,\]
which shifts the equilibrium of $y$ to the origin. The boundary-layer subsystem is computed in time scale $\tau = t/\varepsilon$
\begin{equation}
\bar{y}_r(x,\tau) + \Lambda \bar{y}_r(x,\tau) = 0
\end{equation}
with the boundary condition
\begin{equation}
\bar{y}(0,\tau) = G_1 \bar{y}(1,\tau), \quad \tau \in [0, +\infty).
\end{equation}
The initial condition is given by
\begin{equation}
\bar{y}_0 = y_0 - G_r Z_0.
\end{equation}
To state the stability of the full system (1)-(3), let us firstly present the following assumptions
\begin{enumerate}
\item \textbf{Assumption 1:} The matrix $A + BG_r$ is Hurwitz.
\item \textbf{Assumption 2:} The boundary condition $G_1$ satisfies $\rho_1(G_1) < 1$.
\end{enumerate}
Let us recall the following proposition for the stability of the linear hyperbolic system.
\begin{enumerate}
\item \textbf{Proposition 1:} [9] If $\rho_1(G_1) < 1$, then the linear system (8)-(10) is exponentially stable in $L^2$-norm.
\end{enumerate}
We are ready to state our main result in the following theorem.
\begin{enumerate}
\item \textbf{Theorem 1:} Under Assumptions 1-2, there exists $\varepsilon^* > 0$, such that for all $\varepsilon \in (0, \varepsilon^*)$, the full system (1)-(3) is exponentially stable in $L^2$-norm, that is for any $Z_0 \in \mathbb{R}^n$, $y_0 \in L^2(0,1)$, there exist positive values $C$ and $\nu$, it holds for all $t \geq 0$, $\left( |Z(t)|^2 + \|y(\cdot,t)\|_{L^2}^2 \right) \leq Ce^{-\nu t} \left( |Z_0|^2 + \|y_0\|_{L^2}^2 \right)$. Moreover, it has a strict Lyapunov function
\begin{equation}
V(Z,y) = Z^T P Z + \int_0^1 e^{-\mu \tau} (y - G_r Z)^T Q(y - G_r Z) \, dx,
\end{equation}
where $\mu > 0$, $P$ is a symmetric positive matrix and $Q$ is diagonal positive.
\end{enumerate}
\begin{proof}
Let us consider $V$ defined by (11) and write it as $V = V_1 + V_2$, with
\begin{equation}
V_1 = Z^T P Z,
\end{equation}
\begin{equation}
V_2 = \int_0^1 e^{-\mu \tau} (y - G_r Z)^T Q(y - G_r Z) \, dx.
\end{equation}
\end{proof}
where \( P \) and \( Q \) will be specified later. Computing the time derivative of \( V_1 \) along the solution to system (1a) yields
\[
\dot{V}_1 = 2Z^TP\dot{Z} = 2Z^TP(AZ + By(1)) = 2Z^T\left((A + BG_r)Z + B(y(1) - G_rZ)\right) = Z^T\left(P(A + BG_r) + (A + BG_r)^TP\right)Z + 2Z^TPB\left(y(1) - G_rZ\right).
\]
Under Assumption 1, there exists a symmetric positive matrix \( P \) such that
\[
(A + BG_r)^TP + P(A + BG_r) < -I_n.
\]
Due to Cauchy Schwarz inequality, it follows
\[
\dot{V}_1 \leq -\|Z\|^2 + 2\|PB\|\|y(1) - G_rZ\|\|Z\|. \tag{12}
\]
Similarly, computing the time derivative of \( V_2 \) along the solution to system (1b) yields
\[
\dot{V}_2 = 2\int_0^1 e^{-\mu x}(y - G_rZ)^TQ(y_x - G_r\dot{Z}) \, dx = 2\int_0^1 e^{-\mu x}(y - G_rZ)^TQ\left(-\frac{\Lambda y_x}{\varepsilon} - G_r(AZ + By(1))\right) \, dx = -\frac{2}{\varepsilon} \int_0^1 e^{-\mu x}(y - G_rZ)^TQ\Lambda y_x \, dx - 2\int_0^1 e^{-\mu x}(y - G_rZ)^TQG_r(AZ + By(1)) \, dx.
\]
Performing an integration by parts on the first integral and reorganizing it, we can write \( \dot{V}_2 = V_{21} + V_{22} + V_{23} \) with
\[
V_{21} = \left[(y(1) - G_rZ)^T(e^{-\mu QA} - G_1^TQAG_1)(y(1) - G_rZ)\right]_{-\varepsilon}^{-\mu} \varepsilon \int_0^1 e^{-\mu x}(y - G_rZ)^TQ\Lambda y_x \, dx,
\]
\[
V_{22} = -\frac{\mu}{\varepsilon} \int_0^1 e^{-\mu x}(y - G_rZ)^TQ\Lambda(y - G_rZ) \, dx,
\]
\[
V_{23} = -2\int_0^1 e^{-\mu x}(y - G_rZ)^TQG_r(AZ + By(1)) \, dx.
\]
Under Assumption 2, \( \rho_1(G_1) < 1 \) implies that there exists a diagonal positive matrix \( \Delta \) such that \( \|\Delta G_1\Delta^{-1}\| < 1 \). It is equivalent to \( \Delta^2 - G_1^T\Delta^2G_1 > 0 \). Let choose \( Q = \Delta^2\Lambda^{-1} \), for \( \mu > 0 \) small enough, it holds
\[
e^{-\mu QA} - G_1^TQAG_1 > \Delta(e^{-\mu QA} - G_1^TQAG_1) > 0.
\]
Therefore
\[
V_{21} \leq -\frac{\lambda(e^{-\mu QA} - G_1^TQAG_1)}{\varepsilon}\|y(1) - G_rZ\|^2. \tag{13}
\]
\( V_{22} \) follows
\[
V_{22} \leq -\frac{\mu e^{-\mu \lambda QA}}{\varepsilon} \int_0^1 |y - G_rZ|^2 \, dx. \tag{14}
\]
The following is deduced from \( V_{23} \)
\[
\dot{V}_{23} = -2\int_0^1 e^{-\mu x}(y - G_rZ)^TQG_r(A + BG_r)Z \, dx - 2\int_0^1 e^{-\mu x}(y - G_rZ)^TQG_rB\left(y(1) - G_rZ\right) \, dx.
\]
Due to Cauchy Schwarz inequality and Young’s inequality, \( V_{23} \) follows
\[
V_{23} \leq 2\|QG_r(A + BG_r)\|\|Z\|\int_0^1 |y - G_rZ| \, dx + 2\|QG_rB\|\|y(1) - G_rZ\|\|Z\| \int_0^1 |y - G_rZ| \, dx. \tag{15}
\]
Combining (13), (14) and (15) yields
\[
\dot{V} \leq -\frac{\lambda(e^{-\mu QA} - G_1^TQAG_1)}{\varepsilon}\|y(1) - G_rZ\|^2 - \frac{\mu e^{-\mu \lambda QA\|Q\|}}{\varepsilon}\|y - G_rZ\|^2 + 2\|QG_rB\|\|y(1) - G_rZ\|\|Z\|\|y - G_rZ\| \int_0^1 |y - G_rZ| \, dx. \tag{16}
\]
Combining (12) and (16), we obtain
\[
\dot{V} \leq -\left(\frac{|y(1) - G_rZ|}{\|Z\|} \int_0^1 \|y - G_rZ\|_2 \right) \int_0^1 \|y - G_rZ\|_2 \, dx.
\]
where \( M = \left(\begin{array}{cc} M_1 & M_2 \\ M_3 & M_4 \end{array}\right) \), with
\[
M_1 = \left(\begin{array}{cc} M_{11} & M_{12} \\ M_{31} & M_{32} \end{array}\right),
M_2 = \left(\begin{array}{cc} M_{41} & M_{42} \end{array}\right).
\]
First, let us study the matrix \( M_1 \). Since \( M_{31} > 0 \) and there exists \( \varepsilon_1 > 0 \) such that for \( \varepsilon \in (0, \varepsilon_1) \), \( M_{11} - M_{12}M_{14}^{-1}M_{12} > 0 \). Due to the Schur complement, we get \( M_1 > 0 \). The inverse of \( M_1 \) is computed as
\[
M_1^{-1} = \frac{1}{\lambda(e^{-\mu QA} - G_1^TQAG_1) - \varepsilon\|PB\|^2} \left(\begin{array}{cc} \varepsilon & \|PB\| \\ \varepsilon & \|PB\|^2 \end{array}\right) - \left(\begin{array}{cc} \varepsilon & \|PB\| \\ \varepsilon & \|PB\|^2 \end{array}\right) \right).
\]
There exists \( \varepsilon_1 > 0 \) such for all \( 0 < \varepsilon < \min(\varepsilon_1, \varepsilon_2) \), \( M_1 - M_2^T M_1^{-1}M_2 > 0 \). We get \( M > 0 \) according to the Schur complement. Thus there exists \( \alpha > 0 \) such that
\[
\dot{V} \leq -\alpha V.
\]
This concludes the proof of Theorem 1.

III. NUMERICAL SIMULATIONS ON A GAS FLOW TRANSPORT MODEL

Let us recall the experimental setup in Figure 1. It consists of two subsystems, the heating column and the tube. The two subsystems are modeled as follows.

Model of the heating column: To model the gas dynamics in the heating column, we first consider the following assumptions.

Assumption 3: The dynamics of the pressure in the gas control volume is much faster than that of the temperature, the pressure and the mass can be considered as quasi static.
Assumption 4: The pressure losses are neglected because of the low mass flow and of the sufficiently large input/output section of gas. This implies \( p_0 \approx p_{in} \), where \( p_{in} \) is input pressure.

Assumption 5: There is no work done by gas. Under the above three assumptions and due to the first law of thermodynamics and ideal gas law, the gas dynamics in the heating column is modeled by (see [3])

\[
\dot{\rho}_0 = - \frac{R \gamma T_{in} m_{in}}{p_{in} V_0} \rho_0 - \frac{R}{p_{in} V_0 C_v} \rho_0 \dot{Q} + \frac{\gamma m_{in}}{V_0},
\]

where \( \rho_0 \) is the gas density in the heating column, \( R \) is the specific gas constant, \( T_{in} \) denotes the gas temperature at input, the input mass flow is given by \( m_{in} \), \( V_0 \) is the volume of the heating column, \( C_v \) and \( C_f \) are the special heat of volume constant gas and of pressure constant gas respectively, \( \dot{Q} \) is the heat exchange that can be controlled and \( \gamma = \frac{C_f}{C_v} \).

Model of the tube: To model the gas dynamics in the tube, let us state the following assumptions.

Assumption 6: All the heat transfers and friction losses are negligible.

Assumption 7: The gas pressure in the tube is assumed to be constant, which is close to the atmosphere pressure. Under Assumptions 6-7, the gas dynamics in the tube is given by (see [3]), for \( x \in [0,1] \) and for \( t \geq 0 \),

\[
\rho_t(x,t) + u_b \rho x(x,t) = 0,
\]

where \( \rho \) represents the gas density in the tube. The propagation speed in the tube is denoted by \( u_b \). With a scaling of the space domain, it may be assumed that the tube’s length equals 1. Due to ideal gas law, \( u_b = \frac{m_{in}}{\rho_0 S_b} \), where \( S_b \) is the cross section of the tube.

The boundary condition is given by

\[
\rho(0,t) = \rho_0 = \frac{1}{\kappa} \rho_0 + U(t), \quad \rho_t + u_b \rho x = 0.
\]

where \( \kappa \) is the transport time constant in the heating column and \( U(t) \) is the control (it could be defined from \( \dot{d}Q \)). The boundary condition is the same as (19).

The control problem is formulated as: for any desired mass density in the tube \( \rho^\ast > 0 \), let the controller be

\[
U(t) = c_1 \rho(1,t) + c_2 \rho^\ast,
\]

such that the system is exponentially stable at the equilibrium point \( \rho = \rho^\ast \) with an appropriate choice of real values \( c_1 \) and \( c_2 \). Replacing \( U(t) \) in (20a) by the right hand side in (21), the closed-loop system is written as

\[
\dot{\rho}_0 = - \frac{1}{\kappa} \rho_0 + c_1 \rho(1,t) + c_2 \rho^\ast,
\]

\[
\rho_t + u_b \rho x = 0,
\]

with the same boundary condition (19).

At the equilibrium point of the gas density inside of the tube \( \rho^\ast \), from (22a), we get \( \rho^\ast = \frac{1}{c_2} \rho^\ast - \frac{c_1}{c_2} \rho^\ast \), where \( c_2 \) has to be selected such that \( c_2 \neq 0 \). Due to (19), it holds at the equilibrium point \( \rho = \rho^\ast \). Therefore, the values of \( c_1 \) and \( c_2 \) should satisfy \( c_1 + c_2 = \frac{1}{\kappa} \). Let us define the state deviations with respect to the equilibrium point \( \rho_0 = \rho_0 - \rho^\ast \), and \( \dot{\rho} = \rho - \rho^\ast \). The linearized system is

\[
\dot{\rho}_0 = - \frac{1}{\kappa} \rho_0 + c_1 \rho(1,t),
\]

\[
\varepsilon \dot{\rho}_x + \frac{1}{\kappa} \dot{\rho}_x = 0,
\]

where the perturbation parameter is given by \( \varepsilon = \frac{1}{\kappa} \), due to the transport velocity of gas in the heating column is much smaller than that in the tube. The boundary condition is

\[
\dot{\rho}(0,t) = \dot{\rho}_0.
\]

From (24), recalling the condition in (2), we compute \( G_1 = 0 \), \( G_2 = 1 \) and \( G_r = 1 \). Moreover, by (1a) and (6), Assumption 1 holds as soon as \( c_1 < \frac{1}{\kappa} \). Assumption 2 holds since \( \rho_1(G_1) = 0 \).

The reduced subsystem is

\[
\dot{\rho}_0 = \left( - \frac{1}{\kappa} + c_1 \right) \rho_0,
\]

whereas the boundary-layer subsystem is written in time scale \( \tau = \frac{t}{\varepsilon} \)

\[
\dot{\rho}_x + \frac{1}{\kappa} \dot{\rho}_x = 0,
\]

with the boundary condition

\[
\dot{\rho}(0,\tau) = 0.
\]

Let us take the experimental data from [3]: \( \gamma = 1.4 \), \( R = 8.3 J/(mol \cdot K) \), \( p_{in} = 1 \times 10^5 Pa \), \( T_{in} = 300 K \), \( V_0 = 4 \times 10^{-3} m^3 \), \( m_{in} = 0.01 kg/s \), \( S_b = 6.4 \times 10^{-3} \). We compute \( \kappa = 10 \), \( \varepsilon = 0.1 \). We choose \( c_1 = 0.01 \). The initial conditions are given by: \( \rho_0(0) = \rho_0(0) = 2 \), \( \rho(0) = \cos(4 \pi x) - 1 \), \( \dot{\rho}(0) = \rho(0) - \rho_0(0) = \cos(4 \pi x) - 3 \).

Let us use a two-step variant of the Lax-Wendroff method (see [20] and [21]) to check the numerical solutions. The solution of the boundary-layer subsystem is shown in Figure 2, it converges to the origin. Figure 3 presents the solutions of the reduced subsystem and the slow dynamics of the full system, which decrease to zero as time increases and the evolution of the two curves is roughly the same. In Figure 4, it is shown that the solution of the fast dynamics of the full system tends to zero as time increases, as expected from Theorem 1.

IV. PDE Coupled with FAST ODE

In this section let us consider a PDE coupled with an ODE, where the perturbation parameter is introduced into the dynamics of the ODE. The full system is given by

\[
\varepsilon \ddot{Y}(t) = CY(t) + Dz(1),
\]

\[
z_t(x,t) + \Lambda_1 z_x(x,t) = 0,
\]
The reduced subsystem is computed as
\[
K_r z(0, t) = K_r z_0(1),
\]
where \( K_r = (K_1 - K_2 C^{-1} D) \), whereas the initial condition is
\[
\bar{z}(x, 0) = z_0(x) = z_0(x).
\]
To ensure the existence of a solution of the reduced subsystem in \( H^2 \), the compatibility conditions are given by
\[
\bar{z}_0(0) = K_r \bar{z}_0(1), \tag{34a}
\]
\[
\bar{z}_0(0) = \Lambda^{-1} K_r \Lambda \bar{z}_0(1). \tag{34b}
\]
Perform a change of variable \( Y = Y + C^{-1} D z(1) \), the boundary-layer subsystem is computed as
\[
\frac{d \bar{Y}(\tau)}{d \tau} = C \bar{Y}(\tau), \tag{35}
\]
with the time scale \( \tau = t/\varepsilon \). The initial condition is given by
\[
\bar{Y}(0) = \bar{Y}_0. \tag{36}
\]
The assumptions, which are used in this section, are given as follows

**Assumption 8:** The boundary condition \( K_r \) satisfies \( \rho_1(K_r) < 1 \).

**Assumption 9:** The matrix \( C \) is Hurwitz.

Let us perform a change of variables
\[
\eta = z - \bar{z}, \tag{37}
\]
\[
\delta = Y + C^{-1} D \bar{z}(1) - \bar{Y}(t/\varepsilon). \tag{38}
\]
The system in variable \((\eta, \delta)\) are computed as follows
\[
\eta_t + \Lambda_1 \eta_x = 0, \tag{39}
\]
\[
\eta(0, t) = K_1 \eta(1, t) + K_2 \delta(t) + K_2 \bar{Y}(t/\varepsilon), \tag{40}
\]
\[
\varepsilon \delta(t) = C \delta - \varepsilon C^{-1} D \Lambda_1 \bar{z}_x(1, t). \tag{41}
\]
Note that (41) is well defined since \( \bar{z}(x, t) \in H^2 \). Surprisingly, Theorem 1 is not valid in the context of this section. To be more precise, it holds Proposition 2.

**Proposition 2:** Assumptions 8 and 9 do not imply the exponential stability of system (28)-(29).

We provide an example to prove the above proposition. **Proof:** We consider the following \( 2 \times 2 \) system
\[
\varepsilon \dot{Y}(t) = -0.1 Y(t) - z(1), \tag{42a}
\]
\[
z_t(x, t) + z_x(x, t) = 0. \tag{42b}
\]
The boundary condition is given by \( K_1 = 2 \) and \( K_2 = 0.2 \),
\[
z(0, t) = 2 z(1, t) + 0.2 Y(t). \tag{43}
\]
The initial conditions are chosen as \( z_0 = 0 \) and \( Y_0 \neq 0 \). The reduced subsystem is computed as
\[
\bar{z}_t(x, t) + \bar{z}_x(x, t) = 0, \tag{44}
\]
with the boundary condition
\[
\bar{z}(0, t) = 0. \tag{45}
\]
The initial condition is chosen as \( \bar{z}_0 = z_0 = 0 \). The explicit solution of (44)-(45) is
\[
\bar{z}(x, t) = 0.
\]
The boundary-layer subsystem is computed as
\[
\frac{d \bar{Y}(\tau)}{d \tau} = -0.1 \bar{Y}(\tau). \tag{46}
\]
The solution of (46) is
\[
\hat{Y}(t/\varepsilon) = e^{-0.1t/\varepsilon} \hat{Y}_0.
\] (47)

System (41) is written as
\[
\dot{\delta}(t) = \frac{0.1}{\varepsilon} \delta(t).
\] (48)

The solution of (48) is
\[
\delta(t) = e^{-0.1t/\varepsilon} \delta_0.
\] (49)

Due to (38), we obtain \( \delta_0 = 0 \). Thus \( \delta(t) = 0 \) for all \( t \geq 0 \).

System (39)-(40) is written as
\[
\eta_t + \eta_x = 0,
\] (50)
\[
\eta(0, t) = 2\eta(1, t) + 0.2\hat{Y}(t/\varepsilon).
\] (51)

Let us denote \( f(t) = 0.2\hat{Y}(t/\varepsilon) \), we can compute for all \( t \geq 0 \),
\[
\eta(1, t) = 2\eta(1, t-1) + f(t-1).
\]

Using a recursion, it can be proved that for all \( t \in \mathbb{N} \),
\[
\eta(1, t) = 2^{t-1} \sum_{s=0}^{t-1} f(s) 2^{-s} + 2^t \eta(1, 0).
\]

Since \( \eta(1, 0) = z_0(1) - \bar{z}_0(1) = 0 \), \( \bar{Y}_0 = Y_0 \) and using (47), it follows for all \( t \in \mathbb{N} \),
\[
\eta(1, t) = 2^{t-1} \times 0.2\bar{Y}_0 \sum_{s=0}^{t-1} 2^{-s} e^{-0.1s/\varepsilon}.
\]

Since the initial condition \( Y_0 \) is chosen as \( Y_0 \neq 0 \), then \( \eta(1, t) \) tends to infinity. Since \( \bar{z}(x, t) = 0 \) and \( \bar{z}(1, t) = \eta(1, t) \) diverges. Then it can be shown that the full system (42)-(43) is unstable in \( L^2 \)-norm. This example illustrates that the stability of both subsystems does not ensure the stability of the full system as stated in Proposition 2.

V. Conclusion

This paper has dealt with a coupled ODE-PDE system with two time scales. In the first case, it has been considered ODE coupled with fast PDE systems. It has been shown that the stability of the reduced and the boundary-layer subsystems ensures the stability of the full system. This has been proved by a strict Lyapunov function. The application to a gas flow transport model governed by an ODE-PDE system has been used to illustrate the main result. In the second case, it has been considered PDE coupled with fast ODE systems. An example has been provided to prove that the full system’s stability cannot be guaranteed by that of both subsystems.
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