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ABSTRACT

We study the convergence of the ADMM (Alternating Direction Method of Multipliers) algorithm on a broad range of penalized regression problems including the Lasso, Group-Lasso and Graph-Lasso, isotropic TV-L1, Sparse Variation, and others. First, we establish a fixed-point iteration—via a nonlinear operator—which is equivalent to the ADMM iterates. We then show that this nonlinear operator is Fréchet-differentiable almost everywhere and that around each fixed point, Q-linear convergence is guaranteed, provided the spectral radius of the Jacobian of the operator at the fixed point is less than 1 (a classical result on stability). Moreover, the spectral radius is then a rate of convergence for the ADMM algorithm. Also, we show that the support of the split variable can be identified after finitely many iterations. In the anisotropic cases, we show that for certain Jacobian matrices, and also show finite-time recovery of the support of the “split” variable z, i.e. of K w.

1 Introduction

ADMM [1, 2, 3] is an operator-splitting optimization method which is easy to implement and well-adapted for large-scale optimization problems [4]. For penalized regression problems with complicated composite penalties, such as for example analysis sparse problems, ADMM can provide a distinctive advantage over proximal gradient methods such as FISTA [5] when there is no closed-form expression for the proximal operator (see [6] for an overview of proximal calculus). Indeed, ADMM can avoid this difficulty by introducing a “split” variable, for which the proximal operator results in updates computable in closed-form. This is typically the case in analysis sparsity regularization, that impose sparsity on a transformation of the optimization variable [7]. However, the theory of the convergence rate of ADMM is not complete [4].

The present manuscript contributes to the understanding of the ADMM algorithm on penalized regression problems of the form

\[
\min_{(w, z) \in \mathbb{R}^n \times \mathbb{R}^n} \frac{1}{2} \|Xw - y\|^2 + \lambda \Omega(z) \text{ subject to } Kw - z = 0,
\]

where \(X \in \mathbb{R}^{n \times p}\) is the design matrix; \(y \in \mathbb{R}^n\) is a vector of measurements or classification targets; \(K \in \mathbb{R}^{n \times p}\) is linear operator; \(\lambda > 0\) is the regularization parameter; and \(\Omega : \mathbb{R}^n \to (-\infty, +\infty]\) is the penalty, which is assumed to be a closed proper convex function. Our main results are summarized in Theorem 1 (section 2), where in the case where \(\Omega\) is an \(\ell_2,1\) mixed-norm (as in Group-Lasso and Sparse Variation) [8], or a concatenation of such (i.e. different norms acting on different blocks of coordinates of the same vector, as in TV-L1) [9, 10], we derive –under mild conditions– an analytic formula for a Q-linear convergence rate (see e.g. [11] for a precise definition) for the ADMM algorithm in terms of the spectral radius of certain Jacobian matrices, and also show finite-time recovery of the support of the “split” variable \(z\), i.e. of \(K w\).

1.1 Notation and terminology

For a positive integer \(n\), denote \([n] := \{1, 2, ..., n\}\). The identity map will be denoted \(\text{Id}\), and its domain of definition will be clear from the context. This same notation will be used for the identity matrix. As usual, \(p \in [1, +\infty]\) the \(\ell_p\)-norm of a vector \(v \in \mathbb{R}^n\) will be denoted \(\|v\|_p\). The euclidean / \(\ell_2\)-norm will be denoted \(\|v\|\) without subscript. Given \(a \in \mathbb{R}^n\) and \(\kappa \geq 0\), the closed ball (w.r.t the euclidean norm) centered at \(a\) with radius \(\kappa\), is denoted \(\mathbb{B}_a(\kappa)\).

When the center is 0, we will simply write \(\mathbb{B}_a(\kappa)\) for \(\mathbb{B}_0(0, \kappa)\). The euclidean projection onto a convex subset \(C \subseteq \mathbb{R}^n\) will be denoted \(P_C\).

If \(A\) is square (i.e \(m = n\)), \(A(A)\) denotes the set of all its eigenvalues, and its spectral radius, denoted \(\rho(A)\), corresponds to its largest absolute value of its eigenvalues. For any matrix \(A\), its nonzero singular values are defined to be the square roots of the nonzero the eigenvalues of \(A^T A\) (or of \(A A^T\)). \(|A|\) is the spectral norm of \(A\), and is the largest of its singular-values. If \(A \neq 0\), \(\sigma_{\text{min}}(A)\) denotes its smallest nonzero singular value.

1.2 The ADMM iterates for problem (1)

Consider the ADMM algorithm [1, 2, 3, 4] applied to problem (1). Let \(\mu \in \mathbb{R}^l\) be the dual variable and \(\rho > 0\) be the penalty parameter on the splitting residual. The augmented Lagrangian is:

\[
\mathcal{L}_\rho(w, z, \mu) = \frac{1}{2} \|Xw - y\|^2 + \lambda \Omega(z) + \mu^T(Kw - z) + \frac{1}{2} \rho \|Kw - z\|^2.
\]

Further, introducing the scaled dual variable \(u := \mu/\rho\), which we will use instead of \(\mu\) from here on, the ADMM iterates for problem (1) are given by the following equations:

\[
w^{(n+1)} \leftarrow \arg\min_w \mathcal{L}_\rho(w, z^{(n)}, u^{(n)}) = \frac{(\rho K^T K + X^T X)^{-1}(\rho K^T z^{(n)} - u^{(n)}) + X^T y} \]

\[
z^{(n+1)} \leftarrow \arg\min_z \mathcal{L}_\rho(w^{(n+1)}, z, u^{(n)}) = \text{prox}_{\lambda/\rho \Omega}(Kw^{(n+1)} + u^{(n)})
\]

\[
u^{(n+1)} \leftarrow u^{(n)} + Kw^{(n+1)} - z^{(n+1)}.
\]

Assumptions. We will assume that the matrix sum \(\rho K^T K + X^T X\) is invertible. This assumption is equivalent to ker \(K^T K \cap \text{ker} X^T X = \{0\}\) (see e.g. [12, Theorem 1]), which is reasonable in the context of regularization. Indeed, the idea behind this assumption is that, in high-dimensional problems \((n \ll p)\), \(X\) typically has a large kernel, and so one would naturally choose \(K\) to act on it.

1.3 Examples: Some instances of problem (1)

Problem (1) covers a broad spectrum of problems encountered in pattern recognition and image processing. Here are a few:

Classical examples. We have \(\Omega = \frac{1}{2} \|\cdot\|^2\) for Ridge regression; \(\Omega = \|\cdot\|_1: z \mapsto \sum_{j \in [p]} |z_j|\) for Lasso and Fused-Lasso [13]. For all but the last of these examples, we have \(K = \text{Id}\), \(\Omega = \text{mixed-norm} \ell_2,1 = \|\cdot\|_{2,1}: z \mapsto \sum_{j \in [d]} \|z_{j:j+c-1}\|\), where there are \(d \geq 1\) blocks \(z_{j:j+c-1} := (z_j, z_{j+1}, ..., z_{j+c-1})\) each of size \(c \geq 1\).
Isotropic TV-L1 and Sparse Variation. These extensions of TV (Total Variation) proposed in the context of brain imaging, enforce sparse and structured (as in Ridge regression or the nonnegative Lasso, for example) of the then affine transformation \( T \) and thus recover the results of [11] and [14]. In the latter simple case \( T \) can be jointly minimized. The following hold:

Then the following hold:

\[ \| \hat{\Omega}(z) \| = \sum_{j \in [p]} \| z_{j,1,1} \| \]  

TV-L1 and Sparse Variation combine sparsity (due to the isotropic TV term) to extract local concentrations of spatially correlated features from the data. Fig. 1 is a good illustration of the kinds of patterns one can learn using TV-L1 and Sparse Variation models.

2 Our contributions

2.1 Preliminaries

In the spirit of [11], let us start with a simple lemma (proof omitted) which rewriting the ADMM iterates (2) as a Picard fixed-point process in terms of the \((z,u)\) pair of variables.

**Lemma 2.1.** Define the following objects:

\[ G_{\rho} := K(K^{T}K + \rho^{-1}X^{T}X)^{-1}K^{T}, \quad A_{\rho} := G_{\rho} \cdot \text{Id} - G_{\rho}, \]

\[ b_{\rho} := \rho^{-1}K(K^{T}K + \rho^{-1}X^{T}X)^{-1}X^{T}y, \quad \hat{A}_{\rho} := A_{\rho}(\cdot) + b_{\rho}, \]

\[ T_{\rho} := \left( \text{prox}_{\lambda/(\rho)\Omega} \circ \hat{A}_{\rho}, \text{Id} - \text{prox}_{\lambda/(\rho)\Omega} \circ \hat{A}_{\rho} \right). \]

Then the \( z \) and \( u \) updates in the ADMM iterates (2) can be jointly written as a Picard fixed-point iteration for the operator \( T_{\rho} \), i.e.

\[ (z^{(n+1)}, u^{(n+1)}) \leftarrow T_{\rho}(z^{(n)}, u^{(n)}). \]

In the special case where \( \text{prox}_{\lambda/(\rho)\Omega}(A_{\rho}) \) is a linear transformation –as in Ridge regression or the nonnegative Lasso, for example– the operator \( T_{\rho} \) is linear so that the fixed-point iteration (3) is a linear dynamical system. Moreover, in such cases one can derive closed-form formulae for the spectral radius \( r(T_{\rho}) \) of \( T_{\rho} \) as function of \( \rho \), and thus recover the results of [11] and [14]. In the latter simple situations, a strategy for speeding up the algorithm is then to choose the parameter \( \rho \) so that the spectral radius of the linear part of the then affine transformation \( T_{\rho} \) is minimized. The following Corollary is immediate. Due to lack of space, we omit the proof, which is obtainable via the Spectral Mapping Theorem.

**Corollary 2.2.** Let \( G_{\rho}, A_{\rho}, \hat{A}_{\rho}, \) and \( T_{\rho} \) be defined as in Lemma 2.1. Then the following hold:

\[ \max(\| G_{\rho} \|, \| \text{Id} - G_{\rho} \|) \leq 1, \quad \text{and} \quad \| A_{\rho} \| \leq 1 \] with equality in the last inequality iff at least one of \( G_{\rho} \) and \( \text{Id} - G_{\rho} \) is singular.

(b) \( T_{\rho} \) is \( \| A_{\rho} \| - \)Lipschitz. That is, \( \forall (x_{1}, x_{2}) \in \mathbb{R}^{q+k} \times \mathbb{R}^{q+k}, \)

\[ \| T_{\rho}(x_{1}) - T_{\rho}(x_{2}) \| \leq \| A_{\rho} \| \| x_{1} - x_{2} \|. \]

Thus, the case \( \beta = 1 \) corresponds to the usual \( \ell_{1} \) norm, while \( \beta = 0 \) corresponds to the isotropic TV semi-norm.

According to Corollary 2.2, \( T_{\rho} \) is an \( \| A_{\rho} \| - \)contraction in case \( \| A_{\rho} \| < 1 \), and so we have global Q-linear convergence of the ADMM iterates (2) at the rate \( \| A_{\rho} \| \). This particular case is analogous to the results obtained in [15] when the loss function or the penalty is strongly convex. But what if \( \| G_{\rho} \| = \| \text{Id} - G_{\rho} \| = \| A_{\rho} \| = 1 \)? Can we still have Q-linear convergence, –at least locally? These questions are answered in the sequel.

2.2 Behavior of ADMM around fixed-points

Henceforth, we consider problem (1) in situations where the penalty \( \Omega \) is an \( \ell_{2,1} \) mixed-norm. Note that the \( \ell_{1} \)-norm is a special case of the \( \ell_{2,1} \) mixed-norm with \( c = 1 \) feature per block, and corresponds to the anisotropic case. The results presented in Theorem (1) carry over effortlessly to the case where the \( \Omega \) is the concatenation of \( \ell_{2,1} \) norms, for example as in the the TV-L1 semi-norm. The following theorem—inspired by a careful synthesis of the arguments in [16] and [17]– is our main result.

**Theorem 1.** Consider the ADMM algorithm (2) on problem (1), where \( \Omega \) is an \( \ell_{2,1} \) mixed-norm on \( d \geq 1 \) blocks each of size \( c \geq 1 \), for a total of \( q = dx \) features. Let the operators \( A, \hat{A}, \) and \( T \) be defined as in Lemma 2.1, with the \( \rho \) subscript dropped for ease of notation. For \( x \in \mathbb{R}^{q+k} \), define \( \text{supp}_{\rho}(x) := \{ j \in [d] \mid x_{j,1} \neq 0 \} \)

Then the following hold:

(a) **Attraction of supports.** For all \( x \in \mathbb{R}^{q+k} \), we have

\[ \| T_{\rho}(x, \epsilon(x) / \| A_{\rho} \|) \| \leq \| T_{\rho}(x, \epsilon(x)) \| \setminus A_{\rho}(T(x)). \]

(b) **Fréchet-differentiability.** If \( x \in \mathbb{R}^{q+k} \) with \( \epsilon(x) > 0 \), then \( T \) is Fréchet-differentiable at \( x \) with derivative

\[ T'_{\rho}(x) = \bar{F}_{\rho} A \in \mathbb{R}^{q+k}, \]

where \( \bar{F}_{\rho} := [D_{\rho} \cdot \text{Id} - D_{\rho}]T_{\rho} \) and \( D_{\rho} \in \mathbb{R}^{q+k} \) is a block-diagonal matrix with block \( D_{\rho,j} \in \mathbb{R}^{q+k} \) given by

\[ D_{\rho,j} = \begin{cases} \text{Id} - \frac{n}{N_{\rho}} P_{j}^{\rho}(x_{j}), & \text{if } j \in \text{supp}_{\rho}(T(x)), \\ 0, & \text{otherwise.} \end{cases} \]

(c) Let \( x^{*} \in \mathbb{R}^{q+k} \) be any fixed-point of \( T \).

(1) **Finite-time identification of active set.** If the closed ball \( \mathbb{B}_{\rho}(x, \epsilon(x) / \| A_{\rho} \|) \) contains any point of the sequence of iterates \( x(n) \), then the active set \( A_{\rho}(x^{*}) \) is identified after finitely many iterations, i.e

\[ \exists N^{*} \geq 0 \text{ s.t. } x(n) = A_{\rho}(x^{*}) \forall t \geq N^{*}. \]

(b) **Local Q-linear convergence.** If \( \epsilon(x^{*}) > 0 \) and \( r(T'_{\rho}(x^{*})) \leq 1 \), then the iterates \( x(n) \) converge locally Q-linearly to \( x^{*} \) at the rate \( r(T'_{\rho}(x^{*})) \).

(3) **Optimal rates in the anisotropic case.** If \( c = 1 \) and \( \rho \) is large, then the optimal rate of convergence is the cosine of the Friedrichs angle between \( \text{Im} K \) and \( \text{Im} D_{\rho^{*}} \) is the canonical projection of \( A_{\rho}(x^{*}) \) onto \( \mathbb{R}^{q+k} \). If in addition \( K = \text{Id} \) (as in the Lasso, sparse Spike-deconvolution, etc.), then the whole algorithm converges in finite time.

**Proof of Theorem 1.** Recall notation and terminology from 1.1.
Part (a). For $x \in \mathbb{R}^{q+n}$ and any block index $j \in [d]$, observe that $T(x)_{j, j+\ldots+c-1} = \text{soft}_c(X_j)$, where $\text{soft}_c$ is the $c$-dimensional soft-thresholding operator, with threshold $c$, defined by

$$\text{soft}_c(v) := (1 - c/\|v\|_1) v - c P_{\text{bar}(c)}(v).$$

Now, one notes that Corollary 2.2(b) guarantees the set-inclusion $T(2\mathcal{B}_2(x, \epsilon/\|A\|)) \subseteq 2\mathcal{B}_2(T(x), \epsilon(x))$. It remains to show that $T(2\mathcal{B}_2(x, \epsilon(x)/\|A\|)) \subseteq \mathcal{A}_c(T(x))$. Suppose on the contrary that there exists $x' \in 2\mathcal{B}_2(x, \epsilon(x)/\|A\|)$ such that $T(x') \notin \mathcal{A}_c(T(x))$. Then, $\|x' - x\| \leq \epsilon(x)/\|A\|$ and there exists an index $j \in [q]$ such that exactly one of $T(x)_{j, j+\ldots+c-1} = \text{soft}_c(X_j)$ and $T(x')_{j, j+\ldots+c-1} = \text{soft}_c(X_j)$ is zero. Thus by the definition of $\text{soft}_c$, we have

$$\min(\|X_j\|, \|X_j\|) \leq \kappa \leq \max(\|X_j\|, \|X_j\|),$$

from which $\|X_j\| - \|X_j\| > \|X_j\| - \kappa \geq \epsilon(x)$. Hence

$$\sum_{k \in [d]} \|X_k - \tilde{X}_k\| \geq \|X_j - \tilde{X}_j\| \geq \|X_j - \tilde{X}_j\| > \epsilon(x).$$

On the other hand, by definition of $\tilde{X}$ and $\tilde{X}'$, we have

$$\sum_{k \in [d]} \|X_k - \tilde{X}_k\| = \|A(x' - x)\| \leq \|A\|\|x' - x\| \leq \epsilon(x),$$

which is contradicted by (9). This proves the claim.

Part (b). Let $x \in \mathbb{R}^{q+n}$ with $\epsilon(x) > 0$. Then for any $j \in [d]$, we have $\|X_j\| \neq \kappa$, and so by (16, Theorem 2), the euclidean projection $P_{\text{bar}(c)}$ is differentiable in a neighborhood of $X_j$. Thus, for a small perturbation $h \in \mathbb{R}^q$ on $x$, and for any block index $j \in [d]$, we have

$$T(x + h) - T(x) = \text{soft}_c(X_j + (Ah)) - \text{soft}_c(X_j)$$

$$= (\text{Id} - P_{\text{bar}(c)})(X_j + (Ah)) - (\text{Id} - P_{\text{bar}(c)})(X_j)$$

$$= (Ah) - (P_{\text{bar}(c)}(X_j + (Ah)) - P_{\text{bar}(c)}(X_j))$$

$$= (\text{Id} - \text{proj}_{\text{bar}(c)}(X_j))(Ah) + o(\|h\|).$$

Now, invoking (16, equation (4.1)) and the ensuing paragraph therein, we compute $\text{proj}_{\text{bar}(c)}(X_j) = \kappa\|X_j\|^{-1} P_{\text{bar}(c)}(X_j)$. If $\|X_j\| > \kappa$, and $\text{proj}_{\text{bar}(c)}(X_j) = \kappa\|X_j\|^{-1} P_{\text{bar}(c)}(X_j)$, then $j \in \text{supp}_n(T(x))$, we get

$$\text{proj}_{\text{bar}(c)}(X_j) = \kappa\|X_j\|^{-1} P_{\text{bar}(c)}(X_j) = \text{Id}.$$ 

Thus, from the definition of $D_{x,j}$ in the claim, we recognize $\text{proj}_{\text{bar}(c)}(X_j) = \text{Id}$, and plugging into (10) yields

$$T(x + h) - T(x) = D_{x,j}(Ah) + o(\|h\|).$$

Using the last equation and the definition of $T$, it follows that

$$T(x + h) - T(x) = \text{Id} - D_{x,j}(Ah) + o(\|h\|).$$

Putting everything together then yields

$$T(x + h) - T(x) = \text{Id} - D_{x,j} T^\top A h = o(\|h\|),$$

thus proving that $T$ is Fréchet-differentiable at $x$ with derivative $T'(x) = [\text{Id} - D_{x,j} T^\top A h = o(\|h\|)],$
(PS) penalties and general $\ell^2$ loss functions with Lipschitz gradient. Under nonlinear complementarity requirements analogous to the non-degeneracy assumption $r(x^*) > 0$ of Theorem 1(b), and rank constraints analogous to the requirement that the Jacobian matrix $T'(x^*)$ have spectral radius less than 1 in (Theorem 1(c2)), the authors of [22, 23] prove finite-time activity identification and local Q-linear convergence at a rate given in terms of Friedrichs angles, via direct application of [20, Theorem 3.10]. The authors show that their arguments are valid for a broad variety of problems, for example the anisotropic TV penalty. Still in the framework of partly-smooth penalties, [25] showed local Q-linear convergence of the Douglas-Rachford algorithm on the Basis Pursuit problem.

Comparison with [22, 23]. The works which are most comparable to ours are [22] and [23], already presented above. Let us point out some similarities and differences between these papers and ours. First, though our constructions are entirely different from the techniques developed in [22, 23], one notes that both approaches are ultimately rooted in the same idea, namely the work of B. Holmes [16] on the smoothness of the euclidean projection onto convex sets, and other related functionals (Minkowski gauges, etc.). Indeed, Theorem 1 builds directly upon [16], whilst, [23] and [22] are linked to [16] via [26], which builds on [27], and the latter builds on [16].

Second, part (c1) of Theorem 1 (finite-time identification of active set) of the theorem can be recovered as a consequence of the results established in [22, 23]. However, the rest of our results, notably part (c2) (Q-linear convergence) cannot be recovered from the aforementioned works, at least on models like isotropic TV-L1. Sparse Variations, etc., since these models are not PSS. Indeed, the convergence rates in [22, 23] do not extend from anisotropic to isotropic TV, for example. Success in the former case is due to the fact that the anisotropic TV semi-norm is polyedral and therefore is of class PSS at each point. By contrast, our framework can handle isotropic TV and similar “entangled” penalty types like isotropic TV-L1. Sparse Variations, etc., but suffers complementary limitations; for example, we were unable to generalize it beyond the squared-loss setting and we can only handle penalties which are a composition of a $\ell_2,1$ mixed-norm (or a concatenation of such) and a linear operator.

Lastly, the convergence rates in [22, 23] are tight and given in terms of Friedrichs angles [20], whilst our rates are given in terms of spectral radii, and will be suboptimal in certain cases. An exception are the anisotropic cases, where we proved in part (c3) of Theorem 1 that we recover the optimal rates obtained in [22, 23] in terms of Friedrichs angles. Moreover, for the Lasso, we showed the whole algorithm converges after only finitely many iterations.

4 Numerical experiments and results

Here, we present results for a variety of experiments. Each experiment is an instance of problem (1) with appropriate choice of the linear operators $X, K$, and the penalty function $\Omega$ which can be the $\ell_1$-norm the $\ell_2,1$ mixed-norm, or a mixture of the two (as in TV-L1).

Setting. We use a grid of 20 values of $4 \times 10^3$ to $10^6$. For each problem model (see below), the iteration process (3) is started with $x^{(0)} = 0 \in \mathbb{R}^{n \times q}$, and iterate $N = 1500$ times. The final point $x^{(N)}$ is approximately a fixed-point $x^*$ of the operator $T_p$. Now, the iteration process is run again (starting with the same initial $x^{(0)}$ and the distance $\|x^{(k)} - x^{(N)}\|$ is recorded on each iteration $k$, producing a curve. This procedure is run for each value of $\rho$ from the aforementioned grid. Except otherwise stated, the $n$ rows of design matrix $X$ where drawn from a $p$-dimensional standard Gaussian. The measurements variable $y$ is then computed as $y = Xw_0 + \text{noise}$, where $w_0$ is the true signal.

Simple models. As discussed in section 3, the local Q-linear convergence of [22, 23] and a variety of other work has been studied in the literature (for example [11, 15, 22, 23]). We validated empirically our linear convergence results (Theorem 1) by reproducing experiments from [22, 23]. For each of these experiments the regularization parameter $\lambda$ was set to 1.

Fig. 2: Experimental results: Local Q-linear convergence for ADMM on problem (1). The “theoretical” line is the exponential curve $t \rightarrow \|x^{(t)} - x^*\|_2/(\|T'(x^*)\|_2)$.

(a) Lasso: Here the problem is an instance of (1) with $K = \text{Id}$ and $\Omega = \|\cdot\|_2$; $n = 92, q = p = 128$, and $w_0$ is 8-sparse.

(b) Group-Lasso: Here $K = \text{Id}$ and $\Omega = \|\cdot\|_2,1, n = 48, p = 128$, number of blocks $d = 32$, block size $c = 4$, $q = d \times c = 128$, $w_0$ has 2 non-zero blocks.

(c) Sparse spikes deconvolution: Here, $K = \text{Id}$, $X$ is a projector onto low Fourier frequencies (Dirichlet kernel) and the penalty $\Omega$ is the $\ell_1$-norm; $n = p = 200$ (with rank $X = 40$). The true signal $w_0$ is a 20-sparse vector (of length $p$), containing randomly distributed spikes with Gaussian values at a minimum pairwise distance of 5.

Sparse Variation: Going beyond known results. The data (refer to Fig. 1) is a simulation of $n = 200$ images of size $p = 12^3$ voxels each, with a set of 3 overlapping ROIs (Regions of Interests) each worth $5^3$ voxels. Each ROI has a fixed weight which can be $\pm 0.5$. The resulting images are then smoothed with a Gaussian kernel of width 2 voxel. This data is a toy model for brain activity. A Sparse Variation model (refer to subsection 1.3) with $\lambda = 10^2$ and $\beta = 0.5$ was then fitted on the data. It should be noted that the SV model is not PSS, and so the convergence rates in [22, 23] donot apply.

The results for all the experiments are shown in Fig. 2.

5 Concluding remarks

We have derived a fixed-point iteration which is equivalent to the ADMM iterates for a broad class of penalized regression problems (1). Exploiting the formulation so obtained, we have established detailed qualitative properties of the algorithm around solution points (Theorem 1). Most importantly, under mild conditions, local Q-linear convergence is guaranteed and we have provided an explicit formula for this rate of convergence. Finally, Theorem 1 implicitly opens the possibility of speeding up the ADMM algorithm on problem (1) by selecting the tuning parameter $\rho$ so as to minimize the spectral radius (an inverted mexican-hat-shaped curve, as $\rho$ varies from 0 to $\infty$) of the Jacobian matrix $T_p'(x^*)$. 
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