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ABSTRACT
Several algorithms in computer algebra involve the computa-
tion of a power series solution of a given ordinary differential
equation. Over finite fields, the problem is often lifted in
an approximate p-adic setting to be well-posed. This raises
precision concerns: how much precision do we need on the
input to compute the output accurately? In the case of or-
dinary differential equation with separation of variables, we
apply the recent technique of differential precision to obtain
optimal bounds on the stability of the Newton iteration. It
applies, for example, to algorithms for manipulating algebraic
numbers over finite fields, for computing isogenies between
elliptic curves or for deterministically finding roots of poly-
nomials in finite fields. The new bounds lead to significant
speedups in practice.

Categories and Subject Descriptors
I.1.2 [Computing Methodologies]: Symbolic and Alge-
braic Manipulations—Algebraic Algorithms

Keywords
Ordinary differential equation, p-adic numbers, Newton iter-
ation, numerical stability, differential precision

1. INTRODUCTION
We study in a p-adic context the loss of precision occur-

ing during the computation of a power series solution of a
certain class of differential equations. We use the method of
differential precision that relies on a first-order analysis.

1.1 The p-adic context
Let Zp be the ring of p-adic integer, for a given prime p,

and Qp its field of fractions. The p-adic valuation on Qp is
denoted vp, and the p-adic norm is defined by |a| = p−vp(a),
for a ∈ Qp. For a ∈ Qp and ε > a positive real number,
let a+O(ε) denote the set of all b ∈ Qp such that |a− b| 6 ε.

For a, b ∈ Zp, we have a = b + O(ε) if and only if a ≡ b

(mod p−blogp εc).
A computer can handle p-adic numbers given with bounded

precision: a p-adic number a is approximately represented by
a rational number a′ and a radius ε such that a ∈ a′ +O(ε).
This leads to a ball arithmetic over Qp. The ultrametric
nature of Qp makes ball arithmetic particularly convenient
since errors do not propagate when adding two numbers:

(a+O(ε)) + (b+O(η)) = a+ b+O(max(ε, η)),

or multiplying them:

(a+O(ε)) (b+O(η)) = ab+O(max(η |a| , ε |b|)),

or dividing them:

a+O(ε)

b+O(η)
=
a

b
+O(max(η |a| |b|−2 , ε |b|−1)).

Theses formulas are optimal: the equalities are set equalities
and not only left-to-right inclusions. When considering an
algorithm performing additions, multiplications and divisions
over p-adic numbers, it is possible to track the precision
during all the intermediate steps. Thus, it is possible to run
the algorithm on inputs given approximately as balls, and to
return the result as a ball with the guarantee that whatever
are the exact values of the input, the exact result lies in the
ball returned. However, even if for every single operation
the formulas above give the optimal precision of the result,
the optimality does not compose. This is the well-known
dependency problem. It is a major obstacle to the application
of ball arithmetic over Qp, in the same way as it constricts
interval arithmetic over R.

For example, let us consider the computation of the deter-
minant of a matrix with p-adic integer coefficients, given at
precision ε. Since the determinant is an integral polynomial
function of the coefficients, the determinant is also known
at precision at least ε. However, if it is computed through
a Gaussian elimination, and if at some point of the compu-
tation, one of the pivot has a positive valuation, then basic
precision tracking will indicate that the result is only correct
at precision less than ε. The intrinsic loss of precision is
null, or even negative (Caruso, Roe, and Vaccon 2015), while
the algorithmic loss, that depends on the algorithm, may be
positive.

Caruso, Roe, and Vaccon (2014) have shown, in a p-adic
setting, how to use first order analysis to obtain rigorous
and optimal precision bounds on both the intrinsic and the
algorithmic loss of precision. The method relies on the
following fact:



Lemma 1 (Caruso, Roe, and Vaccon 2014). Let ϕ : Qnp → Qmp
be a differentiable map and let x ∈ Qnp . If the differential dxϕ
at x is surjective, then ϕ(x + B) = ϕ(x) + dxϕ(B) for any
zero-centered small enough ball B.

In other words, if the precision on the input x is B, then
the precision on the output ϕ(x) is dxϕ(B); this is the
inclusion of ϕ(x+B) in ϕ(x)+dxϕ(B). And conversely, every
pertubation of ϕ(x) up to dxϕ(B) comes from a pertubation
from the input x up to B; this is the converse inclusion
of ϕ(x) + dxϕ(B) in ϕ(x+B). What small enough is can be
expressed in terms of the norms of the higher differentials
of ϕ at x, in the case that ϕ is analytic at x.

1.2 Main result
We study here the computation of a power series with

p-adic coefficients solution of a given first-order ordinary
differential equation with separation of variables. Let g and
h be power series in ZpJtK such that h(0) = 1 and g(0) 6= 0.
We consider the following differential equation:

y′ = g · h(y), y(0) = 0. (E)

It has a unique solution y ∈ QpJtK. We make the assumption
that this solution has integer coefficients, that is y ∈ ZpJtK.
Given the n first coefficients of f and g, at bounded precision,
how far can we approximate y? at which computational cost?

The case of a general initial condition y(0) = c reduces
to the equation above by changing h(t) in h(t + c). In
particular, the linear equation y′ = g · y, with y(0) = 1
can be written z′ = g · (1 + z), with z(0) = 0, thanks
to the transformation z = y − 1. Nevertheless, the initial
condition y(0) = 0 ensures that the composition h(y) is well
defined when h is a general power series.

Definition. For ε a positive real number and n a positive in-
tegers, an approximation modulo (pκ, tn) of a power series f =∑
k>0 akt

k ∈ ZpJtK is a power series f̄ =
∑
k>0 bkt

k ∈ ZpJtK
such that ak = bk (mod pκ) for any for all k < n.

The complexity of computing y depends on the complexity
of the power series multiplication and the composition h(f)
for a general power series f . Let MZ(pλ, n) the number of bit
operations required to compute the product of two polyno-
mials of degree n with coefficients in Z/pλZ. Let Ch(pλ, n),
the number of bit operations needed to compute an ap-
proximation modulo (pλ, tn) of h(f) given an approxima-
tion modulo (pλ, tn) of a power series f ∈ ZpJtK. We as-
sume that Ch(pλ, 2n) > 2Ch(pλ, n). In most applications,
the composition with h is easy to compute: h is a ratio-
nal function of small degree or a radical of such a rational
function so that Ch(pλ, n) = O(MZ(pλ, n)). In the general
case, Kedlaya and Umans (2011) proved the quasi-optimal

bound Ch(pλ, n) = O
(
(nλ log p)1+o(1)

)
.

Our main result is then the following:

Theorem 2. Let n > 0, κ > 0 (or κ > 1 if p = 2) and let
λ = κ+ blogp nc. One can compute an approximation mod-

ulo (pκ, tn+1) of the solution y of (E) given approximations
modulo (pλ, tn) of g and h, using O

(
MZ(pλ, n) + Ch(pλ, n)

)
bit operations.

The result was known in the linear case (Bostan et al.
2005; Grenet, Hoeven, and Lecerf 2015). In the non-linear
case, Lercier and Sirvent (2008) showed that an approxima-
tion modulo (pκ, tn) can be computed from approximations

modulo (pκ+O(log(n)2), tn) of g and h.

1.3 Applications

1.3.1 Newton sums
The problem studied by Bostan et al. (2005) is the recov-

ery of a polynomial given its Newton sums. Let f ∈ Zp[t]
be a monic polynomial of degree d, and let νn be the nth
Newton sum of f . If α1, . . . , αd are the roots of f in Qp,
then νn is sum αn1 + · · ·+ αnd , it is an element of Zp. How
can we recover f given Newton sums ν0, . . . , νd? Let g be
the polynomial xdf(1/x), and Nf be the generating func-
tion Nf (t) =

∑
n>0 νn+1t

n. Then g′ = −Nfg, so that g is a

solution of a first-order linear differential equation (Schön-
hage 1993). Therefore, knowing an approximation mod-
ulo (pκ, td) of Nf makes possible to recover each coefficients

of g (and hence f) modulo pκ−blogpc.
An interesting application is the computation over Fp of

composed products; composed sums can be treated simi-
larly (Bostan et al. 2005). Let f and g be monic polynomi-
als of Fp[t] of degree d and e respectively, with associated
roots (αi)1616d and (βj)16j6e in Fp. We define the composed
product of f and g to be

f ⊕ g =
∏
i,j

(t− αiβj) = res
y

(ypf(t/y), g(y)),

this is a polynomial in Fp[t] of degree p + q. Then Nf⊗g
is the coefficientwise product of the two power series Nf
and Ng (also known as the Hadamard product). This gives
a strategy to compute efficiently f ⊗ g. Firstly, arbitrar-
ily lift f and g as polynomials in Zp[t], denoted f̄ and ḡ.
The composed product f̄ ⊗ ḡ is a polynomial in Zp[t] and
equals f ⊗ g modulo p. Secondly, compute approximations
modulo (pκ, td+e+1) of Nf̄ and Nḡ, with κ = 1+blogp(d+e)c,
and, with a coefficientwise product, an approximation mod-
ulo (pκ, td+e) of Nf̄⊗ḡ. Thirdly, compute an approximation

modulo (p, td+e+1) of f̄ ⊗ ḡ using Theorem 2, and deduce
the value of f ⊗ g.

Another application of this procedure to root finding in
finite fields is developed by Grenet, Hoeven, and Lecerf
(2015). Our work does not improve the complexity given by
Bostan et al. (2005), in the case of a linear equation, but it
gives a simpler proof that generalizes to nonlinear differential
equations.

1.3.2 Isogeny computation
To compute normalized isogenies between elliptic curves,

Bostan et al. (2008) and Lercier and Sirvent (2008) studied
the differential equation

y′2 = g · h(y), (1)

where g and h are series in ZpJtK, which is known, in their
context, to admit a solution in ZpJtK. As the previous exam-
ple, it comes from a lift of a problem over Fp. This equation
rewrites equivalently as y′ =

√
g
√
h(y), and when p 6= 2,

the series
√
g and

√
h are still in ZpJtK, so we can apply the

Theorem 2. The study of this equation when p = 2 is still
an open problem.

In order to compute an approximation of y modulo (p, tn+1),
we obtain that it is enough to have approximations of g and h
modulo (p1+blogp nc, tn). This improves upon the result of
Lercier and Sirvent (2008) which requires approximations

modulo (pO(log(n)2), tn).
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2. THE ALGORITHM
We may consider the more general setting of an unramified

finite extension K of Qp, this is useful, for example, for the
computation of isogenies. Let OK denote the ring of integers
of K. For example, we may naturally consider K = Qp
and OK = Zp.

Let h ∈ OKJtK, a power series with integer coefficients,
with h(0) = 1. For g ∈ KJtK, let Y (g) be the unique y ∈
KJtK such that y(0) = 0 and y′ = g · h(y). Existence and
uniqueness are clear because the differential equation rewrites
equivalently into a well posed recurrence relation on the
coefficients of y.

For g ∈ KJtK, let Ng denote the Newton operator:

Ng(u) = u− h(u)

∫ (
u′

h(u)
− g
)
,

where
∫
f , for f ∈ KJtK, denotes the unique power series

F ∈ KJtK such that F ′ = f and F (0) = 0.

Proposition 3. Let g, u ∈ KJtK be formal power series, and
let n > 0. If u = Y (g) (mod tn) then

Ng(u) = Y (g) (mod t2n).

Proof. Let e = u′/h(u) − g. Since u = Y (g) (mod tn), we
have e = 0 (mod tn−1) and

∫
e = 0 (mod tn). With v =

Ng(u), we compute

v′ − g h(v) = u′ − u′h′(u)
∫
e− h(u)e− g h(v).

Then, the first-order expansion of h(v) at h(u) gives

h(v) = h(u)− h′(u)h(u)
∫
e mod t2n,

and using the equality u′ = h(u)e+ g h(u), we obtain

v′ − g h(v) = −e h(u)h′(u)
∫
e = 0 mod t2n−1.

This implies that v = Y (g) (mod t2n).

The iteration of the Newton operator leads to Algorithm 1.
In an exact setting, the correctness of this procedure would be
clear, thanks to Proposition 3. In a p-adic setting, where the
coefficients of the power series g and h are known with finite
precision only, what can be obtained with Newton iteration
is not clear because the operation

∫
involves divisions.

Let us begin with a quick analysis of Algorithm 1. On
input (g, h, n), it performs a recursive call and computes u =
DSol(g, h,m), with m = dn−1

2
e. Let us assume that u is a

approximation modulo (pκ, tm+1) of Y (g), for some κ > 0.

Then Ng(u) is an approximation modulo (pκ−blogp nc, tn+1):
Indeed, the computation of Ng(u) involves divisions by the
integers from 2 to n on distinct coefficients so the loss of
precision is at most the maximum valuation of these in-
tegers, which is blogp nc. Thus, if we define µ(0) = 0

and µ(n) = blogp nc+µ(dn−1
2
e), we obtain that DSol(g, h, n)

is an approximation modulo (pλ−µ(n), tn+1) of Y (g). We can
check that µ(n) = O(log(n)2). Theorem 5 improves on that
analysis and shows that the precision of the result is at
least λ− blogp nc and matches the intrinsic loss of precision.

Algorithm 1. The Newton iteration to solve a first-order
differential equation.

Input. g and h ∈ OKJtK given modulo (pλ, tn) — that
is, given as polynomials of degree less than n with
coefficients in OK/pλOK .

Output. A power series u ∈ OKJtK given modulo (pλ, tn+1).

Specification. If Y (g) (mod tn+1) has integer coefficients
and if λ > κ + blogp nc, then u is an approximation

of Y (g) modulo (pκ, tn+1).

function DSol(g, h, n)
if n = 0 then

return 0 (mod t)
else

u← DSol(g, h, dn−1
2
e)

return Ng(u) (mod tn+1)
. Compute at fixed precision λ.

We assume the fixed precision model for computing with
p-adic numbers: At precision λ, it amounts to work over
the ring OK/pλOK . When a division a/b arises, with the
approximation of a and b ∈ OK given in OK/pλOK , three
cases may arise:

• vp(b) = 0, in which case b is invertible in OK/pλOK
and the division is well defined.

• vp(a) > vp(b) > 0, in which case a/b is in OK but its
approximation in OK/pλOK is not fully determined
by the approximations of a and b, so a/b is arbitrarily
defined in this model to be the class in OK/pλOK of
the smallest integer c > 0 such that a = bc (mod pλ).

• vp(a) < vp(b), in which case a/b is not an integer and
an error is raised.

The main argument for the correctness of Algorithm 1 is
the following proposition, proved in Section 3.

Proposition 4. Let n > 0 and κ > 0 (or κ > 1 if p = 2)
be integers, and let g ∈ OKJtK such that Y (g) (mod tn+1)
has integer coefficients. For any y ∈ KJtK the following are
equivalent:

1. y = Y (ḡ) (mod tn+1) for some power series ḡ ∈ OKJtK
such that

∫
(ḡ − g) = 0 (mod pκ);

2. y = Y (g) (mod pκ, tn+1).

Theorem 5. Algorithm 1 is correct: if κ > 0 (or κ > 1
if p = 2) and λ > blogp nc + κ, then for all g ∈ OKJtK
such that Y (g) has integer coefficients, the output of the
procedure DSol(g, h, n) equals Y (g) (mod pκ, tn+1).

Moreover, it performs O
(
MOK (pλ, n) + Ch(pλ, n)

)
bit op-

erations, where MOK (pλ, n) is the cost of computing the
product of two polynomials of degree n with coefficients
in OK/pλOK .

Proof. We proceed by induction on n. The case n = 0 is triv-
ial, so let us assume that n > 0. Let g ∈ OKJtK such that Y (g)
has integer coefficients, let m = dn−1

2
e and let u ∈ KJtK

be the output of DSol(g, h,m). By induction hypothesis,



u = Y (g) (mod pκ, tm+1). (In particular u has integer co-
efficients.) By Proposition 4, this implies that y = Y (ḡ)
(mod tm+1) for some ḡ ∈ OKJtK such that

∫
(g− ḡ) (mod pκ).

Proposition 3 gives that Y (ḡ) = Nḡ(u) (mod tn+1) and
Proposition 4 gives further that Y (ḡ) = Y (g) (mod pκ, tn+1).
We check that

Ng(u) = Nḡ(u)− h(u)
∫

(g − ḡ)

and since h(u) has integer coefficients, this implies that
Ng(u) = Y (g) (mod pκ, tn+1).

We now relate Ng(u) to the output of the procedure
DSol(g, h, n). Let e = u′/h(u)−g. By definition, the output
is Ng(u) = u− h(u)

∫
e, computed over OK/pλOK , in the

so-called fixed precision model. Let E be the primitive
∫
e

(mod tn+1) computed in this model, so that the output is
exactly u − h(u)E. Clearly E =

∫
e +

∫
η (mod tn+1) for

some η = 0 (mod pλ) that reflects the indeterminacies in
the divisions. Since λ > blogp nc + κ,

∫
η = 0 (mod pκ)

and thus, the output Ng(u)+
∫
η equals Y (g) (mod pκ, tn+1)

This concludes the proof of correctness.
Concerning the complexity, the last iteration involves a

composition by h with cost Ch(pλ, n), a few multiplications
with cost MOK (pλ, n) and an inversion 1/h(u) with cost
O
(
MOK (pλ, n)

)
too with a Newton iteration (Kung 1974).

With the assumption that the cost of an iteration is greater
than twice the cost of the previous, it is well known that the
cost of a Newton algorithm is dominated by the cost of the
last iteration, which gives the result.

The condition λ > blogp nc+κ cannot be improved further:
it matches the intrinsic loss of precision. This is shown, for
example, by the differential equation y′ = atb−1, with a ∈ K,
whose solution is a

b
tb. If we take b = blogp nc and if a is

known at precision λ then y is known at precision no more
than λ− blogp nc.

3. DIFFERENTIAL PRECISION
We apply the method of Caruso, Roe, and Vaccon (2014) to

study the loss in precision in the resolution of the differential
equation (E) and give a proof of Proposition 4.

Let n > 0 and let E and F denote respectively the two
n-dimensional K-vector spaces KJtK/(tn) and tKJtK/(tn+1).
Let Y be the polynomial map

Y : E −→ F

[u] 7−→ [Y (u)],

which is well defined because the n+1 first coefficients of Y (u)
depend only on the n first coefficients of u. Let g ∈ OKJtK be
such that Y(g) has integer coefficients in the monomial basis.
Let dY denote the first differential of Y: for any g ∈ E, dgY is
a linear map E → F . Let dkY denote the higher differentials:
for any g ∈ E, dkgY is a multilinear map Ek → F .

Lemma 6. For any w ∈ E, dY(w) = h(Y)
∫
w. Moreover,

for any k > 1, there exists a polynomial Pk ∈ Z[u0, . . . , uk−1]
such that for any w1, . . . , wk ∈ E,

dkY(w1, . . . , wk) =

Pk
(
h(Y), h′(Y), . . . , h(k−1)(Y)

) k∏
i=1

∫
wi. (2)

Proof. Differentiating with respect to g the defining rela-
tion Y(g)′ = g · h(Y(g)) (mod tn) leads to

[dgY(w)]′ = w · h(Y(g)) + g · h′(Y(g)) · dgY(w),

which is a first-order inhomogeneous linear differential equa-
tion in dgY(w). The initial condition dgY(w)(0) = 0 deter-
mines a unique solution, namely h(Y(g))

∫
w.

The second claim follows by induction. Equation (2) holds
for k = 1 with P1 = u0; differentiating it leads to the
recurrence relation

Pk+1(u0, . . . , uk) = u0

k−1∑
i=0

∂P

∂ui
ui+1.

The space F is endowed with the maximum norm in the
monomial basis, denoted ‖ · ‖F . In particular, an element u
of F has integer coefficients if and only if ‖u‖F 6 1. The
space E is endowed with the norm

‖u‖E
def
=
∥∥∫ u∥∥

F
.

Let ‖dkgY‖ denote the operator norm of dkgY, that is

‖dkgY‖ = sup
{
‖dkgY(w1, . . . , wk)‖F

∣∣∣ ‖ ∫ wi‖F 6 1
}
. (3)

Lemma 7. ‖dkgY‖ 6 1, for any k > 1.

Proof. Since h and Y(g) have integer coefficients, this follows
easily from Lemma 6 and Equation (3).

Proposition 8. For any ε 6 1
p

(or ε 6 1
4

for p = 2),

Y(g +Bε) = Y(g) + dgY(Bε),

where Bε = {w ∈ E : ‖w‖E 6 ε}.

Proof. We apply the result of Caruso, Roe, and Vaccon
(2014, Corollary 3.16). Using their notations, we can use
C = 1 because the closed ball of radius 1 in F (that is
the set of elements with integer coefficients) is included
in dgY(B1): Indeed for any u ∈ F we have dgY ((u/Y(g))′) =
u, and if ‖u‖F 6 1 then ‖(u/Y(g))′‖E = ‖(u/Y(g))‖F 6 1,
because u and Y(g) have integer coefficients.

For k > 2, let Mk denote ‖ 1
k!

dkgY‖. By Lemma 7, this

is simply | 1
k!
|. Corollary 3.16 (ibid.), with ρ = 1 in their

notations, implies that Y(g +Bε) = Y(g) + dgY(Bε) as long
as ε satisfies

ε < exp

(
inf
k>2

− logMk

k − 1

)
= inf
k>2

p−
vp(k!)

k−1 .

Let A denote the right-hand side.Legendre’s formula for the p-
adic valuation of k! shows that vp(k!) 6 k

p−1
. Therefore A >

p−2/(p−1). For p > 5, this bound gives A > 1
p
, which proves

the claim. For p = 3, we have

A > min

(
3−v3(2!), inf

k>3
3−

v3(k!)
k−1

)
> min

(
1, 3−

3
4

)
> 3−1,

and for p = 2, we have

A > min

(
2−v2(2!), inf

k>3
2−

v2(k!)
k−1

)
> min

(
2−1, 2−

3
2

)
> 2−2,

which concludes the proof.



Figure 1. Timings in seconds, measured on a laptop, of
Algorithm 1 run at precision λold (upper curve) and λnew

(lower curve) in order to compute an approximation mod-
ulo (5, t4m+1) of the solution of Equation (4).

20 000 40 000 60 000 80 000 100 000
m

20

40

60

80

Proof of Proposition 4. Let ε = p−κ. The norm of an el-
ement v ∈ F is given by p−λ where λ is the largest inte-
ger such that v = 0 (mod pλ). Since h(Y(g)) is invertible
modulo (pλ, tn+1), for any λ > 0, this shows that ‖v‖F =
‖h(Y(g))v‖F for any v ∈ F . Therefore, with Lemma 6 and
the definition of the norms,

dgY(Bε) = {v ∈ F | v = 0 mod pκ} .

Moreover, Bε =
{
u ∈ E

∣∣ ∫ u = 0 mod pκ
}

, and Proposi-
tion 4 now appears as a rewording of Proposition 8.

4. EXPERIMENTS
Let us consider the differential equation

y′ =

√
1 + 1

4
m2y2 +m6y6

1 + 1
4
t2 + t6

, y(0) = 0, (4)

inspired from algorithms for computing isogenies (Bostan
et al. 2008; Lercier and Sirvent 2008). Using an imple-
mentation in Magma (Bosma, Cannon, and Playoust 1997)
of Algorithm 1, we computed the power series expansion
of y (mod 5, t4m+1) for several m. We compared (Figure 1)
the CPU time spent on the computation when using on
the one hand the precision λnew = 1 + blog5(4m)c, fol-
lowing Theorem 5, and using on the other hand the pre-
cision λold = 1 + µ(4m) = O(log(m)2) found by a straight-
forward precision analysis — see the discussion in §2 for the
definition of µ. For example, with m = 104281, we com-
pute λold = 72 and λnew = 9. The number of arithmetic
operations performed does not depend on the precision λ,
only on m, but the number of bit operations does since the
base ring for the computation is Z/5λZ. Thus, the expected
speedup is λold/λnew, which is close to what we observed
(Figure 2). The implementation is available at

https://gist.github.com/lairez/d648b0d7b5392d0fef74

Figure 2. Practical speedup obtained with the new preci-
sion analysis compared with the theoretical improvement
(m-axis in logarithmic scale).
(�) ratio λold/λnew; (•) actual speedup.
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(2005). “From Newton sums to coefficients: complexity
issues in characteristic p”. In: Proceedings of the 8th in-
ternational symposium on effective methods in algebraic
geometry. MEGA 2005 (Porto Conte, Italy).

A. Bostan, F. Morain, B. Salvy, and É. Schost (2008). “Fast
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