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# ON SARNAK'S CONJECTURE AND VEECH'S QUESTION FOR INTERVAL EXCHANGES 

SÉBASTIEN FERENCZI AND CHRISTIAN MAUDUIT


#### Abstract

Using a criterion due to Bourgain [10] and the generalization of the self-dual induction defined in [18], for each primitive permutation we build a large family of $k$-interval exchanges satisfying Sarnak's conjecture, and, for at least one permutation in each Rauzy class, smaller families for which we have weak mixing, which implies a prime number theorem, and simplicity in the sense of Veech.


## 1. Introduction

Interval exchanges were originally introduced by Oseledec [44], following an idea of Arnold [3] (see also Katok and Stepin [35]). An exchange of $k$ intervals, denoted throughout this paper by $\mathcal{I}$, is given by a probability vector of $k$ lengths together with a permutation $\pi$ on $k$ letters. The unit interval is partitioned into $k$ subintervals of lengths $\alpha_{1}, \ldots, \alpha_{k}$ which are rearranged by $\mathcal{I}$ according to $\pi$.

The history of interval exchanges is made of big questions. The question whether almost every $k$-interval exchange is (measure-theoretically) weakly mixing, for every given $\pi$ not satisfying $i \equiv \pi i+j \bmod k$ for some $j$ and all $1 \leq i \leq k$, was open for twenty years before being solved by Avila and Forni [5]. Veech asked whether almost every interval exchange is simple [50], which is again a measure-theoretic property, and this has now been open for more than thirty years. Recently Sarnak [46] stated a conjecture on the orthogonality of the Möbius function with any sequence produced by a dynamical system of zero topological entropy. This class includes interval exchanges, or rather any topological model which makes the transformation continuous: we shall use the associated symbolic systems through the natural coding.

The aim of this note is to build explicitly (i.e. with an explicit algorithm) examples of interval exchanges satisfying these properties. Even for the weak mixing, explicit constructions (as opposed to existence theorems) are scarce: the only weakly mixing $k$-interval exchanges we have been able to find in the literature are for the symmetric permutation $\pi i=k+1-i$ and $k=3$ [35][22], $k=4$ [25][47], and $k=5,6$ [47], while Theorem 13 of [16] gives a construction for every value of $k$; for permutations outside the hyperelliptic Rauzy class, the only examples are in Theorem 4.3 of [18] (for all even $k \geq 6$ ).

The situation is much worse for the very difficult question of simplicity: after a pioneering, but atypical, family of examples by del Junco [32] for $k=3$, with the stronger property of minimal self-joinings, the only examples which are simple and rigid (rigidity is a typical property for interval exchanges, and excludes minimal self-joinings) appear for $k=3$ [23] and $k=4$ [25]. For
larger values of $k$ not even an existence theorem appears in the literature.
As for Sarnak's conjecture, it came later. For exchanges of two intervals, which are just rotations, it follows from the Prime Number Theorem [30] [49] when the rotation is rational and from a result of Davenport [12] (using a result of Vinogradov [53]) when the rotation is irrational. In the last five years, many other examples of sequences or dynamical systems verifying Sarnak's conjecture have been given: the Thue-Morse sequence [34, 31][1][42], translations on a compact nilmanifold [29], the horocycle flow [11], several classes of distal homogeneous flows [39], RudinShapiro sequences [43], some classes of extensions of rotations on the torus [38].

For exchanges of more than two intervals, Bourgain remarks in [10] that, for uniquely ergodic systems, minimal self-joinings for the invariant measure imply Sarnak's conjecture through a property of spectral disjointness, hence Del Junco's examples do satisfy it. Then Bourgain proves that it is satisfied also by a large class of 3-interval exchanges, including all the examples of [22][23]. Bourgain's results use the self-dual induction defined for 3-interval exchanges in [20][21][22]. The examples in [25][16][18] are built by this technique, which was generalized beyond $k=3$ in [24][18], though it cannot be called self-dual outside the hyperellliptic Rauzy class (the authors of [13] call it the Ferenczi-Zamboni induction). Thus it is not surprising, and easy to prove, that all those examples satisfy the conditions which imply Theorem 3 of [10], and thus Sarnak's conjecture, with a prime numbers theorem whenever they are uniquely ergodic and weakly mixing.

In the present paper we show that a criterion deduced from [10] applies to a large family of constructions of $k$-interval exchanges built by the self-dual induction and its generalization, for all $k$, for at least one permutation (called standard) in every Rauzy class. Then we build two different families of examples which are uniquely ergodic and satisfy Sarnak's conjecture, using techniques of finite rank in one case, rank one in the other. The three families of examples mentioned so far can be lifted to every primitive permutation by an inverse of the Rauzy induction. Then, for standard permutations, we build smaller subfamilies with weak mixing and thus a prime number theorem by Bourgain's criterion. In the case of rank one, we get also simplicity and rigidity, by isomorphism with a variant of del Junco-Rudolph's map [33] as in [23][25]. Thus not only we build the first explicit weakly mixing examples in every Rauzy class, but also we prove that there are interval exchanges answering positively to Veech's question for more than four intervals, and outside the hyperelliptic Rauzy class. The existence of such examples and a fortiori explicit constructions were not known previously.
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## 2. DEFINITIONS AND NOTATIONS

2.1. Interval exchanges. Throughout the paper, intervals are semi-open as $[a, b[$. For any question about interval exchanges, we refer the reader to the surveys [52][54][17].

Definition 2.1. $\boldsymbol{A} k$-interval exchange $\mathcal{I}$ with probability vector $\left(\alpha_{1}, \alpha_{2}, \ldots, \alpha_{k}\right)$, and permutation $\pi$ is defined by

$$
\mathcal{I} x=x+\sum_{\pi^{-1}(j)<\pi^{-1}(i)} \alpha_{j}-\sum_{j<i} \alpha_{j} .
$$

when $x$ is in the interval

$$
\Delta_{i}=\left[\sum_{j<i} \alpha_{j}, \sum_{j \leq i} \alpha_{j}[\right.
$$

We denote by $\beta_{i}, 1 \leq i \leq k-1$, the $i$-th discontinuity of $\mathcal{I}^{-1}$, namely $\beta_{i}=\sum_{\pi^{-1}(j) \leq \pi^{-1}(i)} \alpha_{j}$, while $\gamma_{i}$ is the $i$-th discontinuity of $\mathcal{I}$, namely $\gamma_{i}=\sum_{j \leq i} \alpha_{j}$, we define also $\gamma_{0}=0, \gamma_{k}=1$. Then $\Delta_{i}$ is the interval $\left[\gamma_{i-1}, \gamma_{i}[\right.$ if $1 \leq i \leq k$.

Warning: roughly half the texts on interval exchanges re-order the subintervals by $\pi^{-1}$; the present definition corresponds to the following ordering of the $\mathcal{I} \Delta_{i}$ : from left to right, $\mathcal{I} \Delta_{\pi(1)}, \ldots \mathcal{I} \Delta_{\pi(k)}$.
Definition 2.2. A $k$-interval exchange $\mathcal{I}$ has alternate discontinuities if $\beta_{1}<\gamma_{1}<\ldots, \beta_{k-1}<$ $\gamma_{k-1}$.

Definition 2.3. A $k$-interval exchange $\mathcal{I}$ satisfies the infinite distinct orbit condition or i.d.o.c. of Keane [36] if the $k-1$ negative orbits $\left\{\mathcal{I}^{-n} \gamma_{i}, n \geq 0\right\}, 1 \leq i \leq k-1$, of the discontinuities of $\mathcal{I}$ are infinite disjoint sets.

As is proved in [36], the i.d.o.c. condition implies that $\mathcal{I}$ has no periodic orbit and is minimal: every orbit is dense. The permutation $\pi$ is primitive (or irreducible) if $\pi(\{1, \ldots j\}) \neq\{1, \ldots j\}$ for every $1 \leq j \leq k-1$; in this case, the i.d.o.c. condition is (strictly) weaker than the total irrationality, where the only rational relation satisfied by $\alpha_{i}, 1 \leq i \leq k$, is $\sum_{i=1}^{k} \alpha_{i}=1$ (see [52]).

Definition 2.4. For every point $x$ in $\left[0,1\left[\right.\right.$, its trajectory is the infinite sequence $\left(x_{n}\right)_{n \in \mathbb{N}}$ defined by $x_{n}=i$ if $\mathcal{I}^{n} x$ falls into $\Delta_{i}, 1 \leq i \leq k$.

Definition 2.5. The induced map of a map $T$ on a set $Y$ is the map $y \rightarrow T^{r(y)} y$ where, for $y \in Y$, $r(y)$ is the smallest $r \geq 1$ such that $T^{r} y$ is in $Y$ (in all cases considered in this paper, $r(y)$ is finite).
Definition 2.6. The Rauzy induction [45] associates to a $k$ interval exchange $\mathcal{I}$, with probability vector $\alpha$ and primitive permutation $\pi$, its induced map on $\left[0, \beta_{k-1} \vee \gamma_{k-1}[\right.$, which is a $k$-interval exchange $\mathcal{I}^{\prime}$, with probability vector $\alpha^{\prime}$ and primitive permutation $\pi^{\prime}$. The set of possible $\pi^{\prime}$ which can be reached from $\pi$ by iterations of the Rauzy induction is the Rauzy class of $\pi$.

The link between Rauzy classes and connected components of strata in the moduli space of abelian differentials is described in [37][55]. The hyperelliptic Rauzy class is the class which contains the symmetric permutation $\pi i=k+1-i, 1 \leq i \leq k$. The Rauzy induction will be used in Section 6. Propositions 2.1 and 2.2 below sum up what we need to know about it, and can be found either in the original text [45] or in the surveys [52] [54].

Proposition 2.1. (Rauzy [45]) Each Rauzy class contains a standard permutation, that is a permutation such that $\pi 1=k$ and $\pi k=1$.
If $\pi$ and $\pi^{\prime}$ are two primitive permutations in the same Rauzy class, for any i.d.o.c. interval exchange $\mathcal{I}$ with permutation $\pi$, there exists an i.d.o.c. interval exchange $\mathcal{I}^{\prime}$ with permutation $\pi^{\prime}$ and an integer $p$ smaller than the cardinality of the Rauzy class such that $\mathcal{I}$ is reached from $\mathcal{I}^{\prime}$ by applying the Rauzy induction $p$ times.
2.2. Symbolic dynamics. We look at finite words on a finite alphabet $\mathcal{A}=\{1, \ldots k\}$. A word $w_{1} \cdots w_{t}$ has length $|w|=t$ (not to be confused with the length of a corresponding interval). The empty word is the unique word of length 0 . The concatenation of two words $w$ and $w^{\prime}$ is denoted by $w w^{\prime}$. A word $w=w_{1} \cdots w_{t}$ appears at place $i$ in a word $v=v_{1} \cdots v_{s}$ or an infinite sequence $v=v_{1} v_{2} \ldots$ if $w_{1}=v_{i} \ldots, w_{t}=v_{i+t-1}$, we say that $w$ is a factor of $v$.

Definition 2.7. The symbolic dynamical system defined by an interval exchange $\mathcal{I}$ is the one-sided shift $S\left(x_{0} x_{1} x_{2} \cdots\right)=x_{1} x_{2} \cdots$ on the subset $X_{L}$ of $\mathcal{A}^{\mathbb{N}}$ made with the infinite sequences such that for every $t<s, x_{t} \cdots x_{s}$ is a factor of a trajectory of $\mathcal{I}$.

Definition 2.8. A topological dynamical system is uniquely ergodic if it admits only one invariant probability measure.

The Rauzy induction has a nice symbolic translation:
Proposition 2.2. (Rauzy [45]) If $\mathcal{J}$ is the Rauzy induced map of $\mathcal{I}$, each trajectory of $\mathcal{I}$ is the image of a trajectory of $\mathcal{J}$ by an application of the form $x_{0} x_{1} x_{2} \ldots \rightarrow \phi\left(x_{0}\right) \phi\left(x_{1}\right) \phi\left(x_{2}\right) \ldots$ where, for $1 \leq i \leq k, \phi(i)$ is a word of length 1 or 2 .

### 2.3. Veech's question.

Definition 2.9. $(X, T, \mu)$ is ergodic if the only invariant functions for the operator $f \circ T$ in $\mathcal{L}^{2}(X, \mathbb{R} / \mathbb{Z})$ are the constants. $(X, T, \mu)$ is weakly mixing if it is ergodic and that operator has no nonzero eigenvalue (denoted additively, $f \circ T=f+\zeta$ ).

Definition 2.10. A self-joining (of order two) of a system ( $X, T, \mu$ ) is any measure $\nu$ on $X \times X$, invariant under $T \times T$, for which both marginals are $\mu$. An ergodic system $(X, T, \mu)$ is simple (of order two) if any ergodic self-joining of order two $\nu$ is either the product measure $\mu \times \mu$ or a measure defined by $\nu(A \times B)=\mu\left(A \cap U^{-1} B\right)$ for some measurable transformation $U$ commuting with $T$.

Definition 2.11. $(X, T, \mu)$ is rigid if there exists a sequence $s_{n} \rightarrow \infty$ such that for any measurable set $A \mu\left(T^{s_{n}} A \Delta A\right) \rightarrow 0$.

In 1982, Veech asked the following question (4.9 of [50]):
Question (Veech): Are almost all interval exchange transformations simple?
Here "almost all" means for Lebesgue-almost every vector $\alpha$, for every given permutation $\pi$. Veech remarked also that almost all interval exchanges are rigid, thus simple non-rigid examples, as those of del Junco mentioned in the introduction, are not relevant to his question.

### 2.4. Rokhlin towers.

Definition 2.12. In $(X, T)$, a Rokhlin tower is a collection of disjoint measurable sets called levels $F, T F, \ldots, T^{h-1} F$. If $X$ is equipped with a partition $P$ such that each level $T^{r} F$ is contained in one atom $P_{w(r)}$, the name of the tower is the word $w(0) \ldots w(h-1)$.

Definition 2.13. A system $(X, T, \mu)$ is of rank one if there exists a sequence of Rokhlin towers such that the whole $\sigma$-algebra is generated by the partitions $\left\{F_{n}, T F_{n}, \ldots, T^{h_{n}-1} F_{n}, X \backslash . \cup_{j=0}^{h_{n}-1} T^{j} F_{n}\right\}$.

When we have the same result but with $R$ sequences of Rokhlin towers, the system is of finite rank; the rank is $R$ if the above is true for $R$ sequences but not for $R-1$ sequences, see [14] for more details.

For topological systems, there is no canonical notion of rank, but the useful notion is that of adic presentation [51], which we translate here from the original vocabulary into the one of Rokhlin towers.

Definition 2.14. An adic presentation of a topological system $(X, T)$ is given by, for each $n \geq 0$, a finite collection $\mathcal{Z}_{n}$ of Rokhlin towers, such that

- the levels of the towers in $\mathcal{Z}_{n}$ partition $X$,
- each level of a tower in $\mathcal{Z}_{n}$ is a union of levels of towers in $\mathcal{Z}_{n+1}$,
- the levels of the towers in $\cup_{n \geq 0} \mathcal{Z}_{n}$ form a basis of the topology of $X$.

In that case, the towers of $\mathcal{Z}_{n+1}$ are built from the towers of $\mathcal{Z}_{n}$ by cutting and stacking, following recursion rules: a given tower in $\mathcal{Z}_{n+1}$ can be build by taking columns of successive towers in $\mathcal{Z}_{n}$ and stacking them successively one above another. Thus, for a partition $P$ whose atoms are unions of levels of the towers in $\mathcal{Z}_{0}$, the names of the towers in $\mathcal{Z}_{n+1}$ are concatenations of names of towers in $\mathcal{Z}_{n}$, of the form $Z=Z_{1} \cdots Z_{q}$; we always choose to write the unique decomposition corresponding to the construction of the towers. If the $\# \mathcal{Z}_{n}$ are bounded, then the system (equipped with an invariant measure) is of finite rank, with the additional property that, because of the first condition from Definition 2.14, the towers fill all the space (and not only up to a measure zero set).
2.5. The self-dual induction and its generalization. Ferenczi and Zamboni defined in [24] the self-dual induction for the symmetric permutation $\pi i=k+1-i$, and a geometric interpretation was provided in [13]. It was generalized by Ferenczi to all permutations in [18], with geometric interpretation in [19]. Here we sum up the results we shall use; they do not require the knowledge of the whole theory as the examples we shall build are particular cases where the method of [13] applies.

Starting from an interval exchange $\mathcal{I}$, satisfying the i.d.o.c. condition and with alternate discontinuities, the induction builds families of disjoint intervals $E_{i, n}=\left[\beta_{i}-l_{i, n}, \beta_{i}+r_{i, n}[, 1 \leq i \leq k-1\right.$, such that $E_{i, n}$ contains the discontinuity $\beta_{i}$, and converges to it when $n$ tends to infinity. At a given stage, the induced map $S_{n}$ of $\mathcal{I}$ is described by either a combinatorial [24][18] or a geometric [13][19] object, or else by train-track equalities [18][19] between the parameters $l_{i, n}$ and $r_{i, n}$. These objects constitute the states of the induction; they allow us to know, for all $i$ in a nonempty subset $H_{n}$ of $\{1, \ldots k-1\}$ (determined by the description of the map $S_{n}$ ), the point $\gamma\left(E_{i, n}\right)$ which is defined to be the first (in the increasing order of $m$ ) point $\mathcal{I}^{-m} \gamma_{i}$ which falls in the interior of $E_{i, n}$; the i.d.o.c. condition implies that $\gamma\left(E_{i, n}\right) \neq \beta_{i}$. Then for all $i$ in $H_{n}$ we define a choice $c_{n}(i)$ to be + if $\gamma\left(E_{i, n}\right)$ is left of $\beta_{i}$, - if $\gamma\left(E_{i, n}\right)$ is right of $\beta_{i} ; c_{n}(i)$ can be computed from the $l_{i, n}$ and $r_{i, n}$. For any nonempty subset $F_{n}$ of $H_{n}$, the induction with decision $F_{n}$ creates the new subintervals $E_{i, n+1}$, where

- if $i$ is not in $F_{n}, E_{i, n+1}=E_{i, n}$,
- if $i$ is in $F_{n}$ and $c_{n}(i)=+, E_{i, n+1}=E_{i, n} \cap\left[\gamma\left(E_{i, n}\right), 1[\right.$,
- if $i$ is in $F_{n}$ and $c_{n}(i)=-, E_{i, n+1}=E_{i, n} \cap\left[0, \gamma\left(E_{i, n}\right)[\right.$.

These in turn define a new set $H_{n+1}$ (which is not related in a simple way with $H_{n}$ ) and a description of the new $S_{n+1}$, which allow to iterate the process.

The result which allows us to use this induction to build examples is Theorem 2.28 of [18]: any sequence of choices $c_{n}$ and decisions $F_{n}$ satisfying compatibility conditions ( $c_{n}$ must be compatible with the description of $S_{n}$ determined by the previous choices, the new subintervals created by $c_{n}$ must have positive length for at least one set of parameters $l_{i, n}$ and $r_{i, n}$ satisfying the train-track equalities at stage $n, F_{n}$ is included in the $H_{n}$ determined by the previous choices, $c_{n+1}=c_{n}$ outside of $F_{n}$ ) and such that for any $i$ in $\{1, \ldots k-1\}, i$ is in $F_{n}$ with $c_{n}(i)=+$ for infinitely many $n, i$ is in $F_{n}$ with $c_{n}(i)=-$ for infinitely many $n$, defines at least one interval exchange which generates it through the induction. This interval exchange satisfies the i.d.o.c. condition. Then it can be studied by Proposition 2.24 of [18], which states that we can build sets $\mathcal{Z}_{n}$ of $2 k-2$ Rokhlin towers, which form an adic presentation of the system in the sense of Definition 2.14 above, and whose names (for the partition $\left\{\Delta_{1}, \ldots, \Delta_{k}\right\}$ ) have concatenation rules expressed in Proposition 2.21 of [18]; the Rokhlin towers are, up to some technical modification, those created naturally by the induced map $S_{n}$.

Here we are interested in some particular cases, namely when the train-track equalities are of the form $l_{i}+r_{i}=r_{m(i)}+l_{p(i)}, 1 \leq i \leq k-1$, for two bijective maps $m$ and $p$; in that case we say the induction is in a binary state. In a binary state, the set $H$ is $\{1, \ldots, k-1\}$, the point $\gamma\left(E_{i}\right)$ used above is the point $\beta_{i}-l_{i}+r_{m(i)}=\beta_{i}+r_{i}-l_{p(i)}$; the families of names of towers can be denoted by $M_{i, m(i)}$ and $P_{i, p(i)}, 1 \leq i \leq k-1$.

Indeed, we want that the induction always stays in binary states; in [24] and [13] it is shown that we can choose decisions to ensure this property, (always under the condition of alternate discontinuities, ultimately in general) for any interval exchange such that the permutation $\pi$ is in the hyperelliptic Rauzy class, but that it is not true in general outside that class. However, if $\pi$ is standard, with the condition of alternate discontinuities, the initial state is binary. Then a sufficient (and indeed necessary) condition for the induction with choice $c$ and decision $F$, starting from a binary state, to lead to a new binary state, is that the induction is made on disjoint unions of circuits (equivalently, of staircases in the terminology of [13]):
Definition 2.15. An induction on the $M$ circuit containing $i$ is defined by any choice such that $c(i)=c(m(i))=\ldots=c\left(m^{s-1}(i)\right)=-$ and by the decision $F$ made with $i, m(i), \ldots, m^{s-1}(i)$ for a minimal s such that $m^{s}(i)=i$.
An induction on the $P$ circuit containing $i$ is defined by any choice such that $c(i)=c(p(i))=$ $\ldots=c\left(p^{s-1}(i)\right)=+$ and the decision $F$ made with $i, p(i), \ldots, p^{s-1}(i)$, for a minimal $s$ such that $p^{s}(i)=i$.
An induction on a disjoint union of circuits is made by successive inductions on each circuit, in any order.

It is a direct consequence of Proposition 2.17 in [18], which uses the cumbersome machinery of the general theory, but it could also be proved by the simpler techniques of Proposition 2.4 of [24], that, when we start from a binary state $G$, with names $M$ and $P$, one induction on a circuit creates nonempty subintervals, and leads to another binary state, with names $M^{\prime}$ and $P^{\prime}$ built by Proposition 2.21 of [18], which in that case have a simpler form, similar to the names built by Theorem 2.8 of [24], namely

- if $i$ is not in $F, M_{m^{-1}(i), i}^{\prime}=M_{m^{-1}(i), i}, P_{p^{-1}(i), i}^{\prime}=P_{p^{-1}(i), i}$,
- if $i$ is in $F_{n}$ and $c_{n}(i)=+, M_{m^{-1}(i), p(i)}^{\prime}=M_{m^{-1}(i), i} P_{i, p(i)}, P_{p^{-1}(i), i}^{\prime}=P_{p^{-1}(i), i}$,
- if $i$ is in $F_{n}$ and $c_{n}(i)=-, M_{m^{-1}(i), i}^{\prime}=M_{m^{-1}(i), i}, P_{p^{-1}(i), m(i)}^{\prime}=P_{p^{-1}(i), i} M_{i, m(i)}$.

These formulas give us also the $m^{\prime}$ and $p^{\prime}$; as a consequence, the same cycle appears again in the new state. Thus we can make several consecutive inductions on a given circuit; moreover, if from $G$ we make $s$ successive inductions on an $M$ circuit where $s$ is the length of the cycle, then we arrive at $G$ (with the same train-track equalities and bijections $m, p$ ), and at the end the new names have the form $M_{i, j}^{\prime}=M_{i, j}, P_{i, j}^{\prime}=P_{i, j} M_{j, m(j)} \cdots M_{m^{s-1}(j), j}$, and mutatis mutandis for a $P$ circuit.

For a standard permutation $\pi$, with the condition of alternate discontinuities, in the initial state of the constructions we are in a binary state $G_{0}$. The bijections $p$ and $m$ are retrieved from the knowledge of the initial names, namely $M_{\pi i, i-1,0}=i-1, P_{\pi i, i, 0}=i, 2 \leq i \leq k-1, M_{1, k-1,0}=k-1$, $P_{1,1,0}=k 1$ (note that $k 1$ is a word of two symbols, not a typographical error).

## 3. Sarnak's conjecture and Bourgain's criterion

We denote by $\mu$ the Möbius function, defined by $\mu(1)=1, \mu\left(p_{1} \ldots p_{s}\right)=(-1)^{s}$ if $p_{1}, \ldots, p_{s}$ are distinct prime numbers and $\mu(n)=0$ if $n$ is divisible by the square of a prime number.
Definition 3.1. A sequence $\mathbf{u}=(u(n))_{n \in \mathbb{N}}$ of complex numbers of modulus less than 1 is (asymptotically) orthogonal to the Möbius function if $\sum_{n \leq x} \mu(n) u(n)=o(x)$.
Definition 3.2. Let $X$ be a compact metric space, $T$ be a continuous transformation of $X$ and $(X, T)$ the associated dynamical system. A sequence $\mathbf{u}=(u(n))_{n \in \mathbb{N}}$ of elements of $X$ is produced by $(X, T)$ if there exist $x_{0} \in X$ and $f$ continuous on $X$ such that for any $n$ in $\mathbb{N}$, we have $u(n)=f\left(T^{n}\left(x_{0}\right)\right)$.

Conjecture (Sarnak): Any bounded sequence of complex numbers produced by a zero topological entropy dynamical system is orthogonal to the Möbius function.

We want to test this conjecture for an interval exchange $\mathcal{I}$, where the topological model we choose is the symbolic dynamical system of Definition 2.7 above. All the results quoted in the introduction are valid for this model; note that this model is not always uniquely ergodic, but Sarnak's conjecture does not require that property.
3.1. Bourgain's criterion. The following result is not completely explicit in [10], as it is stated only in a particular case, as Theorem 3, and its proof is understated; here we give a general result and explain how to deduce it from [10]:
Theorem 3.1. For every positive integer $K$ there exists a constant $C(K)$ such that Sarnak's conjecture is satisfied by any topological dynamical system $(X, T)$ admitting an adic presentation as in Defintion 2.14 such that, if the names (for some partition whose atoms are union of levels of the towers in $\mathcal{Z}_{0}$ ) of the towers in $\mathcal{Z}_{n}$ form sets of words $\mathcal{W}_{n}$, every $W \in \mathcal{W}_{n}$ has a canonical decomposition (deduced from the construction of the towers) of the form

$$
W=W_{1}^{k_{1}} \cdots W_{r}^{k_{r}}
$$

for $r \leq K$ words $W_{i}, 1 \leq i \leq r$ in $\mathcal{W}_{n-1}$, integers $k_{1}, \ldots, k_{r}$, all depending on $W$, and for any $W$ in $\mathcal{W}_{n}$ and any $s \leq n$, if we decompose $W$ into words $W_{l}$ in $\mathcal{W}_{n-s}$ by iteration of the above formula, then for all $l$ we have $|W|>\beta(s)\left|W_{l}\right|$, for s large enough and some function $\beta(s)>C(K)^{s}$.

If such a system is uniquely ergodic, and weakly mixing for its invariant probability, it satisfies also a prime number theorem for any word $W=w_{1} \ldots w_{N}$ which is a factor of a word in any $\mathcal{W}_{n}$, namely

$$
\sum_{i=1}^{N} \Lambda(i) w_{i}=\sum_{i=1}^{N} w_{i}+o(N)
$$

where $\Lambda$ is the von Mangoldt function defined by $\Lambda(n)=\ln p$ if $n=p^{k}$, p prime and $k \geq 1$, $\Lambda(n)=0$ otherwise.

## Proof

Theorem 2 of [10], together with the Remark at the beginning of Section 2, page 119 in that paper, gives, for any word $w_{1} \cdots w_{N}$ in some $\mathcal{W}_{m}$ and $N$ large enough, an estimate for

$$
\int\left|\sum_{1}^{N} w_{n} e(n \theta)\right|\left|\sum_{1}^{N} \mu(n) e(n \theta)\right| d \theta
$$

and this, through the relation 1.62 on p. 118, implies that $\sum_{1}^{N} w_{n} \mu(n)=o(N)$, Note that the assumption in [10] that the words $W_{n}$ are on the alphabet $\{0,1\}$ is not used in the proof, which works for any finite alphabet, while the condition $\beta(s)>C_{0} s$ written in p .119 of [10] is a misprint for $\beta(s)>C_{0}^{s}$, corrected in Theorem 3.1 above.

Now, if we replace $w_{n}$ by $u(n)=f\left(T^{n}\left(x_{0}\right)\right)$, because of Definition 2.14 above we can first assume that $f$ is constant on all levels of the towers of some stage $m$, and then conclude by approximation. Such an $f$ is also constant on all levels of all towers at stages $q>m$; fixing $x_{0}$ and $N$, except for some initial values $u(1)$ to $u\left(N_{0}\right)$ where $N_{0}$ is much smaller than $N$, we can replace $u(n)$ by $w_{n}^{\prime}$, where $w_{n}^{\prime}$ is the value of $f$ on the $n$-th level of some tower with name $W$ in some $\mathcal{W}_{q}$ for $q \geq m$. Then the $w_{1}^{\prime} \cdots w_{N}^{\prime}$ are built by the same induction rules as the $w_{1} \cdots w_{N}$, and the estimates using the $w_{n}^{\prime}$ are computed as those using the $w_{n}$ in the proof of Theorem 2 of [10], thus we get the same result.

The prime number theorem is in (3.4), (3.7), (3.14) of [10] ((3.14) is proved for the particular case of 3 -interval exchanges but holds in the same way for the more general case).

The orthogonality of an infinite sequence $\mathbf{w}=\left(w_{i}\right)_{i \in \mathbb{N}}$ with the Möbius function, namely $\sum_{i=1}^{N} \mu(i) w_{i}=o(N)$, does not imply the existence of a prime number theorem for the sequence $\mathbf{w}$, that is to say a control of the sums $\sum_{i=1}^{N} \Lambda(i) w_{i}$ (or $\sum_{i<N, i \text { prime }} w_{i}$ ). Much better qualitative estimates (e.g. for type II sums in the Vinogradov method) are usually needed to obtain a prime number theorem (see [48] for interesting comments on this question). Such examples of prime number theorems can be found in [42][29][28][9][39][40, 41][43]. Bourgain succeeded in obtaining such estimates, by using the Hardy-Littlewood method for all systems satisfying all the hypotheses of Theorem 3.1 above.

We remark that the paper [10] is apparently focused on rank one systems (see also [2] for some improvement on the rank one results). But indeed the hidden Theorem 3.1 above applies to a much wider class of systems, generally but not necessarily of finite rank, and even for some famous rank one systems this criterion works while the supposedly main Theorem 1 of [10] does not apply; this
will also be the case for the rank one systems we shall build in Section 5.
To show what Bourgain's criterion may mean, we look at the Sturmian symbolic systems defined by i.d.o.c. 2 -interval exchanges, aka irrational rotations. Then it can be deduced from [4], or reproved using Section 2.5 , that the system admits an adic presentation with sets $\mathcal{Z}_{n}$ consisting of two Rokhlin towers, with names (for the partition defined by the value of the first coordinate) form the set $\mathcal{W}_{n}=\left\{A_{n-1}, A_{n}\right\}$ with the recursion formula $A_{n+1}=A_{n}^{a_{n+1}} A_{n-1}$ if the angle of the rotation has a continued fraction expansion $\left[0, a_{1}+1, a_{2}, a_{3}, \ldots\right]$. As $\left|A_{n}\right|>\left|A_{n-1}\right|$ we get that Bourgain's criterion is satisfied if all the $a_{n}$, for $n$ large enough, are greater than $C(2)$; thus it applies to a class of rotations but falls short of proving the conjecture for all irrational rotations, by which it is known to be satisfied, as mentioned in the introduction.
3.2. Constructions. We shall now build examples using successive inductions on circuits as in Section 2.5. We fix a few notations.

A circuit is given by a cycle of $m$, resp. $p$, in a given state; we describe it formally as a succession of vertices $i, m(i), \ldots, m^{s-1}(i)$, resp. $i, p(i), \ldots, p^{s-1}(i)$ and edges $\mathcal{M}_{i, m(i)}, \ldots, \mathcal{M}_{m^{s-1}(i), i}$, resp. $\mathcal{P}_{i, p(i)}, \ldots, \mathcal{P}_{p^{s-1}(i), i}$ (these are indeed vertices and edges in some graphs defined in [18]). A given edge $\mathcal{P}_{i, j}$ or $\mathcal{M}_{i, j}$ may appear several times in a construction; the varying names $P_{i, j, n}$, resp. $M_{i, j, n}$, build recursively as in Section 2.5, are called the $n$-labels of the edges $\mathcal{P}_{i, j}$, resp. $\mathcal{M}_{i, j}$.

An $M$ circuit is denoted as $\mathcal{M}_{v}=\mathcal{M}_{i, m(i)}, \ldots, \mathcal{M}_{m^{s-1}(i), i}$, where $i$ is any of its vertices, and the numbering $v$ is partly arbitrary and may change according to our needs. Any concatenated name $M_{j, m(j), n} \cdots M_{m^{s-1}(j), j, n}$, for any vertex $j$, is called an $n$-label of $\mathcal{M}_{v}$, and all these $n$-labels have a common length denoted by $\left|M_{v, n}\right|$; if $M_{v, n}$ and $M_{v, n}^{\prime}$ are two different $n$-labels of the same circuit, any cycle $\left(M_{v, n}^{\prime}\right)^{q}$ contains $M_{v, n}^{q-1}$. We define similar notions for $P$ circuits. The $P$ circuit made with the single edge $\mathcal{P}_{1,1}$ is always numbered $\mathcal{P}_{1,1}$, and the $M$ circuit containing the vertex 1 is $\mathcal{M}_{1}$. The number of vertices of $\mathcal{M}_{v}$, resp. $\mathcal{P}_{u}$, is denoted by $s_{v}$, resp. $s_{u}^{\prime}$.

In state $G_{0}$ described in Section 2.5 for a given standard permutation $\pi$, all the edges $\mathcal{M}_{i, j}$, resp. $\mathcal{P}_{i, j}$, are partitioned in $r$ disjoint $M$ circuits, resp. $r^{\prime}$ disjoint $P$ circuits, denoted by $\mathcal{M}_{i_{t}, m\left(i_{t}\right)}, \ldots, \mathcal{M}_{m^{s_{t}-1}\left(i_{t}\right), i_{t}}, 1 \leq t \leq r, \mathcal{P}_{j_{t}, p\left(j_{t}\right)}, \ldots, \mathcal{P}_{p^{s_{t}^{\prime}-1}\left(j_{t}\right), j_{t}}, 1 \leq t \leq r^{\prime} ; r, r^{\prime}$ and the circuits depend on $\pi$; there are several possible choices for $i_{1}, \ldots, i_{r}, j_{1}, \ldots, j_{r^{\prime}}$, we fix one. There is a circuit $\mathcal{P}_{1,1}$; in Theorems 4.3 and 5.2 we shall use the fact that $\left|P_{1,1,0}\right|=2$ while $\left|M_{v, 0}\right|=s_{v}$ and $\left|P_{u, 0}\right|=s_{u}^{\prime}$ for the other circuits.

We can now build a large family of interval exchanges which satisfy Sarnak's conjecture (in a forthcoming paper, we shall show that it corresponds to a set of parameters of measure zero but positive Hausdorff dimension):

Theorem 3.2. Let $\pi$ be a standard permutation on $\{1, \ldots, k\}$. Any $k$-interval-exchange with permutation $\pi$, defined from state $G_{0}$ by a finite preliminary sequence of inductions leading to $G_{0}$, and then successively for each $n \geq 1$,

- $s_{t} q_{t, n}>0$ consecutive inductions on the $M$ circuit containing $i_{t}$, for each $1 \leq t \leq r$, in any order on $t$,
- $s_{t}^{\prime} q_{t, n}^{\prime}>0$ consecutive inductions on the $P$ circuit containing $j_{t}$, for each $1 \leq t \leq r^{\prime}$, in any order on $t$,
satisfies Bourgain's criterion and thus Sarnak's conjecture if there exists $N_{0}$ such that

$$
\min _{\substack{1 \leq t \leq r \\ 1 \leq t^{\prime} \leq r^{\prime} \\ n>N_{0}}}\left\{q_{t, n}, q_{t^{\prime}, n}^{\prime}\right\}>C(2 k-2) .
$$

## Proof

At the beginning of the runs of $s_{t} q_{t, n}$ inductions on $M$ circuits, we are in state $G_{0}$; the circuits have edges $\mathcal{P}_{i, j}$ whose labels we denote by $P_{i, j, n}, n \geq 1, \mathcal{M}_{i, j}$ whose labels we denote by $M_{i, j, n}, n \geq 1$. At the end of all these runs, we have $G_{0}$ again with the same $M$ edge labels, while the $P$ labels become

$$
\begin{aligned}
& \quad P_{j, p(j), n+1}=P_{j, p(j), n}\left(M_{p(j), m p(j), n} \ldots M_{m^{s_{t}-1} p(j), p(j), n}\right)^{q_{t, n}} \\
& \text { whenever } \quad p(j)=m^{l}\left(i_{t}\right) \quad \text { for some } \quad 0 \leq l \leq s_{t}-1,1 \leq t \leq r .
\end{aligned}
$$

Similarly, the runs of $s_{t}^{\prime} q_{t, n}^{\prime}$ inductions on $P$ circuits keep the $P$ labels, while the $M$ labels become

$$
M_{i, m(i), n+1}=M_{i, m(i), n}\left(P_{m(i), p m(i), n+1} \ldots P_{p^{s_{t}^{\prime}-1} m(i), m(i), n+1}\right)^{q_{t, n}^{\prime}}
$$

$$
\text { whenever } \quad m(i)=p^{l}\left(j_{t}\right) \quad \text { for some } \quad 0 \leq l \leq s_{t}^{\prime}-1,1 \leq t \leq r^{\prime} .
$$

By the remarks in Section 2.5, the system admits an adic presentation, where the set of names of the towers in $\mathcal{Z}_{2 n}$ is the set of all labels $M_{i, j, n-1}$ and $P_{i^{\prime}, j^{\prime}, n}$, while for $\mathcal{Z}_{2 n+1}$ it is the set of all labels $M_{i, j, n}$ and $P_{i^{\prime}, j^{\prime}, n}$. We split the towers further: for each tower of name $P_{i^{\prime}, j^{\prime}, n}$ in $\mathcal{Z}_{2 n}$ with $i^{\prime} \neq j^{\prime}$, we keep in the tower of name $P_{i^{\prime}, j^{\prime}, n}$ only the part corresponding to this $P_{i^{\prime}, j^{\prime}, n}$ which in the next stage of concatenation is isolated at the beginning of $P_{i^{\prime}, j^{\prime}, n+1}$, and stack all the other parts to form new towers whose names are all the $n$-labels of the $P$ circuits with at least two edges; for each tower of name $M_{i, j, n}$ in $\mathcal{Z}_{2 n+1}$ with $i \neq j$, we keep in the tower of name $M_{i, j, n}$ only the part corresponding to this $M_{i, j, n}$ which in the next stage of concatenation is isolated at the beginning of $M_{i, j, n+1}$, and stack all the other parts to form new towers whose names are all the $n$-labels of the $M$ circuits with at least two edges. We still have an adic presentation, but now we use the sets of names $\mathcal{W}_{2 n}$, made of all labels $M_{i, j, n-1}$, all labels $P_{i^{\prime}, j^{\prime}, n}$, and all the $n$-labels of all the $P$ circuits with at least two edges, while $\mathcal{W}_{2 n+1}$ is made of all labels $M_{i, j, n}$, all the $n$-labels of all the $M$ circuits with at least two edges, and all labels $P_{i^{\prime}, j^{\prime}, n}$. The concatenation formulas giving the decomposition of $M_{i, j, n}$ in $\mathcal{W}_{2 n+1}$ into words of $\mathcal{W}_{2 n}$ are the formulas computed above under the form $M_{i, j, n}=M_{i, j, n-1} P_{v, n}^{q_{t, n}^{\prime}}$, for some label of some circuit $P_{v}$, which is an edge label if the circuit has only one edge, while the new $n$-labels of the circuits are then written by concatenating these formulas; for $P_{i, j, n}$ in $\mathcal{W}_{2 n+1}$, we write just that it is equal to $P_{i, j, n}$ in $\mathcal{W}_{2 n}$; and mutatis mutandis for the decomposition of words in $\mathcal{W}_{2 n}$. Thus we generate the $\mathcal{W}_{n}$ by formulas as in Theorem 3.1 with $K \leq 2 k-2$ (the number $r$ is 2 for the new labels of edges, and up to $k-1$ of them are concatenated to make the new labels of circuits).

We check now the condition on lengths. Let $Q=\min _{\substack{1 \leq t \leq r \\ 1 \leq t^{\prime} \leq r^{\prime} \\ n>N_{0}}}\left\{q_{t, n}, q_{t^{\prime}, n}^{\prime}\right\}$; we look first at the $M$ words of $\mathcal{W}_{2 n+1}$ and suppose $2 n+1$ is larger than $2 N_{0}+1+s$. The word $M_{i, j, n}$ gets the decomposition $M_{i, j, n-1} P_{v, n}^{q_{, n}^{\prime}}$, thus its length is at least $Q\left|P_{v, n}\right|$. The circuit $\mathcal{P}_{v}$ has $j$ as one of its vertices, thus $P_{v, n}$ contains some label $P_{i^{\prime}, j, n}=P_{i^{\prime}, j, n-1} M_{u, n-1}^{q_{t, n-1}^{\prime}}$, and the circuit $\mathcal{M}_{u}$ contains the edge $\mathcal{M}_{i, j}$, thus $P_{v, n}$ is longer than $M_{i, j, n-1},\left|M_{i, j, n}\right|>Q\left|M_{i, j, n-1}\right|$, and $\left|M_{i, j, n}\right|>Q\left|W^{\prime}\right|$ for every $W^{\prime}$ in its decomposition into words of $\mathcal{W}_{2 n}$. Then we make the next step of the decomposition of $M_{i, j, n}$;
$M_{i, j, n-1}$ stays, and each edge label $P_{i^{\prime}, j^{\prime}, n}$ in the labels $P_{v, n}$ gets a decomposition $P_{i^{\prime}, j^{\prime}, n-1} M_{u, n-1}^{q_{t^{\prime}, n-1}}$, for some $M$ circuit. Each of these $M_{u, n-1}$ appears at least $Q^{2}$ times in the decomposition of $M_{i, j, n}$; we have just seen that $M_{i, j, n-1}$ is the label of an edge in one of these circuits, and thus shorter than some $M_{u, n-1}$. As for the $P_{i^{\prime}, j^{\prime}, n-1}$, the same reasoning as just above proves that each one is shorter than some $M_{u, n-1}$; thus $\left|M_{i, j, n}\right|>Q^{2}\left|W^{\prime}\right|$ for every $W^{\prime}$ in its decomposition into words of $\mathcal{W}_{2 n-1}$. Iterations of these computations give $\left|M_{i, j, n}\right|>Q^{s}\left|W^{\prime}\right|$ for every $W^{\prime}$ in its decomposition into words of $\mathcal{W}_{2 n+1-s}$. The same happens when we start from the $n$-labels of $M$ circuits. When we start from labels of $P$ edges in $\mathcal{W}_{2 n+1}$, then we begin by an equality with the same name in $\mathcal{W}_{2 n}$, and then the computation proceeds similarly at each stage, thus we get the same estimate with $Q^{s}$ replaced by $Q^{s-1}$; and mutatis mutandis if we start from names in $\mathcal{W}_{2 n}$.

Thus, if we take the set $\mathcal{W}_{2 N_{0}}$ as initial words instead of $\mathcal{W}_{0}$, we get always $\beta(s)>Q^{s-1}$, and we have the required condition for large $s$.

Note that we have used a finite rank property (see after Definition 2.13 above), with $2 k-2$ towers at each stage (the further splitting is just an auxiliary step), but this bound for the rank is not optimal. In contrast, the examples on $k=3$ intervals in [10] and $k=4$ intervals in [25] used a further induction on one interval, which reduces the number of towers, giving the optimal bound $k$ on the rank, but seems very difficult to generalize to a larger number of intervals.

## 4. Examples with comparable towers

To go further towards a prime number theorem we need unique ergodicity. The standard way to get it would be to ensure all the towers have comparable measures at each stage. However, in our constructions, the $M$ towers and the $P$ towers will not have comparable measures in general; we shall show that comparability inside each family is enough, but this requires a new nontrivial proof.

We need first the following lemma, which comes from the minimality of the system in any of our constructions.
Lemma 4.1. For any $1 \leq j \leq k-1$, let $\Xi_{0}(j)=j$, then $\Xi_{2 i+1}(j)$ is the set of all vertices of all $M$ circuits which have at least one vertex in $\Xi_{2 i}(j), i \geq 0, \Xi_{2 i+2}(j)$ is the set of all vertices of all $P$ circuits which have at least one vertex in $\Xi_{2 i+1}(j), i \geq 0$. Similarly we define the $\Xi_{i}^{\prime}(j)$ by $\Xi_{0}^{\prime}(j)=j$, then $\Xi_{2 i+1}^{\prime}(j)$ is the set of all vertices of all $P$ circuits which have at least one vertex in $\Xi_{2 i}^{\prime}(j), i \geq 0, \Xi_{2 i+2}^{\prime}(j)$ is the set of all vertices of all $M$ circuits which have at least one vertex in $\Xi_{2 i+1}(j), i \geq 0$.

Then there exists $L$ such that for all $i \geq L$ and every $1 \leq j \leq k-1, \Xi_{i}^{\prime}(j)=\Xi_{i}(j)=$ $\{1, \ldots, k-1\}$.

## Proof

For all $t$ large enough $\Xi_{t+1}(j)=\Xi_{t}(j)$; for such a $t, \Xi_{t}(j)$ is such that for all $i$ in $\Xi_{t}(j), p(i)$ and $m(i)$ are also in $\Xi_{t}(j)$, thus $\Xi_{t}(j)=\{1, \ldots, k-1\}$ (this can be checked on the definition of $G_{0}$, or comes from the fact that there exist minimal interval exchanges with initial state $G_{0}$ ), and similarly for the $\Xi^{\prime}$.

Here is now a still large family of uniquely ergodic interval exchanges satisfying Sarnak's conjecture. Note that here we use Rokhlin towers and finite rank but, in contrast with Section 5 below, not rank-one techniques; ergodicians who are not afraid of technicalities can verify that the following examples are of rank $k-1$.

Proposition 4.2. A $k$-interval-exchange defined as in Theorem 3.2 is uniquely ergodic if there exist a constant $z$ and two sequences $\bar{q}_{n}$ and $\bar{q}_{n}^{\prime}$ such that, for all $n$ and $t, 1 \leq \bar{q}_{n} \leq q_{t, n} \leq z \bar{q}_{n}$, $1 \leq \bar{q}_{n}^{\prime} \leq q_{t, n}^{\prime} \leq z \bar{q}_{n}^{\prime}$. Then it satisfies Sarnak's conjecture if $\min _{n>N_{0}}\left\{\bar{q}_{n}, \bar{q}_{n}^{\prime}\right\}>C(2 k-2)$ for some $N_{0}$.

## Proof

At each stage the space is filled by $2 k-2$ Rokhlin towers, whose names are the labels of the $\mathcal{M}_{i, j}$ and $\mathcal{P}_{i, j}$ (the auxilary towers whose names form the $\mathcal{W}_{n}$ are used only for Bourgain's criterion, not for other properties). The towers are made by cutting and stacking following the recursion rules above; thus, for any invariant measure $\mu$, the vector made of the measures of a level in the $s$-th tower, $1 \leq s \leq 2 k-2$ at stage $t_{1}$ is given by applying to the corresponding vector at stage $t_{2}>t_{1}$ the matrix $A_{t_{1}, t_{2}}$ which has on its line $\alpha$ and column $\beta$ the number of times the name of the $\beta$-th tower at stage $t_{1}$ appears in the decomposition of the name of the $\alpha$-th tower at stage $t_{2}$ into names of towers at stage $t_{1}$. Unique ergodicity is equivalent to the fact that $\cap_{t>0} A_{1, t} \mathcal{C}$ is onedimensional, where $\mathcal{C}$ is the positive cone. The matrix $A_{1, t}$ is a product of matrices corresponding to transitions between each stage and the next one. We shall first get some estimates on the matrix $B_{n}$ corresponding to the transitions between the stage situated just before the runs of $s_{t} q_{t, n}$ inductions on $M$ circuits and the stage just before the runs of $s_{t} q_{t, n+L+1}$ inductions on $M$ circuits (for an $L$ which will come from Lemma 4.1). The coefficients of $B_{n}$ are the number of times we see the $M_{i, j, n}$, and $P_{i, j, n}$ in the decompositions of the $M_{i^{\prime}, j^{\prime}, n+L+1}$, and $P_{i^{\prime}, j^{\prime}, n+L+1}$. Fix first some $M_{i, j, n}$; this appears one time in one $M$ circuit whose vertices form $\Xi_{1}(i)$, thus in any of its $n$-labels $M_{n}$; the labels $M_{n}$ appears in the decomposition of labels $P_{n+1}$ of all the circuits with vertices in $\Xi_{2}(i)$, and in each of those $P_{n+1}$ the labels $M_{n}$ appears at least $\bar{q}_{n}$ times and at most $z k^{2} \bar{q}_{n}$ times, as each of these $P_{n+1}$ is made with one label $P_{n}$ and between 1 and $k$ labels $M_{n}$, each one being iterated between $\bar{q}_{n}$ and $z k \bar{q}_{n}$ times. Similarly, the labels $P_{n+1}$ appear in all labels $M_{n+1}$ of the circuits with vertices in $\Xi_{3}(i)$, and in each of those $M_{n+1}$ the labels $P_{n+1}$ appear at least $\bar{q}_{n}^{\prime}$ times and at most $z k^{2} \bar{q}_{n}^{\prime}$ times. We continue until we reach labels $M_{n+L}$ of circuits whose vertices form $\Xi_{2 L+1}(i)=\{1, \ldots, k-1\}$ by Lemma 4.1. Each label $P_{c, d, n+L+1}$ contains at least $\bar{q}_{n+L}$ and at most $z k \bar{q}_{n+L}$ occurrences of these labels $M_{n+L}$. Now the occurrences of our $M_{i, j, n}$ in $P_{c, d, n+L+1}$ are those who are inside successive labels $M_{n}, P_{n+1}, M_{n+2}, \ldots$ plus some which come from an initial $P_{\alpha, \beta, n+j}$ in $P_{\alpha, \beta, n+j+1}$, or $M_{\alpha, \beta, n+j}$ in $M_{\alpha, \beta, n+j+1}$, which at worst will multiply the number of occurrences by a fixed factor, because all the $\bar{q}_{n}$ and $\bar{q}_{n}^{\prime}$ are at least one (to take these into account we replace $z$ by a larger $z^{\prime}$ ). Thus the total number of these occurrences is at least $\prod_{j=n}^{n+L-1}\left(\bar{q}_{j} \bar{q}_{j}^{\prime}\right) \bar{q}_{n+L}$ and at most $2 k^{4 L+2}\left(z^{\prime}\right)^{2 L+1} \Pi_{j=n}^{n+L-1}\left(\bar{q}_{j} \bar{q}_{j}^{\prime}\right) \bar{q}_{n+L}$ times. By continuing to circuits $P_{n+L+1}$ we reach the labels $M_{a, b, n+L+1}$, each of whom contains our initial $M_{i, j, n}$ between $\Pi_{j=n}^{n+L}\left(\bar{q}_{j} \bar{q}_{j}^{\prime}\right)$ and $2 k^{4 L+4}\left(z^{\prime}\right)^{2 L+2} \Pi_{j=n}^{n+L}\left(\bar{q}_{j} \bar{q}_{j}^{\prime}\right)$ times.

If we start from a fixed $P_{i, j, n}$; it appears one time in one label $P_{i, j, n+1}$, from which we go similarly to labels $P_{n+1}$ for one circuit whose vertices are in $\Xi_{1}^{\prime}(i)$, labels $M_{n+2}$ of circuits with vertices in $\Xi_{2}^{\prime}(i)$, and so on. At the end, as $\Xi_{2 L}^{\prime}(i)$ is $\{1, \ldots, k-1\}$, we get that the number of occurrences of that $P_{i, j, n}$ in any $P_{c, d, n+L+1}$ is at least $\bar{q}_{n}^{\prime} \Pi_{j=n+1}^{n+L-1}\left(\bar{q}_{j} \bar{q}_{j}^{\prime}\right) \bar{q}_{n+L}$ and at most $2 k^{4 L+1}\left(z^{\prime}\right)^{2 L} q_{n}^{\prime} \Pi_{j=n+1}^{n+L-1}\left(\bar{q}_{j} \bar{q}_{j}^{\prime}\right) \bar{q}_{n+L}$, and in any $M_{a, b, n+L+1}$ is at least $\bar{q}_{n}^{\prime} \Pi_{j=n+1}^{n+L}\left(\bar{q}_{j} \bar{q}_{j}^{\prime}\right)$ and at most $2 k^{4 L+1}\left(z^{\prime}\right)^{2 L+1} \bar{q}_{n}^{\prime} \Pi_{j=n+1}^{n+L}\left(\bar{q}_{j} \bar{q}_{j}^{\prime}\right)$ (the main difference with the case starting from an $M$ circuit at stage $n$ is the absence of $\bar{q}_{n}$ in the formulas).

Now, we use a theory of Garrett Birkhoff [6][7] as described in [26], see also [27]. For some projective metric $d$ on the convex cone, by Theorem 7.8 of [26] a positive matrix $\Lambda$ contracts the
 By the above estimates, if $\Lambda=B_{n}$, all the $\frac{\Lambda_{i, i^{\prime}} \Lambda_{j, j^{\prime}}}{\Lambda_{j, i^{\prime}} \Lambda_{i, j^{\prime}}}$ are bounded by a constant $C$ independent of $n$ : when both $i$ and $j$ correspond to $M$ (resp. $P$ ) coordinates, $\frac{\Lambda_{i, i^{\prime}}}{\Lambda_{j, i^{\prime}}}$ and $\frac{\Lambda_{j, j^{\prime}}}{\Lambda_{i, j^{\prime}}}$ are bounded, while if $i$ corresponds to an $M$ coordinate and $j$ to a $P$ coordinate $\frac{\Lambda_{i, i^{\prime}}}{\Lambda_{j, i^{\prime}}}$ will be bounded by $C^{\prime} \bar{q}_{n+L}^{\prime}$, and $\frac{\Lambda_{j, j^{\prime}}}{\Lambda_{i, j^{\prime}}}$ by $C^{\prime \prime}\left(\bar{q}_{n+L}^{\prime}\right)^{-1}$, and similarly in the opposite case. Thus $B_{n}$ contracts the distances by a fixed factor. As the matrix $A_{1, t}$ is indeed a product of infinitely many $B_{n}$, we get the required characterization of $\cap_{t>0} A_{1, t} \mathcal{C}$. And Sarnak's conjecture comes from Theorem 3.2.

To get weak mixing and a prime number theorem, we need more work: the following examples generalize to every standard permutation the weakly mixing families built for particular cases in Theorem 13 of [16] and Theorem 4.3 of [18].

Theorem 4.3. Let $k \geq 3$, and $\pi$ a standard permutation on $\{1, \ldots, k\}$. Let $q$ be the least common multiple of $s_{1}, \ldots, s_{r}, q^{\prime}$ the least common multiple of $s_{1}^{\prime}, \ldots, s_{r^{\prime}}^{\prime}$. One can construct recursively two sequences $\left(q_{n}\right)_{n \geq 1}$ and $\left(q_{n}^{\prime}\right)_{n \geq 1}$, such that the $k$-interval-exchange built as in Theorem 3.2, with the preliminary sequence of inductions defined in 1.1 to 2.4 below and $q_{t, n}=q_{n} \frac{q}{s_{t}}, q_{t, n}^{\prime}=q_{n}^{\prime} \frac{q^{\prime}}{s_{t}^{\prime}}$ is uniquely ergodic, weakly mixing, and satisfies Sarnak's conjecture with a prime number theorem.

## Proof

The words $P_{i, j, n}$ and $M_{i, j, n}$ are built as in the proof of Theorem 3.2; again, we use the $2 k-2$ Rokhlin towers whose names are the labels of the $\mathcal{M}_{i, j}$ and $\mathcal{P}_{i, j}$, and not the auxilary towers of Theorem 3.1. Note that $s_{t} q_{t, n}=q q_{n}, s_{t}^{\prime} q_{t, n}^{\prime}=q^{\prime} q_{n}^{\prime}$, and the $q_{n}$ and $q_{n}^{\prime}$ differ by a constant from $\bar{q}_{n}$ and $\bar{q}_{n}^{\prime}$ of Proposition 4.2.
We choose some circuit $\mathcal{P}_{u}$ to be precised later, with $\mathcal{P}_{u} \neq \mathcal{P}_{1,1}$. Then $\left|P_{1,1, n+1}\right|=\left|P_{1,1, n}\right|+q_{n} X_{n}$, $\left|P_{u, n+1}\right|=\left|P_{u, n}\right|+q_{n} Y_{n}$, with $X_{n}=\frac{q}{s_{1}}\left|M_{1, n}\right|$, and $Y_{n}=\sum_{i=1}^{r^{\prime \prime}} c_{i} \frac{q}{s_{i}}\left|M_{i, n}\right|$, where the vertices of $\mathcal{P}_{u}$ are partitioned among the $M$ circuits $\mathcal{M}_{i}, 2 \leq i \leq r^{\prime \prime}$, the circuit $\mathcal{M}_{i}$ having $c_{i}$ common vertices with $\mathcal{P}_{u}$; the $\mathcal{M}_{i}$ and $c_{i}$ do not depend on $n$; for a given $\mathcal{P}_{u}$ the $\mathcal{M}_{i}, 2 \leq i \leq r^{\prime \prime}$, are all different but one of them may be $\mathcal{M}_{1}$.

Let $D_{n}=Y_{n}\left|P_{1,1, n}\right|-X_{n}\left|P_{u, n}\right|$ for $n \geq 1$. We make the recursion hypothesis that $\left|P_{1,1, n}\right|$ and $\left|P_{u, n}\right|$ are coprime and $D_{n} \neq 0$. We show first how, by a suitable choice of $\mathcal{P}_{u}$ and initial inductions we can ensure it is satisfied at stage 1 . Let $Y_{1}$ (determined by the choice of $\mathcal{P}_{u}$ ) and $X_{1}$ be as above, we define an auxiliary $D_{0}=Y_{1}\left|P_{1,1,0}\right|-X_{1}\left|P_{u, 0}\right|$.

- If there exists at least one circuit $\mathcal{P}_{u} \neq \mathcal{P}_{1,1}$ with an odd number of vertices,
1.1 if $D_{0} \neq 0$ with one of these choices of $\mathcal{P}_{u},\left|P_{u, 0}\right|$ is odd, and the hypothesis is satisfied without any initial induction, as then $\left|P_{1,1,1}\right|=\left|P_{1,1,0}\right|$ and $\left|P_{u, 1}\right|=\left|P_{u, 0}\right|$ are coprime, $D_{1}=D_{0} \neq 0$; this is true in particular if for such a $\mathcal{P}_{u}, r^{\prime \prime}=2$ and $\mathcal{M}_{1}=\mathcal{M}_{2}$, as then $X_{1}=\frac{q}{s_{1}}\left|M_{1,1}\right|, Y_{1}=c \frac{q}{s_{1}}\left|M_{1,1}\right|, D_{0}=\left(2 c-\left|P_{u, 0}\right|\right) \frac{q}{s_{1}}\left|M_{1,1}\right|$ and $\left|P_{u, 0}\right|$ is odd;
1.2 if for all such $\mathcal{P}_{u}$, we have $D_{0}=0$, then there exists some $\mathcal{M}_{j} \neq \mathcal{M}_{1}$, and we choose one such $\mathcal{P}_{u}$ and a corresponding $\mathcal{M}_{j}$; at the beginning we make $q_{0} s_{j}$ inductions on $\mathcal{M}_{j}$. After that, we get new values $\left|P_{1,1,1}\right|=\left|P_{1,1,0}\right|,\left|P_{u, 1}\right|=\left|P_{u, 0}\right|+q_{0} m$ for some $m \neq 0$; we take $q_{0} \neq 0$ and even, thus $D_{1} \neq D_{0}$ and our hypothesis is satisfied at this stage.
- If every circuit $\mathcal{P}_{v} \neq \mathcal{P}_{1,1}$ has an even number of vertices, then $k-1$ is odd and there exists at least one circuit $\mathcal{M}$ in $G_{0}$ with an odd number $s$ of vertices;
2.1 if there is such an $\mathcal{M} \neq \mathcal{M}_{1}$; there is at least one circuit $\mathcal{P}_{u} \neq \mathcal{P}_{1,1}$ with an odd number $c$ of common vertices with $\mathcal{M}$; we choose such a circuit $\mathcal{P}_{u}$ and make first $s q_{0}$ inductions on $\mathcal{M}$; after these inductions $\left|P_{1,1,1}\right|=\left|P_{1,1,0}\right|=2,\left|P_{u, 1}\right|=\left|P_{u, 0}\right|+q_{0} m$, where $m$ is $c$ times the length of the 0 -label of $\mathcal{M}$ and thus is odd also, $D_{1}=2 Y_{1}-$ $\left(\left|P_{u, 0}\right|+q_{0} m\right) X_{1}$. By taking an odd $q_{0}$, we get $\left|P_{u, 1}\right|$ odd; at most one of the possible such $q_{0}$ gives a $D_{1}=0$, and by avoiding it we get our hypothesis;
2.2 if the only possible $\mathcal{M}$ is $\mathcal{M}=\mathcal{M}_{1}$ and there is at least one circuit $\mathcal{P}_{u} \neq \mathcal{P}_{1,1}$ with no common vertex with $\mathcal{M}_{1}$; we choose such a circuit $\mathcal{P}_{u}$ and make first $s_{1} q_{0}$ inductions on $\mathcal{M}_{1}$; after these inductions $\left|P_{1,1,1}\right|=2+q_{0} m$ where $m=\left|M_{1,0}\right|$ is odd, $\left|P_{u, 1}\right|=\left|P_{u, 0}\right|, D_{1}=\left(2+q_{0} m\right) Y_{1}-\left|P_{u, 0}\right| X_{1} .$. Let $2, d_{1}, \ldots, d_{z}$ be the prime factors of $\left|P_{u, 0}\right|$; if $d_{i} \neq 2$ divides $m$, it cannot divide $2+q_{0} m$. Then if we choose a $q_{0}$ not congruent to 0 modulo 2 , and with $2+q_{0} m$ not congruent to 0 modulo any of the $d_{i}$ which do not divide $m$, which is possible by the Chinese reminder theorem, we get that $\left|P_{1,1,1}\right|$ and $\left|P_{u, 1}\right|$ are coprime; at most one of the possible such $q_{0}$ gives a $D_{1}=0$, and by avoiding it we get our hypothesis;
2.3 if $\mathcal{M}=\mathcal{M}_{1}$, every circuit $\mathcal{P}_{v}$ has common vertices with $\mathcal{M}_{1}$, at least one circuit $\mathcal{P}_{u} \neq$ $\mathcal{P}_{1,1}$ has $c$ common vertices with $\mathcal{M}_{1}$ and $2 e \neq 2 c$ vertices; we choose such a circuit $\mathcal{P}_{u}$ and make first $s_{1} q_{0}$ inductions on $\mathcal{M}_{1}$; after these inductions $\left|P_{1,1,1}\right|=2+q_{0} \mathrm{~m}$ for some odd $m=\left|M_{1,0}\right|,\left|P_{u, 1}\right|=2 e+c q_{0} m, X_{1}=\frac{q}{s_{1}} m, Y_{1}=c \frac{q}{s_{1}} m+m^{\prime}$ for some $m^{\prime}$ corresponding to the (possible) other $M$ circuits which have common vertices with $P_{u}$. Then any common divisor of $\left|P_{1,1,1}\right|$ and $\left|P_{u, 1}\right|$ must divide $2+q_{0} m$ and $|2 c-2 e| \neq 0$, and by the same reasoning as in 2.2 we find $q_{0}$ such $\left|P_{1,1, n}\right|$ and $\left|P_{u, 1}\right|$ are coprime. Then $D_{1}=(2 c-2 e) \frac{q}{s_{1}} m+2 m^{\prime}+q_{0} m m^{\prime}$, thus if $m^{\prime}=0$ we have always $D_{1} \neq 0$, and if $m^{\prime} \neq 0$ at most one of the possible $q_{0}$ gives a $D_{1}=0$, and by avoiding it we get our hypothesis;
2.4 if $\mathcal{M}=\mathcal{M}_{1}$ and every circuit $\mathcal{P}_{u} \neq \mathcal{P}_{1,1}$ has $2 c$ vertices and $c$ common vertices with $\mathcal{M}_{1}$ for some $c$; we choose any one of these $\mathcal{P}_{u}$; then $\mathcal{P}_{u}$ has $2 c$ vertices, $c$ of which are common with $\mathcal{M}_{1}$; we choose a circuit $\mathcal{M}_{2} \neq \mathcal{M}_{1}$ which has $c^{\prime}>0$ common vertices with $\mathcal{P}_{u}$. By making $s_{2}$ preliminary inductions on $\mathcal{M}_{2}$, we change $y_{0}$ to something larger than $2 c$ while the other parameters are unchanged, and we get to case 2.3 , from which we proceed as above.

We suppose now that the recursion hypothesis is satisfied for $n$, and shall choose $q_{n}$ and $q_{n}^{\prime}$ such that they will be satisfied for $n+1$. Namely, $\left|P_{1,1, n+1}\right|=\left|P_{1,1, n}\right|+q_{n} X_{n},\left|P_{u, n+1}\right|=\left|P_{u, n}\right|+q_{n} Y_{n}$. Any common factor of $\left|P_{1,1, n+1}\right|$ and $\left|P_{u, n+1}\right|$ has to divide $Y_{n}\left|P_{1,1, n+1}\right|-X_{n}\left|P_{u, n+1}\right|=Y_{n}\left|P_{1,1, n}\right|-$ $X_{n}\left|P_{u, n}\right|=D_{n} \neq 0$, which is independent of $q_{n}$. Let $\mathcal{D}$ be the set of all prime factors of $D_{n}, \mathcal{D}_{1}$ the set of those factors which divide also $\left|P_{1,1, n}\right|, \mathcal{D}_{2}$ the set of the other factors. If $d$ is in $\mathcal{D}_{2}$ and divides $X_{n}$, any choice of $q_{n}$ ensures that $d$ does not divide $\left|P_{1,1, n+1}\right|$; if $d$ is in $\mathcal{D}_{2}$ and does not divide $X_{n}, d$ does not divide $\left|P_{1,1, n+1}\right|$ for any $q_{n}$ such that $q_{n} \equiv X_{n}^{-1}\left(z-\left|P_{1,1, n}\right|\right)$ modulo $d$, for any $z \not \equiv 0$ modulo $d$. Similarly if $d$ is in $\mathcal{D}_{1}$, and therefore does not divide $\left|P_{u, n}\right|$, either $d$ does not divide $\left|P_{u, n+1}\right|$ for any value of $q_{n}$, or this can be ensured by a congruence condition modulo $d$. Thus, by the Chinese remainder theorem, we can find infinitely many values of $q_{n}$ such that no prime number $d$ divides the three numbers $D_{n},\left|P_{1,1, n+1}\right|$ and $\left|P_{u, n+1}\right|$, and this ensures that $\left|P_{1,1, n+1}\right|$ and $\left|P_{u, n+1}\right|$ are coprime. Note that $q_{n}$ depends only on the parameters $q_{1}, \ldots q_{n-1}, q_{1}^{\prime}, \ldots$ $q_{n-1}^{\prime}$.

Thus for any $n$ there exist positive integers $U_{n}$ and $V_{n}$ such that $\left|U_{n}\right| P_{1,1, n}\left|-V_{n}\right| P_{u, n}| |=1$. As the value of $\left|P_{1,1, n+1}\right|$ and $\left|P_{u, n+1}\right|$ depend only on the parameters $q_{1}, \ldots q_{n}, q_{1}^{\prime}, \ldots q_{n-1}^{\prime}$, we can then choose $q_{n}^{\prime}$ larger than $U_{n+1} \vee V_{n+1}$. We also ask that $q_{n}^{\prime}$ is large enough to ensure that $D_{n+1} \neq 0$ : indeed, by construction $D_{n+1}=D_{n}+q_{n} \theta_{n}$ for a $\theta_{n}$ independent of $q_{n}^{\prime}$, thus if $\theta_{n}=0$ any choice of $q_{n}^{\prime}$ is good, and otherwise $q_{n}^{\prime}\left|\theta_{n}\right|>\left|D_{n}\right|$ is sufficient.

We shall now prove that, with the choices of the $q_{n}$ and $q_{n}^{\prime}$ made above, $\mathcal{I}$ is weakly mixing by using a standard technique known as the Chacon trick, see [17] [8]. At the beginning of the run of $q q_{n}$ inductions, the name $\left(P_{1,1, n}\right)^{q_{n-1}^{\prime}}$ appears in every $M_{i, j, n}$ such that $i$ and 1 are in the same $M$ circuit; similarly, if $P_{u, n}$ is one fixed $n$-label of the circuit $\mathcal{P}_{u}$, the name $\left(P_{u, n}\right)^{q_{n-1}^{\prime}-1}$ appears in one $M_{i, j, n}$. Thus in some $M$ tower we see $\left(P_{1,1, n}\right)^{q_{n-1}^{\prime}}$, when we read the name along some sequence of levels. Let $\tau_{n}$ be the union of all these levels. For any point $\omega$ in $\tau_{n}, \mathcal{I}^{\left|P_{1,1, n}\right|} \omega, \mathcal{I}^{2\left|P_{1,1, n}\right|} \omega, \ldots$. $\mathcal{I}^{U_{n}\left|P_{1,1, n}\right|} \omega$ are in the same level of the tower with name $P_{1,1, n}$ as $\omega$. Similarly, in the name of some other $M$ tower we see $P_{u, n}^{q_{n-1}^{\prime}}$ along a sequence of levels; let $\tau_{n}^{\prime}$ be the union of all these levels. For any point $\omega$ in $\tau_{n}^{\prime}, \mathcal{I}^{\left|P_{u, n}\right|} \omega, \mathcal{I}^{2\left|P_{u, n}\right|} \omega, \ldots . \mathcal{I}^{V_{n}\left|P_{u, n}\right|} \omega$ are in the same level of the tower with name $P_{u, n}$ as $\omega$.

Let $\mu$ be an invariant probability for $\mathcal{I}, f$ be an eigenfunction for the eigenvalue $\zeta$. For each $\varepsilon>0$ there exists $N(\varepsilon)$ such that for all $n>N(\varepsilon)$ there exists $f_{n}$, which satisfies $\int\left\|f-f_{n}\right\| d \mu<\varepsilon$ and is constant on each level of each tower at the beginning of the run of $q q_{n}$ negative choices (where $\|x\|$ denotes its distance to the nearest integer). Thus for $\mu$-almost every $\omega$ in $\tau_{n}, f_{n}\left(\mathcal{I}^{U_{n}\left|P_{1,1, n}\right|} \omega\right)=$ $f_{n}(\omega)$ while $f\left(\mathcal{I}^{U_{n}\left|P_{1,1, n}\right|} \omega\right)=\zeta U_{n}\left|P_{1,1, n}\right|+f(\omega)$; we have

$$
\begin{gathered}
\int_{\tau_{n}}\left\|f_{n} \circ \mathcal{I}^{U_{n}\left|P_{1,1, n}\right|}-\zeta U_{n}\left|P_{1,1, n}\right|-f_{n}\right\| d \mu=\int_{\tau_{n}} \| \zeta U_{n}\left|P_{1,1, n}\right| \mid d \mu= \\
\| \zeta U_{n}\left|P_{1,1, n}\right|| | \mu\left(\tau_{n}\right) \text { and } \\
\int_{\tau_{n}}| | f_{n} \circ \mathcal{I}^{U_{n}\left|P_{1,1, n}\right|}-\zeta U_{n}\left|P_{1,1, n}\right|-f_{n}| | d \mu \leq \int_{\tau_{n}}| | f_{n} \circ \mathcal{I}^{U_{n}\left|P_{1,1, n}\right|}-f \circ \mathcal{I}^{U_{n}\left|P_{1,1, n}\right|}\left\|d \mu+\int_{\tau_{n}}\right\| f_{n}-f \| d \mu<2 \varepsilon
\end{gathered}
$$

Thus $\mu\left(\tau_{n}\right)\left|\left|\zeta U_{n}\right| P_{1,1, n}\right|\left|\mid<2 \varepsilon\right.$, and similarly $\left.\mu\left(\tau_{n}^{\prime}\right)\right|\left|\zeta V_{n}\right| P_{u, n}| | \mid<2 \varepsilon$; as $U_{n}\left|P_{1,1, n}\right|-V_{n}\left|P_{u, n}\right|=$ $\pm 1$, we shall conclude that $\zeta=0$, and thus get the weak mixing, if we can prove that $\mu\left(\tau_{n}\right)$ and $\mu\left(\tau_{n}^{\prime}\right)$ are bounded away from 0 .

For this, we need first to check that all the lengths of the $M_{i, j, n}$, resp. $P_{i, j, n}$, are comparable. But each recursion formula giving $P_{i, j, n+1}$ has exactly $q q_{n}+1$ terms, and each recursion formula giving $M_{i, j, n+1}$ has exactly $q^{\prime} q_{n}^{\prime}+1$ terms. Thus, starting from the lengths at stage 1 which are fixed, we get that $c_{1}\left|P_{i, j, n}\right| \leq\left|P_{i^{\prime}, j^{\prime}, n}\right| \leq c_{2}\left|P_{i, j, n}\right|, c_{1}\left|M_{i, j, n}\right| \leq\left|M_{i^{\prime}, j^{\prime}, n}\right| \leq c_{2}\left|M_{i, j, n}\right|$ for any given $n$ and all $i, j, i^{\prime}, j^{\prime}$.

Let the $\Xi_{i}$ and $L$ be as in Lemma 4.1. For a given $n$ the strings $P_{1,1, n}^{q_{n-1}^{\prime}}$ appear in all the $n$-labels of the $M$ circuits whose vertices form $\Xi_{1}(1)$ where they fill at least a fixed proportion $\frac{c_{1}}{q^{\prime}}$ of the length; then they appear in all the $n+1$-labels of the $M$ circuits whose vertices form $\Xi_{2}(1)$, and where they fill at least a fixed proportion $\frac{c_{1}}{q^{\prime}}$ of the length, and so on, thus eventually they fill a fixed proportion $\kappa$ of the lengths of all the $M_{i, j, n+L+1}$ and $P_{, i, j, n+L+1}$, and these are the names of Rokhlin towers filling all the space. This implies that $\mu\left(\tau_{n}\right) \geq \kappa$, and a similar reasoning works for $\mu\left(\tau_{n}^{\prime}\right)$.

On the other hand, it is immediate that these systems satisfy Proposition 4.2 (the final condition in that proposition may be easily satisfied as we were able to choose the values $q_{n}$ and $q_{n}^{\prime}$ in this proof to be as large as desired), which completes the proof of Theorem 4.3.

## 5. EXAMPLES WITH RANK ONE AND SIMPLICITY FOR EVERY STANDARD PERMUTATION

A different way to ensure unique ergodicity is to have, at each stage, one tower much larger than all the others. This means we shall build rank one examples, and these are the first ones for which we are able to use directly the $2 k-2$ Rokhlin towers given by the induction (see the remark after Theorem 3.2), and thus can work with all $k$.

Proposition 5.1. A $k$-interval-exchange defined as in Theorem 3.2 is uniquely ergodic, of rank one, and satisfies Sarnak's conjecture if there exists a sequence $\left(a_{n}\right)_{n \in \mathbb{N}}$, tending to infinity with $n$, such that, for all $n$ and $t \neq 1, q_{1, n} \geq a_{n} q_{t, n}, q_{1, n}^{\prime} \geq a_{n} q_{t, n}^{\prime}$.

## Proof

We use again the $2 k-2$ Rokhlin towers whose names are the labels of the $\mathcal{M}_{i, j}$ and $\mathcal{P}_{i, j}$. For $n \geq 2$, we consider the towers just before the runs of $s_{t}^{\prime} q_{t, n}^{\prime}$ inductions, which have names $P_{i, j, n}$ and $M_{i^{\prime}, j^{\prime}, n-1}$. Like in Proposition 4.2, we compute how many times these appear in the labels $M_{a, b, n+L+1}$ and $P_{c, d, n+L+1}$. The number of occurrences of $P_{i, j, n}$ into $M_{a, b, n+L+1}$ is split into at most $(2 k)^{2 L}$ terms, each one corresponding to those who are inside successive labels $M_{n}$ or $P_{n}, P_{n+1}$ or $M_{n+1}, M_{n+2}$ or $P_{n+2}, \ldots$, or come from an initial $P_{\alpha, \beta, n+j}$ in $P_{\alpha, \beta, n+j+1}$, or $M_{\alpha, \beta, n+j}$ in $M_{\alpha, \beta, n+j+1}$. Each of this terms is a product involving some bounded quantities, and some or all of the the $q_{1, n+1}$ to $q_{1, n+L}, q_{1, n}^{\prime}$ to $q_{1, n+L}^{\prime}$. For all $m, 1$ is the only vertex of the circuit with label $P_{1,1, m}$, and is a vertex of one $M$ circuit, the one with label $M_{1, m}$. Thus, if $(i, j)=(1,1)$, at least one of these terms does involve all the $q_{1, m}$ and $q_{1, m}^{\prime}, n \leq m \leq n+L$, while if $(i, j) \neq(1,1)$, in every one of these terms at least one $q_{1, m}^{\prime}$ is replaced by either a $q_{t, m}^{\prime}, t>1$, or nothing, or else at least one $q_{1, m}$ is replaced by either a $q_{t, m}, t>1$, or nothing. Thus in each given $M_{a, b, n+L+1}$, we see at least $a_{n} C^{\prime}$ more times labels $P_{1,1, n}$ than any other $P_{i, j, n}$, for a constant $C^{\prime}$. The same is true if we compare $P_{1,1, n}$ with any $M_{i^{\prime}, j^{\prime}, n-1}$ inside any $M_{a, b, n+L+1}$, as each $M_{i^{\prime}, j^{\prime}, n-1}$ appears only in the labels of one $M$ circuit, and the same is true, mutatis mutandis, if we compare $P_{1,1, n}$ with any other $P_{i, j, n}$, or any $M_{i^{\prime}, j^{\prime}, n-1}$, inside any $P_{c, d, n+L+1}$. Thus, for any invariant measure, the measure of any level of the tower with name $P_{1,1, n}$ is much larger than the measure of any level of any other tower just after the runs of $s_{t} q_{t, n-1}$ inductions.

As for the lengths of these names, the $M_{1, n-1}$ are $C^{\prime} a_{n-1}$ times longer than all the labels of the other $M$ circuits at that stage, and thus the name $P_{1,1, n}$ is $C^{\prime} a_{n-1}$ times longer than any name $P_{i, j, n}$ where $j$ is not a vertex of the circuit with label $M_{1, n-1}$, and of a comparable length with any name $P_{i, j, n}$ where $j$ is a vertex of the circuit with label $M_{1, n-1}$ (namely, at most such a name could be $k$ times longer than $P_{1,1, n}$ ) ; $P_{1,1, n}$ is also $C^{\prime} a_{n}$ times longer than the name $M_{1, n-1}$ and thus than any name $M_{i, j, n-1}$. Thus the measure of the whole tower with name $P_{1,1, n}$ is also much larger than the measure of any other tower just before the runs of $s_{t}^{\prime} q_{t, n}^{\prime}$ inductions, thus is close to one, and the system is of rank one.

Because our system is of rank one for any invariant measure, every invariant measure is ergodic, thus there is only one, and we have unique ergodicity.

Note that if we consider the towers just before the runs of $s_{t} q_{t, n}$ inductions, they have names $P_{i, j, n}$ and $M_{i^{\prime}, j^{\prime}, n}$; the new tower with name $P_{i, j, n}$ is much thinner than the previous tower with
name $P_{i, j, n}$, and the new tower with name $P_{1,1, n}$ is not of large measure anymore: at this stage, the tower with largest measure is the one with name $M_{m^{-1}(1), 1, n}$, though it will lose its pre-eminence to the one with name $P_{1,1, n+1}$ after the runs of $s_{t} q_{t, n}$ inductions.

Sarnak's conjecture is ensured by a weaker condition than the one in Theorem 3.2 because we can identify the longest names (for the auxiliary towers with names in $\mathcal{W}_{n}$ ) at each stage. Let $Q=\min _{n>N_{0}}\left\{q_{1, n}, q_{1, n}^{\prime}\right\}$; for some $N_{0}^{\prime}$ and $n>N_{0}^{\prime}$, the maximal length of a word in $\mathcal{W}_{2 n+1}$ is reached by the $n$-labels of the circuit $\mathcal{M}_{1}$, containing $M_{1, m(1), n}$ and is at most twice the length of $M_{1, m(1), n}$ (the other edge labels are much shorter); the minimal length of a word in $\mathcal{W}_{2 n+1}$ is the length of some $P_{i, j, n}$; the maximal length of a word in $\mathcal{W}_{2 n}$ is reached by the $n$-labels of some fixed $P$ circuit $\mathcal{P}_{v}$ and is at most $k^{2}$ times the length of $P_{1,1, n}$ (we have seen that there might be longer $P_{i, j, n}$, and they might form a circuit, thus the factor $k^{2}$ ). The minimal length of a word in $\mathcal{W}_{2 n}$ is the length of some $M_{i, j, n-1}$. If $n>N_{0}^{\prime}$, by Lemma 4.1 the minimal length of an $M$ word in $\mathcal{W}_{2 n+L+1}$ is at least $\left|M_{1, n}\right|$; then this length is at least $Q\left|P_{1,1, n}\right|>Q^{2}\left|M_{1, n-1}\right|>Q^{3}\left|P_{1,1, n-1}\right| \ldots$ as long as we are above $N_{0}$. Thus, if $2 n+1-s$ is at least $2 N_{1}+1$, where $N_{1}=N_{0} \vee N_{0}^{\prime}$, the minimal length of an $M$ word in $\mathcal{W}_{2 n+L+1}$ is at least $\frac{1}{k^{2}} Q^{s}$ times the maximal length of a word in $\mathcal{W}_{2 n+1-s}$, and similarly for $P$ words. Thus, if take as initial words by the $\mathcal{W}_{N_{1}}$, we get $\beta(s+L+1)>\frac{1}{k^{2}} Q^{s}$. Hence, if we choose $N_{0}$ such that $a_{n}>C(2 k-2)$ for all $n>N_{0}$, the hypothesis is enough to satisfy Bourgain's criterion.

In this class, we can have not only weak mixing, but also simplicity.
Theorem 5.2. Let $k \geq 3$, and $\pi$ a standard permutation on $\{1, \ldots, k\}$ : one can construct recursively sequences $q_{t, n}^{\prime}, 1 \leq t \leq r^{\prime}$, and $q_{t, n}, 1 \leq t \leq r, n \geq 1$, such that the $k$-interval-exchange defined as in Theorem 3.2, with the preliminary sequence of inductions defined in 3.1 to 3 .m below, is uniquely ergodic, rank one, weakly mixing, simple, rigid, and satisfies Sarnak's conjecture with a prime number theorem.

## Proof

We fix first the preliminary inductions so that $\left|P_{1,1,1}\right|$ and $\left|M_{1,1}\right|$ are coprime.
3.1 If $\mathcal{M}_{1}$ has an odd number of vertices, its label has odd length, and we have what we require without any preliminary induction.
3.2 If the label of $\mathcal{M}_{1}$ has even length, $\mathcal{M}_{1}$ has an even number of vertices; then there exists a $P$ circuit $\mathcal{P}_{2} \neq \mathcal{P}_{1,1}$ with an odd number of common vertices with $\mathcal{M}_{1}$; if $\mathcal{P}_{2}$ has an odd number $s_{2}^{\prime}$ of vertices, we make $s_{2}^{\prime}$ inductions on $\mathcal{P}_{2}$; after that the length of the label of $\mathcal{M}_{1}$ becomes odd, the label of $\mathcal{P}_{1,1}$ is unchanged and we have what we require.
3.3 If the label of $\mathcal{P}_{2}$ has even length, there exists an $M$ circuit $\mathcal{M}_{2} \neq \mathcal{M}_{1}$ with an odd number of common vertices with $\mathcal{P}_{2}$; if $\mathcal{M}_{2}$ has an odd number $s_{2}$ of vertices, we make $s_{2}$ inductions on $\mathcal{M}_{2}$; after that the length of the label of $\mathcal{P}_{2}$ becomes odd, the labels of $\mathcal{P}_{1,1}$ and $\mathcal{M}_{1}$ are unchanged, we are as in 3.2, and can continue to get what we require.
3.4 If the label of $\mathcal{M}_{2}$ has even length, there exists a $P$ circuit $\mathcal{P}_{3} \neq \mathcal{P}_{2}, \mathcal{P}_{3} \neq \mathcal{P}_{1,1}$ with an odd number of common vertices with $\mathcal{M}_{2}$; if $\mathcal{P}_{3}$ has an odd number $s_{3}^{\prime}$ of vertices, we make $s_{3}^{\prime}$ inductions on $\mathcal{P}_{3}$; after that the length of the label of $\mathcal{M}_{2}$ becomes odd, the labels of $\mathcal{P}_{1,1}$, $\mathcal{P}_{2}$ and $\mathcal{M}_{1}$ are unchanged, we are as in 3.3, and can continue to get what we require.
3.m We continue in the same way, possibly with $\mathcal{P}_{l+2}=\mathcal{P}_{l}$ or $\mathcal{M}_{l+2}=\mathcal{M}_{l}$ for some $l$, until we cannot find any new circuits $P$ or $M$; if we can stop somewhere with a circuit of odd length, we go back through the steps to get what we require.

Suppose we cannot stop anywhere with a circuit of odd length; having defined our $\mathcal{M}_{i}$ and $\mathcal{P}_{i}$ as above, we denote the remaining circuits by $\overline{\mathcal{M}}_{j}$ and $\overline{\mathcal{P}}_{j}$. We have partitioned all the vertices $\{1, \ldots k-1\}$ into circuits $\mathcal{M}_{i}$ with an even number of vertices, $\overline{\mathcal{M}}_{j}, \mathcal{P}_{1,1}, \mathcal{P}_{i}$ with an even number of vertices, $\overline{\mathcal{P}}_{j}$; because we have added everything we can to the $\mathcal{M}_{i}$ and $\mathcal{P}_{i}$, each $\mathcal{M}_{i}$ and $\overline{\mathcal{P}}_{j}$, resp. $\mathcal{P}_{i}$ and $\overline{\mathcal{M}}_{j}$, have an even (possibly zero) number of common vertices. But then the number of vertices of $\overline{\mathcal{M}}=\cup \overline{\mathcal{M}}_{j}$ and $\overline{\mathcal{P}}=\cup \overline{\mathcal{P}}_{j}$ have the same parity (namely, the parity of the number of vertices of $\overline{\mathcal{P}} \cap \overline{\mathcal{M}})$, thus because of $\mathcal{P}_{1,1}$, the size of the set of vertices, that is the number $k-1$, has two different parities, which gives a contradiction.

Then the words $P_{i, j, n}$ and $M_{i, j, n}$ are built as in the proof of Theorem 3.2. We fix some $P$ circuit different from $\mathcal{P}_{1,1}$, but with $b_{1} \neq 0$ common vertices with the circuit $\mathcal{M}_{1}$ (this is possible as $\mathcal{M}_{1}$ is not reduced to the vertex 1 , by minimality) and denote it by $\mathcal{P}_{2}$. We shall now choose our $q_{t, n}$ and $q_{t, n}^{\prime}$ so that for each $n \geq 2$ the lengths $\left|P_{1,1, n}\right|$ and $b_{1}\left|P_{2, n}\right|$ are coprime, and $\left|M_{1, n}\right|$ is congruent to 1 modulo $\left|P_{1,1, n}\right|$. We make the induction hypothesis that $\left|P_{1,1, n}\right|$ and $\left|M_{1, n}\right|$ are coprime: it is satisfied for $n=1$.

Knowing the $P_{i, j, n}$ and $M_{i^{\prime}, j^{\prime}, n}$, we choose first the $q_{i, n}$ so that $\left|P_{1,1, n+1}\right|$ and $b_{1}\left|P_{2, n+1}\right|$ are coprime. We have

$$
\begin{gathered}
\left|P_{1,1, n+1}\right|=\left|P_{1,1, n}\right|+q_{1, n}\left|M_{1, n}\right| \\
\left|P_{2, n+1}\right|=\left|P_{2, n}\right|+b_{1} q_{1, n}\left|M_{1, n}\right|+\sum_{v=2}^{V} b_{v} q_{v, n}\left|M_{v, n}\right|
\end{gathered}
$$

where the vertices of $\mathcal{P}_{2}$ belong to circuits $\mathcal{M}_{v}, 1 \leq v \leq V_{u}$, with $b_{v}$ common vertices between $\mathcal{M}_{v}$ and $\mathcal{P}_{2}$. Every common divisor to $\left|P_{1,1, n+1}\right|$ and $b_{1}\left|P_{2, n+1}\right|$ divides also

$$
D_{n}=\left|-b_{1}^{2}\right| P_{1,1, n}\left|+b_{1}\right| P_{2, n}\left|+b_{1} \sum_{v=2}^{V} b_{v} q_{v, n}\right| M_{v, n}| | .
$$

The integer $D_{n}$ does not depend on $q_{1, n}$. If there exists $v \neq 1$ such that $b_{v} \neq 0$ then we can choose the $q_{t, n}, 2 \leq t \leq r$, such that $D_{n} \neq 0$. Otherwise, for all $v$ we have $b_{v}=0$; then all $P$ circuits which have a common vertex with $\mathcal{M}_{1}$ have all their vertices in $\mathcal{M}_{1}$. Again by minimality this implies that $\mathcal{M}_{1}$ is the only $M$ circuit, and $b_{1}=s_{2}^{\prime}$, $D_{n}=\left|-b_{1}^{2}\right| P_{1,1, n}\left|+b_{1}\right| P_{2, n}| |$. The recursion formulas give $\left|P_{1,1, n}\right|=\left|P_{1,1, n-1}\right|+q_{1, n-1}\left|M_{1, n-1}\right|$ and $\left|P_{2, n}\right|=\left|P_{2, n-1}\right|+s_{2}^{\prime} q_{1, n-1}\left|M_{1, n-1}\right|$, thus $D_{n}=D_{n-1}=\ldots=D_{1}$. In this situation, either $\mathcal{M}_{1}$ has an odd number of vertices, or we can choose the circuit $\mathcal{P}_{2}$ such that it has an odd number of vertices; thus in the preliminary inductions, we stop at 3.1 or 3.2 : either we change nothing or we change only the $M$ edges, thus $D_{1}=D_{0}=s_{2}^{\prime} \neq 0$.

We know that $\left|P_{1,1, n+1}\right|=\left|P_{1,1, n}\right|+q_{1, n}\left|M_{1, n}\right|$ and that $\left|P_{1,1, n}\right|$ and $\left|M_{1, n}\right|$ are coprime. By the Chinese remainder theorem, we can find infinitely many values of $q_{1, n}$ such that no prime number $d$ divides the numbers $D_{n}$ and $P_{1,1, n+1}$. This is done by choosing the congruences of $q_{1, n}$ modulo those prime factors of $D_{n}$ which do not divide $\left|M_{1, n}\right|$, while any congruence is permitted modulo the divisors of $D_{n}$ which divide $\left|M_{1, n}\right|$. Thus we get that $\left|P_{1,1, n+1}\right|$ and $b_{1}\left|P_{2, n+1}\right|$ are coprime.

We choose now the $q_{i, n}^{\prime}$ such that $\left|M_{1, n+1}\right|$ is congruent to 1 modulo $\left|P_{1,1, n+1}\right|$, which in particular implies the induction hypothesis at stage $n+1$.. We have

$$
\left|M_{1, n+1}\right|=\left|M_{1, n}\right|+q_{1, n}^{\prime}\left|P_{1,1, n+1}\right|+\sum_{u=1}^{U} c_{u} q_{u, n}^{\prime}\left|P_{u, n+1}\right|
$$

where the vertices of $M_{1}$ belong to $P_{1,1}$ or to circuits $P_{u}, 1 \leq u \leq U$, with $c_{u}$ common vertices between $M_{1}$ and $P_{u}$, and $c_{2}=b_{1}$. Now we choose first $q_{u, n}^{\prime}=\left|P_{1,1, n}\right|$ for the $u \geq 3$ such that $c_{u} \neq 0$ (if they exist); then $q_{2, n}^{\prime}$ such that $\left|M_{1, n}\right|+b_{1} q_{2, n}^{\prime}\left|P_{2, n+1}\right|$ is congruent to 1 modulo $\left|P_{1,1, n+1}\right|$, which is possible as $b_{1}\left|P_{2, n+1}\right|$ is invertible modulo $\left|P_{1,1, n+1}\right|$; then we fix $q_{1, n}^{\prime}$ (which will be required later to be much larger than the $q_{i, n}^{\prime}, i>1$ ), and we have what we require.

We add the conditions that for all $n \geq 1, q_{1, n}>2^{n} q_{t, n}$ and $q_{1, n}^{\prime}>2^{n} q_{t, n}^{\prime}$, for every $2 \leq t \leq k-1$, which can be ensured in the previous construction. Then our system satisfies the conditions of Proposition 5.1.

We look at the actual expressions of the names; if the vertex $m^{l}(1)$ is in the circuit $\mathcal{P}_{u_{l}}, 1 \leq$ $l \leq s_{1}-1, P_{u_{i}, n}$ denotes the $n$-label of this circuit which begins with $M_{m^{l}(1), p m^{l}(1), n}$, while $M_{1, n}$ denotes the $n$-label of the circuit $\mathcal{M}_{1}$ which begins with $M_{1, m(1), n}$. Then we have

$$
\begin{gathered}
M_{1, n}=M_{1, m(1), n-1}\left(P_{u_{1}, n}\right)^{q_{u_{1}, n-1}^{\prime}} M_{m(1), m^{2}(1), n-1}\left(P_{u_{2}, n}\right)^{q_{u_{2}, n-1}^{\prime}} \cdots \\
M_{m^{s_{1}-2}(1), m^{s_{1}-1}(1), n-1}\left(P_{u_{s_{1}-2, n}}\right)^{q_{u_{s_{1}-2}, n-1}^{\prime}} M_{m^{s_{1}-1}(1), 1, n-1}\left(P_{1,1, n}\right)^{q_{1, n-1}^{\prime}} \\
P_{1,1, n+1}=P_{1,1, n} M_{1, n}^{q_{1, n}}
\end{gathered}
$$

hence

$$
P_{1,1, n+1}=P_{1,1, n}\left(R_{n} P_{1,1, n}^{q_{1, n-1}^{\prime}}\right)^{q_{1, n}}
$$

where $\left|R_{n}\right|=\bar{q}_{n-1}\left|P_{1,1, n}\right|+1$, for some $\bar{q}_{n-1}$ large enough if $q_{2, n-1}^{\prime}$ is large, but much smaller than $q_{1, n-1}^{\prime}$.

Thus our system is measure-theoretically isomorphic to the rank one system built by towers of name $H_{n+1}=H_{n}\left(H_{n}^{\bar{q}_{n-1}} s H_{n}^{q_{1, n-1}^{\prime}}\right)^{q_{1, n}}$, the isomorphism being made by turning the strings $R_{n}$ on one side, the strings $H_{n}^{\bar{q}_{n-1}}$ on the other side, into spacers, see Definition 1.8 and Theorem 4.8 of [25]. If $\bar{q}_{n}$ and $q_{1, n}^{\prime}$ are large enough, this last system is weakly mixing, rigid and simple exactly in the same way as the rank one map of del Junco - Rudolph [33], which is the rank one system build by towers of names $H_{0}=0, H_{n+1}=H_{n}^{2^{n}} 1 H_{n}^{2^{n}}$; the main (and quite involved) argument in Theorem 1 of [33] uses only the fact that there are isolated spacers between long concatenations of the same tower.

## 6. OTHER PERMUTATIONS

We have used twice the standardness of the permutation: to get a binary initial state (under the condition of alternate discontinuities), and to have enough knowledge on the lengths of the initial circuits to begin the control of lengths which is crucial in Theorems 4.3 and 5.2. These two theorems seem difficult to generalize to a larger class of permutations, and indeed would be false for circular permutations, for which weak mixing cannot occur (though it can, and does occur, in their Rauzy class, except for $k=2$ ).

As for Theorem 3.2, Propositions 4.2 and 5.1, they are valid, by the same method, for any permutation and order of the discontinuities for which the initial state is binary, and these include
all permutations with $\pi 1=k$ under the condition of alternate discontinuities, and all permutations with $\pi k=1$ under the dual condition $\gamma_{1}<\beta_{1}<\gamma_{2}<\ldots$. Indeed, they are also valid if a binary state can be reached after a finite sequence of initial inductions; this requires the description and knowledge of our induction in every case: it is true for every permutation in the hyperelliptic Rauzy class [24], whatever the order of the discontinuities, and we have checked it experimentally for every permutation we have tried; we conjecture that, with the new induction, we can make similar families of examples for any permutation.

But if we want to build examples for every primitive permutation, the Rauzy induction does the trick, as, when it is applied backwards, it preserves Bourgain's criterion:
Proposition 6.1. Let $\mathcal{I}$ be an interval exchange satisfying the hypotheses of Theorem 3.2, resp. Proposition 4.2, resp. Proposition 5.1. Then any pre-image of $\mathcal{I}$ for a finite iterate of the Rauzy induction satifies its conclusions.

## Proof

The system $\mathcal{I}$ has an adic presentation with towers of names $W$ in $\mathcal{W}_{n}$ described in the proof of Theorem 3.2; by applying Proposition $2.2 p$ times, we get that a pre-image $\mathcal{I}^{\prime}$ for $p$ iterates of the Rauzy induction has an adic presentation with towers of names $\psi W$, where the map $\psi$ is defined by applying the composition of the $p$ (possibly different) maps $\phi$ of Proposition 2.2 letter by letter. The words $\psi W, W \in \mathcal{W}_{n}$, are built by the same recursion formulas as the $W$, with different initial words, and all the results depend only on these recursion rules.

This does not apply to weak mixing or simplicity, which rely on the lengths of the initial words. But, by Proposition 2.1, the examples satisfying Sarnak's conjecture, unique ergodicity or rank one built in Theorem 3.2, Propositions 4.2 and 5.1 for every standard permutation yield examples for every primitive permutation.

## REFERENCES

[1] E.H. el ABDALAOUI, S. KASJAN, M. LEMAŃCZYK: $0-1$ sequences of the Thue-Morse type and Sarnak's conjecture, arXiv:1304.3587.
[2] E.H. el ABDALAOUI, M. LEMAŃCZYK, T. de la RUE: On spectral disjointness of powers for rank-one transformations and Möbius orthogonality, Funct. Anal. 266 (2014), 284-317.
[3] V.I. ARNOLD: Small denominators and problems of stability of motion in classical and celestial mechanics, Usp. Math. Nauk. 18 (1963), 91-192, (in Russian) translated in Russian Math. Surveys 18 (1963), 86-194.
[4] P. ARNOUX, G. RAUZY: Représentation géométrique de suites de complexité $2 n+1$, Bull. Soc. Math. France 119 (1991), 199-215.
[5] A. AVILA, G. FORNI: Weak mixing for interval exchange maps and translation flows, Ann. of Math. (2) 165 (2007), 637-664.
[6] G. BIRKHOFF: Extensions of Jentzsch's theorem, Trans. Amer. Math. Soc. 85 (1957), 219-227.
[7] G. BIRKHOFF: Lattice theory. Third edition. American Mathematical Society Colloquium Publications, Vol. XXV American Mathematical Society, Providence, R.I. 1967 vi+418 pp.
[8] M. BOSHERNITZAN: A criterion for weak mixing of induced IET, in Dynamical systems and group actions, Contemp. Math. 567 (2012), Amer. Math. Soc., Providence, RI, 53-65.
[9] J. BOURGAIN: Möbius-Walsh correlation bounds and an estimate from Mauduit and Rivat, J. Anal. Math. 119 (2013), 147-163.
[10] J. BOURGAIN: On the correlation of the Möbius function with rank-one systems, J. Anal. Math. 120 (2013), 105-130.
[11] J. BOURGAIN, P. SARNAK, T. ZIEGLER: Disjointness of Möbius from horocycle flow, in From Fourier Analysis and Number Theory to Radon Transforms and Geometry, Developments in Mathematics 28, Springer, New York, (2013), 67-83.
[12] H. DAVENPORT, On some infinite series involving arithmetical functions, II, Quart. J. Math. Oxford 8 (1937), 313-320.
[13] V. DELECROIX, C. ULCIGRAI: Diagonal changes for surfaces in hyperelliptic components, to appear in $G e$ ometriae Dedicata, arXiv:1310.1052.
[14] S. FERENCZI: Rank and symbolic complexity, Ergodic Th. Dyn. Syst. 16 (1996), 663-682.
[15] S. FERENCZI: Systems of finite rank. Colloq. Math. 73 (1997), 35-65.
[16] S. FERENCZI: Billiards in regular 2n-gons and the self-dual induction, J. Lond. Math. Soc. (2) 87 (2013), 766784.
[17] S. FERENCZI: Combinatorial methods for interval exchange transformations, Southeast Asian Bulletin of Mathematics 37 (2013), 47-66.
[18] S. FERENCZI: A generalization of the self-dual induction to every interval exchange transformation, Ann. Inst. Fourier (Grenoble) 64 (2014), 1947-2002.
[19] S. FERENCZI: Diagonal changes for every interval exchange transformation, to appear in Geometriae Dedicata (2015), DOI :10.1007/s10711-014-0031-y.
[20] S. FERENCZI, C. HOLTON, L.Q. ZAMBONI: The structure of three-interval exchange transformations I: an arithmetic study, Ann. Inst. Fourier (Grenoble) 51 (2001), 861-901.
[21] S. FERENCZI, C. HOLTON, L. Q. ZAMBONI: The structure of three-interval exchange transformations II: a combinatorial description of the trajectories, J. Anal. Math. 89 (2003), 239-276.
[22] S. FERENCZI, C. HOLTON, L.Q. ZAMBONI: Structure of three-interval exchange transformations III: ergodic and spectral properties, J. Anal. Math. 93 (2004), 103-138.
[23] S. FERENCZI, C. HOLTON, L.Q. ZAMBONI: Joinings of three-interval exchange transformations, Ergodic Th. Dyn. Syst. 25 (2005), 483-502.
[24] S. FERENCZI, L.Q. ZAMBONI: Structure of K-interval exchange transformations: induction, trajectories, and distance theorems, J. Anal. Math. 112 (2010), 289-328.
[25] S. FERENCZI, L.Q. ZAMBONI: Eigenvalues and simplicity for interval exchange transformations, Ann. Sci. Ec. Norm. Sup., 4e serie 44 (2011), 361-392.
[26] A.M. FISHER: Nonstationary mixing and the unique ergodicity of adic transformations. Stoch. Dyn. 9 (2009), 335-391.
[27] H. FURSTENBERG: Stationary processes and prediction theory. Annals of Mathematics Studies, No. 44 Princeton University Press, Princeton, N.J. 1960 x+283 pp.
[28] B. GREEN: On (not) computing the Möbius function using bounded depth circuits, Combin. Probab. Comput. 21 (2012), 942-951.
[29] B. GREEN, T. TAO: The Möbius function is strongly orthogonal to nilsequences, Ann. of Math. (2) 175 (2012), 541-566.
[30] J. HADAMARD: Sur la distribution des zéros de la fonction $\zeta(s)$ et ses conséquences arithmétiques, Bull. Soc. Math. France 24 (1896), 199-200.
[31] K.-H. INDLEKOFER, I. KÁTAI: Investigations in the theory of $q$-additive and $q$-multiplicative functions I, Acta Math. Hungar. 91 (2001), 53-78.
[32] A. del JUNCO: A family of counterexamples in ergodic theory, Israël J. Math. 44 (1983), 160-188.
[33] A. del JUNCO, D.J. RUDOLPH: A rank-one, rigid, simple, prime map, Ergodic Th. Dyn. Syst. 7 (1987), 229247.
[34] I. KÁTAI: A remark on a theorem of H. Daboussi, Acta Math. Hung. 47 (1986), 223-225.
[35] A.B. KATOK, A.M. STEPIN: Approximations in ergodic theory, Usp. Math. Nauk. 22 (1967), 81-106 (in Russian), translated in Russian Math. Surveys 22 (1967), 76-102.
[36] M.S. KEANE: Interval exchange transformations, Math. Zeitsch. 141 (1975), 25-31.
[37] M. KONTSEVICH, A. ZORICH: Connected components of the moduli spaces of Abelian differentials with prescribed singularities, Invent. Math. 153 (2003), 631-678.
[38] J. KUŁAGA-PRZYSMUS, M. LEMAŃCZYK: The Möbius function and continuous extensions of rotations, arXiv:1310.2546.
[39] J. LIU, P. SARNAK: The Möbius function and distal flows, arXiv:1303.4957.
[40] B. MARTIN, C. MAUDUIT, J. RIVAT: Théorème des nombres premiers pour les fonctions digitales, Acta Arithmetica 165 (2014), 11-45.
[41] B. MARTIN, C. MAUDUIT, J. RIVAT: Fonctions digitales le long des nombres premiers, to appear in Acta Arithmetica.
[42] C. MAUDUIT, J. RIVAT: Sur une question de Gelfond : la somme des chiffres des nombres premiers, Ann. of Math. (2) 171 (2010), 1591-1646.
[43] C. MAUDUIT, J. RIVAT: Prime numbers along Rudin-Shapiro sequences, to appear in Journal of the European Mathematical Society.
[44] V.I. OSELEDEC: The spectrum of ergodic automorphisms, Dokl. Akad. Nauk. SSSR 168 (1966), 1009-1011 (in Russian).
[45] G. RAUZY: Échanges d'intervalles et transformations induites, Acta Arith. 34 (1979), 315-328.
[46] P. SARNAK: Three lectures on the Möbius function, randomness and dynamics (2011), http://publications.ias.edu/sarnak/paper/512.
[47] Ya.G. SINAI, C. ULCIGRAI: Weak mixing in interval exchange transformations of periodic type, Lett. Math. Phys. 74 (2005), 111-133.
[48] T. TAO: The Katai-Bourgain-Sarnak-Ziegler orthogonality criterion, http://terrytao.wordpress.com/2011/11/21/the-bourgain-sarnak-ziegler-orthogonality-criterion/.
[49] C. J. de la VALLÉE POUSSIN: Recherches analytiques sur la théorie des nombres premiers, Ann. Soc. Scient. Bruxelles 20 (1896), 183-256.
[50] W.A. VEECH: A criterion for a process to be prime, Monatsh. Math. 94 (1982), 335-341.
[51] A. M. VERSHIK, A. N. LIVSHITS: Adic models of ergodic transformations, spectral theory, substitutions, and related topics, Adv. Sov. Mat. 9 (1992), 185-204.
[52] M. VIANA: Dynamics of interval exchange maps and Teichmüller flows, http://w3.impa.br/ viana/out/ietf.pdf.
[53] I. M. VINOGRADOV, The method of Trigonometrical Sums in the Theory of Numbers, translated from the Russian, revised and annotated by K.F. Roth and A. Davenport, Interscience, London, 1954.
[54] J.-C. YOCCOZ: Échanges d'intervalles, Cours au Collège de France (2005), http://www.college-de-france.fr/site/jean-christophe-yoccoz/
[55] A. ZORICH: Explicit Jenkins-Strebel representatives of all strata of abelian and quadratic differentials. J. Mod. Dyn. 2 (2008), 139-185.

Institut de Mathématiques de Marseille, CNRS - UMR 7373, Case 907-163 av. de Luminy, F13288 Marseille Cedex 9, France.

E-mail address: ssferenczi@gmail.com, mauduit@iml.univ-mrs.fr

