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Relaxation of nonspherical sessile drops towards equilibrium

Vadim S. Nikolayev* and Daniel A. Beyenss
ESEME, Service des Basses Températures, CEA-Grenoble (France)
(Dated: January 26, 2016)

We present a theoretical study related to a recent experiment on the coalescence of sessile drops. The study deals with the kinetics of relaxation towards equilibrium, under the action of surface tension, of a spheroidal drop on a flat surface. For such a non-spherical drop under partial wetting conditions, the dynamic contact angle varies along the contact line. We propose a new non-local approach to the wetting dynamics, where the contact line velocity depends on the geometry of the whole drop. We compare our results to those of the conventional approach in which the contact line velocity depends only on the local value of the dynamic contact angle. The influence on drop dynamics of the pinning of the contact line by surface defects is also discussed.

I. INTRODUCTION

At first glance, the motion of the gas-liquid interface along the solid surface is a purely hydrodynamic problem. However, it attracted significant attention from the physicists since the work [1], which showed an unphysical divergence that appears in the hydrodynamic treatment if a motion of a wedge-shaped liquid slides along the solid surface. The reason for this divergence lies in the no-slip condition on the non-deformable solid surface only for the solid and the liquid molecules over the force between the solid and the liquid-gas interface is directed towards the contact line that is supposed to be formed of the liquid molecules in the contact with the solid. It means that, for example, an oil drop cannot move along the glass because of the no-slip condition! Of course, this contradicts the observations.

The experiment [2] demonstrated that the velocity on the liquid-gas interface is directed towards the contact line during the contact line advance. The authors interpreted this result by the rolling (“caterpillar”) motion of the drop [3]. However, later theoretical study [4] shows that such a motion is compatible with the no-slip condition on the non-deformable solid surface only for the contact angles close to 180°.

The justication of the no-slip condition is well known [5]: it is the excess of the attractive force between the solid and the liquid molecules over the force between two liquid molecules. This attraction has a tendency to prevent the motion of the liquid molecules adjacent to the solid. Obviously, the same forces resist when these molecules are forced to move. In other words, some relatively large (with respect to viscous dissipation) energy should be spent for this forcing.

Numerous microscopic theories (see e.g. [5–12]) propose different phenomena as to be responsible for the contact line motion. However, no general theory has been agreed upon. This situation is partly due to the scarceness of the information that can be extracted from the experiments. Most of them deal with either drops with cylindrical symmetry (circular contact lines) or the climbing of the contact line over a solid immersed into a liquid (straight contact line). In these experiments, the contact line velocity \(v_n\), measured in the normal direction does not vary along the contact line on a macroscopic scale larger than the size of the surface defects. The experiments with non-spherical drops where such a variation exists can give additional information. This information can be used to test microscopic models of the contact line motion. To our knowledge, there are only two kinds of investigated situations that feature the non-spherical drops. The first one is the sliding of the drop along an inclined surface [13]. The second concerns the relaxation of the sessile drops of complicated shape towards the equilibrium shape of spherical cap. This latter case was studied experimentally in [6] for water drops on the silanized silicon wafers at room temperature. The present article deals with this second case.

The principal results of [6] can be summarized as follows:

(i) The relaxation of the drop from the elongated shape towards the spherical shape is exponential. The characteristic relaxation time \(\tau\) is proportional to the drop size. The drop size can be characterized by the contact line radius \(R^*\) at equilibrium when the drop eventually relaxes towards a spherical cap.

(ii) The dependence of \(\tau\) on the equilibrium contact angle \(\theta\) is not monotonous: \(\tau(30°) < \tau(53°)\) and \(\tau(53°) > \tau(70°)\).

(iii) The relaxation is extremely slow. The capillary number \(Ca = R^*\eta/(\tau\sigma)\) is of the order of \(10^{-7}\), where \(\sigma\) is the surface tension and \(\eta\) is the shear viscosity.

Since the motion is not externally forced, a small \(Ca\) shows that the energy dissipated in the vicinity of the contact line is much larger than in the bulk of the drop. The contact line motion is characterized by the normal component \(v_n\) of its velocity. Many existing theories result in the following relationship between \(v_n\) and the
dynamic contact angle $\theta$:

$$v_n = v_c \frac{F(\theta, \theta_s)}{\theta}, \quad \text{(1)}$$

where $\theta_s$ is the static contact angle, $v_c$ is a constant characteristic velocity and $F$ is a function of two arguments, the form of which depends on the model used. For all existing models, the following relation is satisfied

$$F(\theta, \theta_s) = -F(\theta_s, \theta), \quad \text{(2)}$$

which implies the trivial condition $F(\theta_s, \theta_s) = 0$. It means simply that the line is immobile when $\theta = \theta_s$.


$$F = \theta^3 - \theta_s^3. \quad \text{(3)}$$

There are many theories (see e.g. [5], [7]) which result in

$$F = \cos \theta_s - \cos \theta. \quad \text{(4)}$$

In a recent model by Pomeau [6, 9], it is proposed that

$$F = \theta - \theta_s \quad \text{(5)}$$

with the coefficient $v_c$ that depends on the direction of motion (advancing or receding) but not on the amplitude of $v_n$.

Since the drop evolution is extremely slow, the drop shape can be calculated using the quasi-static argument according to which at each moment the drop surface can be calculated from the constant curvature condition and the known position of the contact line. The major problem is how to find this position. Independently of the particular contact line motion mechanism, at least two approaches are possible. The first of them is the “local” approach [6], which consists in the determination of the position of a given point of the contact line from Eq. (1) where $\theta$ is assumed to be the local value of the dynamic contact angle at this point. Another, non-local approach is suggested in sec. II. Certainly, both of these approaches should give the same result when $v_n$ does not vary along the contact line. However, we show that the result is different in the opposite case.

The influence of surface defects on the contact line dynamics is considered in sec. III.

II. NONLOCAL APPROACH TO THE CONTACT LINE DYNAMICS

In this section we generalize another approach, suggested in [14], for an arbitrary drop shape. This approach postulates neither Eq. (1) nor a particular line motion mechanism. It simply assumes that the energy dissipated during the contact line motion is proportional to its length and does not depend on the direction of motion (advancing or receding). Then, at low contact line velocity, the leading contribution to the energy dissipated per unit time (i.e. the dissipation function) can be written in the form

$$T = \int \xi \frac{v^2}{2} \, dl, \quad \text{(6)}$$

where the integration is performed over the contact line and $\xi$ is the constant dissipation coefficient. According to the earlier discussed experimental results [6], the dissipation in the bulk is assumed to be much smaller than that in the vicinity of the contact line.

Since we assume that most dissipation takes place in the region of the drop adjacent to the contact line, our discussion is limited to the case where the prewetting film (that is observed for zero or very low contact angles) is absent. This situation corresponds to the conditions of the experiment [6] where the dropwise (as opposed to filmwise) condensation shows the absence of the prewetting liquid film. The above assumption also limits the description to the partial wetting case. This assumption is also justified by the experimental conditions under which it is extremely difficult to obtain macroscopic convex drops for the contact angles $< 30^\circ$ because of the contact line pinning [6]. The main reason is that the potential energy $U$ of the drop from Eq. (A6) goes to zero as the contact angle goes to zero. At small contact angles $U$ is not large enough to overcome the pinning forces that originate from the surface defects, see sec. III. Therefore, the macroscopic convex drops under consideration can not be observed at small contact angles.

Generally speaking, the behavior of the drop obeys the Lagrange equation [15]

$$\frac{d}{dt} \left( \frac{\partial \mathcal{L}}{\partial \dot{q}_j} \right) - \frac{\partial \mathcal{L}}{\partial q_j} = -\frac{\partial T}{\partial q_j}, \quad \text{(7)}$$

where the Lagrangian $\mathcal{L} = K - U$ is the function of the generalized coordinates $q_j$ and of their time derivatives which are denoted by a dot. The current time is denoted by $t$, $K$ is the kinetic energy, and $U = U(q_j)$ is the potential energy. Since there is no externally forced liquid motion in this problem and the drop shape change is extremely slow, we can neglect the kinetic energy by putting $\mathcal{L} = -U$. Then Eq. (7) reduces to

$$\frac{\partial U}{\partial q_j} = -\frac{\partial T}{\partial q_j}, \quad \text{(8)}$$

the expression applied first to the contact line motion in [5].

The potential energy of a sessile drop is [14]

$$U = \sigma(A_{VL} - A_{SL} \cos \theta_{eq}), \quad \text{(9)}$$

where $\sigma$ is the liquid surface tension, $A_{VL}$ and $A_{LS}$ are the areas of the vapor-liquid and liquid-solid interfaces respectively and $\theta_{eq}$ is the equilibrium value of the contact angle. We neglect the contribution due to the van der Waals forces because we consider macroscopic drops
and large contact angles $\geq 30^\circ$. For such drops the van der Waals forces influence the interface shape only in the very close vicinity of the contact line and this influence can be neglected.

In general the static contact angle $\theta_s$ is not equal to $\theta_{eq}$ because of the presence of the defects, a problem which will be treated in the section III. Meanwhile, we assume that $\theta_s = \theta_{eq}$. The gravitational contribution is neglected in Eq. (9) because the drops under consideration are supposed to be small, with the radius much smaller than the capillary length. The volume of a sessile drop is fixed. Its calculation provides us with another equation, which closes the problem provided that the shape of the drop surface is known. The drop shape is determined from the condition of the quasi-equilibrium which results in the constant curvature of the drop surface.

Usually, the wetting dynamics is observed either for the spreading of droplets with the shape of the spherical cap, or for the motion of the liquid meniscus in a cylindrical capillary, or for the extraction of a solid plate from the liquid [5]. In all these cases, the contact line velocity $v_n$ does not vary along the contact line and this influence can be neglected.

The calculation provides us with another equation, which follows from Eq. (11). At the end of the relaxation

$$R_x = R_y = R \sin \theta_s \equiv R^\star,$$

where $R$ is the final radius of curvature of the drop. Therefore, during the late stage

$$R_x = R^\star (1 - r_x)$$
$$R_y = R^\star (1 + r_y)$$

with $|r_{x,y}| \ll 1$. Some points of the contact line advance, some points recede. The dynamic contact angle changes its value along the contact line. In particular, the point $N(R_x, 0, 0)$ in Fig. 1 advance and $M(0, R_y, 0)$ recede. These points are extreme and their velocities have the maximum absolute values, positive for $N$ and negative for $M$. The dynamic contact angles ($\theta_{da}$: dynamic advancing contact angle in $N$ and $\theta_{dr}$: dynamic receding contact angle in $M$) also have the extreme values there. They can be found from the equations

$$\cos \theta_{da} = d/b,$$
$$\tan \theta_{dr} = R_y^2/(d R_x),$$

that reduce for $r_x, r_y \ll 1$ to

$$\cos \theta_{dr} = \cos \theta_s + \sin^2 \theta_s (2 + \cos \theta_s) \frac{2 r_y - r_x}{3},$$
$$\cos \theta_{da} = \cos \theta_s - \sin^2 \theta_s \left[ (2 + 4 \cos \theta_s) r_x - \frac{4 - \cos \theta_s}{3} r_y \right].$$

Eq. 8, written for the generalized coordinates $r_x$ and $r_y$ together with the expression for the dissipation function (see Appendix A), implies the set of equations

$$\begin{cases} 3 \dot{r}_x - \dot{r}_y = \tau_0^{-1} (B r_y - A r_x), \\ 3 \dot{r}_y - \dot{r}_x = \tau_0^{-1} (B r_x - A r_y), \end{cases}$$
where $\tau_0 = \sigma R^2 / \xi$ and the coefficients $A$ and $B$ are given by Eq. (A7) in Appendix A. The solutions of Eqs. (18) read

$$r_x(t) = [(r_x^{(i)} - r_y^{(i)}) \exp(-t/\tau_x) + (r_x^{(i)} + r_y^{(i)}) \exp(-t/\tau_y)]/2,$$

$$r_y(t) = [(r_y^{(i)} - r_y^{(i)}) \exp(-t/\tau_x) + (r_x^{(i)} + r_y^{(i)}) \exp(-t/\tau_y)]/2,$$

(19)

(20)

where $r_x^{(i)}$ and $r_y^{(i)}$ are the initial ($t = 0$) values for $r_x$ and $r_y$, respectively, and the relaxation times

$$\tau_x = \tau_0 / [\sin^2 \theta_s (2 + \cos \theta_s)],$$

$$\tau_y = 45 \tau_0 (1 + \cos \theta_s) / [(108 + 41 \cos \theta_s + 14 \cos^2 \theta_s + 17 \cos^3 \theta_s) (1 - \cos \theta_s)].$$

(21)

(22)

The variables $r_x$ and $r_y$ are defined in Eq. (15) in such a way that when $r_x^{(i)} = r_y^{(i)}$, the drop surface remains spherical during its relaxation. One can see from Eqs. (19,20) that the evolution is defined entirely by the characteristic time $\tau_x$ (“spherical”) in this case. When $r_x^{(i)} - r_y^{(i)} \ll (r_x^{(i)} + r_y^{(i)})$, the relaxation time $\tau_y$ alone defines the relaxation of the drop as it follows from Eqs. (19,20). Therefore $\tau_y$ should be associated with the experimentally observed relaxation time.

The functions $\tau_x, \tau_y(\theta_s)$ are plotted in Fig. 2 assuming that $\xi$ is independent of $\theta_s$. Clearly, both $\tau_x$ and $\tau_y$ in-

![FIG. 2: The relaxation times $\tau_x, \tau_y$ versus the static contact angle $\theta_s$.](image)

crease monotonically with $\theta_s$ in agreement with the observed tendency for large contact angles.

It is interesting to check whether or not by applying the local approach of Eq. (10) we recover the non-local result for $v_n$. This is easy to do for the case $r_x^{(i)} = r_y^{(i)}$, i.e. when $r_x = r_y$. In this case, the non-local model (18) implies $\dot{r}_x = -r_x/\tau_n$, and the contact line velocities at the points M and N are

$$v_n = -\frac{r_x}{\tau_n}$$ \text{ at the point M,} \hspace{1cm} (23)

$$v_n = \frac{r_y}{\tau_n}$$ \text{ at the point N.} \hspace{1cm} (24)

Since Eq. (17) results in

$$\cos \theta_s - \cos \theta = -\sin^2 \theta_s (2 + \cos \theta_s) r_x/3$$ \text{ at the point M,} \hspace{1cm} (25)

$$\cos \theta_s - \cos \theta = \sin^2 \theta_s (5 \cos \theta_s - 2)$$ \text{ at the point N,} \hspace{1cm} (26)

the local approach (10) implies that

$$v_n = -\frac{3}{2} \frac{\sin^2 \theta_s (2 + \cos \theta_s)}{\tau_n}$$ \text{ at the point M,} \hspace{1cm} (27)

$$v_n = -\frac{3}{2} \frac{\sin^2 \theta_s (5 \cos \theta_s - 2)}{\tau_n}$$ \text{ at the point N.} \hspace{1cm} (28)

The comparison of Eqs. (22-24) with Eqs. (27,28) show that the results of the local and the non-local approaches are different. However, one can verify that the results are the same in the limit of very small $\theta_s$. For finite contact angles, the non-local approach is not equivalent to the local approach. The main difference can be summarized as follows. The $v_n$ value that is obtained with our non-local approach can be presented in the form (1) common for the local approach. However, while the characteristic velocity $v_c$ from Eq. (1) is constant in the local approach, it is a function of the position on the contact line in the non-local approach. Indeed, the comparison of Eqs. (23-26) with Eqs. (1, 4) shows that

$$v_c = 3 \frac{\sin^2 \theta_s (2 + \cos \theta_s)}{\tau_n}$$ \text{ at the point M,} \hspace{1cm} (29)

$$v_c = 3 \frac{\sin^2 \theta_s (5 \cos \theta_s - 2)}{\tau_n}$$ \text{ at the point N.} \hspace{1cm} (30)

We do not expect our model to be a good description for the contact angles close to $90^\circ$. The reason is the limitation of the spheroid model for the drop shape. The spheroidal shape necessarily fixes $\theta_{dc} = 90^\circ$ when $\theta_{dc} > 90^\circ$ independently of the contact line velocity, which is incorrect. In addition, the spheroidal model does not work at all for $\theta_s > 90^\circ$. One needs to find the real shape of the drop (which is defined by constant curvature condition) to overcome these difficulties.

In order to estimate the limiting value for $\theta_s$ for which the spheroid model works well we mention that the dynamic advancing and receding contact angles defined by Eq. (17) must satisfy the inequality $\theta_{dr} \leq \theta_s \leq \theta_{dc}$. By putting $r_x^{(i)} = r_y^{(i)}$ in Eqs. (19,20) one finds that this inequality is satisfied when $\theta_s < 66^\circ$. The last inequality provides us with the limit of the validity for the spheroidal model.

To conclude this section we note that our non-local approach to the dynamics of wetting is not equivalent to the traditional local approach. Both approaches allow the relaxation time to be calculated for a given contact angle provided that the contact angle dependence of the dissipation coefficient $\xi$ is known. Additional experiments...
are needed to reveal which approach is the most suitable. Under the assumption that the $\xi(\theta_s)$ dependence (if any) is weak, we find that the relaxation time decreases with the contact angle.

This result explains the decrease of the relaxation time at large contact angles observed in [6]. We think that the opposite tendency observed for the small contact angles is related to the influence of the surface addressed in the next section.

III. INFLUENCE OF THE SURFACE DEFECTS ON THE RELAXATION TIME

The motion of the contact line in the presence of defects has been frequently studied (see [5] for a review). However, little is understood at the moment because the problem is very sophisticated. Most of its studies deal with the influence of the defects on the static contact line (see, e. g. [16]) when they are responsible for the contact angle hysteresis. The latter was studied in [17] and [18] for the wedge geometry which assumes the external forcing of the contact line. When the contact line moves under the action of a force $f$, it encounters pinning on the random potential created by surface defects. Thus the motion shows the “stick-slip” behavior. It is characteristic for a wide range of physical systems where pinning takes place and is the basis of the theory of dynamical critical phenomena, in which the average contact line velocity is

$$v_n = v_c (f/f_c - 1)^\beta,$$  \hspace{1cm} (31)

where the exponent $\beta$ is universal and $f_c$ is the pinning threshold. This expression is often applied (see [19] and refs. therein) to the contact line motion in the systems, where the geometry of the meniscus does not depend on the dragging force. However, the values of $\beta$ vary widely depending on the experimental conditions and do not correspond to the theoretical predictions. The motion of the contact line during the coalescence of drops is even more complicated because the geometry of the meniscus is constantly changing. Therefore, application of the expression (31) is even more questionable in this situation.

In this section we employ the formalism developed in the previous section in order to understand the influence of the surface defects on the relaxation time of the drop where the contact line is not forced externally. The surface defects are modeled by the spatial variation of the local density of the surface energy, which can be related to the local value of the equilibrium contact angle $\theta_{eq}(\vec{r})$ by the Young formula as was suggested in [17] to describe the static contact angles. The expression (9) can be rewritten for this case in the form

$$U = \sigma A_{VL} - \sigma \int_{(A_{LS})} \cos \theta_{eq}(\vec{r}) \, d\vec{r}.$$  \hspace{1cm} (32)

The contribution of the defects and thus the deformation $\delta R_c$ of the contact line due to the defects is assumed to be small. Then, in the first approximation that corresponds to the “horizontal averaging” approximation from [17]

$$U = U^{(0)} + \Delta U.$$  \hspace{1cm} (33)

The superscript $(0)$ means that the corresponding quantity is calculated for $\delta R_c = 0$ and for the constant value of the contact angle $\theta_{eq}$ defined by the expression

$$\theta_{eq} = \arccos \left[ \frac{1}{A_{LS}} \int_{(A_{LS})} \cos \theta_{eq}(\vec{r}) \, d\vec{r} \right].$$  \hspace{1cm} (34)

Then

$$U^{(0)} = \sigma A_{VL} - \sigma A_{LS} \cos \theta_{eq}.$$  \hspace{1cm} (35)

It can be shown that the first-order correction to this value, which appears due to the defects is

$$\Delta U = -\sigma \int_{(A_{LS})} \left( \cos \theta_{eq}(\vec{r}) - \cos \theta_{eq} \right) \, d\vec{r}.$$  \hspace{1cm} (36)

We accept the following model for defects because it is, on one hand, simple and, on the other hand, proven [17] to be a good description for the advancing and the receding contact angles in the approximation considered. The defects are supposed to be similar circular spots of radius $r$ arranged in a regular spatially periodic pattern, $\lambda$ being the spatial period, the same in both directions, see Fig. 3. The spots and the clean surface have the values of

$$\theta_{1}$$  \hspace{1cm} $\theta_{2}$$  \hspace{1cm} $\lambda$$  \hspace{1cm} $2r$$  \hspace{1cm} $\lambda$$

FIG. 3: Unit cell of the model defect pattern on the solid surface. The reference system and the values of the contact angle inside the round spots ($\theta_1$) and outside them ($\theta_2$) are also shown.

the equilibrium contact angle $\theta_1$ and $\theta_2 < \theta_1$ respectively. For this pattern, Eq. 34 yields

$$\theta_{eq} = \arccos [\varepsilon^2 \cos \theta_1 + (1 - \varepsilon^2) \cos \theta_2].$$  \hspace{1cm} (37)
the parameter $\varepsilon^2$ being the fraction of the surface covered by the defect spots. We consider the case $r < \lambda/4$ in the following. Then it is obvious from Fig. 3, that

$$
\varepsilon^2 = 2\pi(r/\lambda)^2.
$$

In the following, we will for simplicity treat a 2D sessile drop, i.e., a liquid stripe of infinite length, the cross-section of which is the segment of a circle as shown in Fig. 4. The volume $V$ of the stripe per its length $l$ does not change with time:

$$
V/l = \frac{R_x^2}{2\sin^2\theta} (\theta - \sin\theta \cos\theta),
$$

where $R_x$ is the half-width of the stripe, see Fig. 4. The dynamic contact angle $\theta$ can be calculated from Eq. (39), provided that $R_x$ is known. It can be shown by the direct calculation of $\U^{(0)}$ (35) and the dissipation function $T$ (6) that Eq. (8) with the substitution $q_1 \to R_x$ reduces to the equation

$$
\dot{R}_x = \frac{\sigma}{\xi} (\cos\theta_{eq} - \cos\theta) - \frac{1}{2\xi l} \frac{d\Delta U}{dR_x} \tag{40}
$$

The first-order correction to the drop energy $\Delta U$ can be calculated from Eq. (36) by following the guidelines of [17]. Its explicit expression for the chosen geometry is given in Appendix B.

The kinetics of the relaxation is shown in Fig. 5. The relaxation kinetics for the drop on the ideal substrate with the equilibrium value of the contact angle equal to the value of $\theta_{eq}$ is also shown for comparison. The half-width of the drop on the ideal substrate relaxes to its equilibrium value $R^*$ that is related to the volume of the drop through Eq. (39) written for $\theta = \theta_{eq}$ and $R_x = R^*$. We chose $R^*/\lambda = 100$ for Fig. 5.

The stick-slip motion is illustrated in the insert in Fig. 5. Note that the contact line in its final position for the non-ideal case is pinned in a metastable state so that the final 2D radius of the drop is larger than $R^*$. The final contact angle (the equilibrium receding contact angle) thus differs from that for an ideal surface. Because the contact line is being stuck on the defects, its motion is slowed down. However, the presence of defects does not change strongly the relaxation time. It remains of the order of $\tau_0 = R^* \xi/\sigma$ because this deceleration is compensated by the acceleration during the slip motion.

Fig. 5 shows the impact of the defects on the relaxation. The relaxation time appears to be smaller in the presence of defects than in the ideal case (no defects) because the contact line is pinned by defects whereas it would have continued to move on the ideal surface.

It should be noted that this model is just a first step towards the description of contact line kinetics on a non-ideal substrate. In reality, the different portions of the contact line slip at different moments in time (cascades of slips are observed e.g. in [19]). This means that the liquid flows in the direction parallel to the contact line to the distances much larger than the defect size, i.e., the first-order approximation is not adequate. The direction of this flow reverses frequently. This effect can lead to the expression like Eq. (31) and to a large relaxation time.

### IV. CONCLUSIONS

This article deals with two important issues concerning contact line dynamics. First, it discusses the local versus non-local approaches to contact line motion. While the local approach consists in postulating a direct relationship between the normal contact line velocity and the dynamic contact angle at a given point of the contact line, the nonlocal approach starts from a more general hypothesis about the form of the dissipation function of the droplet. These approaches give the same results for very small contact angles or for the normal contact line velocity that does not vary along the contact line, which is the case of a drop that has the shape of a spherical cap.
In other cases (large contact angle, non-spherical drops) the results of these two approaches differ. We carried out calculations assuming that the drop surface is a spheroid. In reality, its surface is not a spheroid and has a constant curvature. More theoretical work is needed to overcome this approximation.

The second issue treated in this article is the influence of surface defects on contact line dynamics. In the approximation of a 2D drop, it is assumed that the contact line remains straight during its motion. In this approximation, the stick-slip microscopic motion does not influence the average dynamics strongly. The defects manifest themselves by changing the final position of the contact line by pinning it in a metastable state. Therefore, the relaxation is more rapid than that on an ideally clean surface simply because it is terminated earlier.

### Appendix A: Derivation of the dynamic equations for \( r_x \) and \( r_y \)

We used the Mathematica™ system for the analytical computations. We find first the dissipation function \( T \). The contact line can be described by the equation

\[
F(x, y) = 0 \quad \text{with} \quad F(x, y) = \frac{x^2}{R_x^2} + \frac{y^2}{R_y^2} - 1, \tag{A1}
\]

where \( R_x \) and \( R_y \) are time-dependent. By using the well-known formula of differential geometry \( v_n = -\vec{F}/|\nabla F| \), the integral (6) can be written in an explicit form. In order to obtain the first order approximation for \( T \), one can use the expansion (15). We need to keep only the second-order terms. Since the integrand is a quadratic form with respect to \( \dot{r}_x, \dot{r}_y \), one can put \( r_x, r_y = 0 \) in it. The resulting expression can be integrated to obtain the explicit expression for the dissipation function

\[
T = \frac{\xi \pi R^3 \sin^3 \theta}{8} (3 \dot{r}_x^2 + 3 \dot{r}_y^2 - 2 \dot{r}_x \dot{r}_y). \tag{A2}
\]

It is easy to find out that \( T \geq 0 \) always holds as it should be.

It is more difficult to obtain the drop interface area

\[
A_{VL} = \int_{A_{SL}} \sqrt{1 + \left( \frac{\partial z}{\partial x} \right)^2 + \left( \frac{\partial z}{\partial y} \right)^2} \, dA, \tag{A3}
\]

where the function \( z = z(x, y) \) is defined by Eq. (11). After the integration over \( y \), Eq. (A3) reduces to

\[
A_{VL} = 4 b \int_0^{R_c} \arctan \left( \frac{b}{d} \sqrt{1 - \frac{d^2}{b^2} - \frac{x^2}{a^2}} \right) \sqrt{1 - \frac{x^2}{a^2} \epsilon} \, dx, \tag{A4}
\]

where \( \epsilon = 1 - \frac{R_y^2}{R_x^2} \sim (r_x - r_y) \ll 1 \). The subsequent development of the integrand into the series over \( \epsilon \) and its integration term-by-term results in

\[
A_{VL} = a \pi \left[ \frac{2}{6 b^3} \left( 2 b^3 - 3 b^2 d + d^3 \right) - \frac{\epsilon^2}{160 b^6} \left( 8 b^5 - 15 b^4 d + 10 b^2 d^3 - 3 d^4 \right) \right]. \tag{A5}
\]

This expression can be developed into a series with respect to \( r_x, r_y \) by using Eqs. (12, 13-15). Its substitution into Eq. (9) leads to the explicit expression for \( U \):

\[
U = \sigma \pi R^2 \left[ 2 - 3 \cos \theta_s + 3 \cos^2 \theta_s + \frac{\sin^2 \theta_s}{8} \left( A \left( r_x^2 + r_y^2 \right) - 2 B r_x r_y \right) \right], \tag{A6}
\]

where

\[
A = \left[ \left( 288 + 491 \cos \theta_s + 374 \cos^2 \theta_s + 107 \cos^3 \theta_s \right) \right] / \left[ 45 \left( 1 + \cos \theta_s \right) \right], \tag{A7}
\]

\[
B = \left[ \left( 72 + 409 \cos \theta_s + 346 \cos^2 \theta_s + 73 \cos^3 \theta_s \right) \right] / \left[ 45 \left( 1 + \cos \theta_s \right) \right].
\]

It is easy to show that the expression in the square brackets in Eq. (A6) is positive for an arbitrary \( \theta_s \). It means that the function \( U(r_x, r_y) \) has its minimum at the point \( (r_x = 0, r_y = 0) \), i.e. for the drop that has the shape of the spherical cap. This result was expected.

The substitution of Eqs. (A6, A2) into Eq. (8) written for \( \eta = (r_x, r_y) \) results in the set of Eqs. (18) and thus concludes their derivation.

### Appendix B: Expression for the first order correction to the drop energy caused by defects

The accepted assumptions facilitate calculation of the \( \Delta U(R_x) \). The resulting function is periodical with the period \( \lambda/2 \), so that for \( r < \lambda/4 \) it can be presented in the form

\[
\frac{\Delta U}{2 \sigma \rho \Delta \epsilon} = - \left\{ \begin{array}{ll}
\varepsilon^2 \rho - \left[ r^2 \arcsin (\rho/r) + \\
\rho \left( r^2 - \rho^2 \right)^{1/2} / \lambda, \frac{\lambda}{2} - r \leq \rho \leq \frac{\lambda}{4} - r
\end{array} \right.
\right.
\]

\[
\int \left[ r^2 - \left( \rho - \lambda/2 \right) \right]^{1/2} / \lambda, \frac{\lambda}{4} - r \leq \rho < \frac{\lambda}{2}.
\]

(B1)

where \( \rho \) is the fractional part of \( 2R_x/\lambda \), multiplied by \( \lambda/2 \), and \( \Delta \epsilon = \cos \theta_2 - \cos \theta_1 \). Since \( R_x \gg \lambda \), the presence of defects generates many local minima of the function \( U(R_x) \) near its global minimum. These minima represent the metastable states. According to this model, the contact line is pinned in the minimum closest to its initial position.
[3] The hydrodynamic flow calculations (see e.g. [1, 7, 8]), which use other contact line motion models show that they are all compatible with these experiments.