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EQUIVALENT TRANSMISSION CONDITIONS FOR THE
TIME-HARMONIC MAXWELL EQUATIONS IN 3D FOR A
MEDIUM WITH A HIGHLY CONDUCTIVE THIN SHEET

V. PÉRON*, K. SCHMIDT†, AND M. DURUFLÉ‡

Abstract. We propose equivalent transmission conditions of order 1 and 2 for thin and highly
conducting sheets for the time-harmonic Maxwell’s equation in three dimension. The transmission
conditions are derived asymptotically for vanishing sheet thickness $\varepsilon$ where the skin depth is kept
proportional to $\varepsilon$. The condition of order 1 turns out to be the perfect electric conductor boundary
condition. The conditions of order 2 appear as generalised Poincaré-Steklov maps between tangential
components of the magnetic field and the electric field, and they are of Wentzell type involving second
order surface differential operators. Numerical results with finite elements of higher order validate
the asymptotic convergence for $\varepsilon \to 0$ and the robustness of the equivalent transmission condition of
order 2.
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1. Introduction. Many electric and electronic devices feature thin conducting
sheets providing efficient electromagnetic shielding. Due to their large aspect ratio and
high conductivity of the flat or curved sheets the shielding properties are achieved with
a minimum use of materials. Precisely their large aspect ratio makes the numerical
simulation of such devices more of a challenge, especially if standard methods like the
finite element method (FEM) or the finite difference method shall be applied. As the
sheets have to be solved by the mesh in thickness direction, the number of cells in
the mesh increase with decreasing sheet thickness. In addition for higher frequencies,
the fields decay rapidly inside the sheets and can be only resolved by increasing the
number of cells even more. The numerical modelling is much simplified if the thin
conducting sheets are replaced by transmission conditions on an interface, which is
usually its mid-surface. Using the so called impedance transmission conditions, which
relate the electric and magnetic fields on both sides of the interface, meshes with much
larger cells can be used. Providing an accurate prediction of the electromagnetic fields,
these transmission conditions are called equivalent.

Already in 1902 Levi-Civita introduced equivalent transmission conditions [17]
(see also [1, 33]) for Maxwell’s equations. He postulated that the electric field is
continuous over the interface whereas the magnetic field has a discontinuity, which is
proportional to the sheet thickness and conductivity. These conditions fit naturally
with boundary integral formulations [15, 20] as well as finite element methods [25, 26,
2, 14]. Schmidt and Tordeux [31] have shown in 2010 for the eddy current model in 2D
that these conditions, which they call ITC-1-0, appear as the asymptotic limit when
the sheet thickness $\varepsilon$ tends to zero while the conductivity tends to infinity like $1/\varepsilon$.
In this case it has been shown [28] that these transmission conditions exhibit a robust
linear error reduction with $\varepsilon$, i.e., independent of the conductivity or frequency. As
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variation of the conditions by Levi-Civita the so called shielding element [22] has been introduced. Recently, conditions in the framework of Schmidt and Tordeux have been derived for the axis-symmetric setting and varying thickness [11].

In an alternative way the so called thin layer boundary condition [34, 16, 18, 13, 10] are derived taking into account the boundary layer behaviour of the solution. More precisely, the fields are for higher conductivities or frequencies mainly hyperbolic functions inside the sheet. In this way, the thin layer boundary conditions exhibit jumps in both the electric and magnetic field and involve sheet thickness and conductivity as arguments of hyperbolic functions. The thin layer boundary conditions come with an increased complexity, but it has been shown that they do not lead to lower error levels than the simpler ITC-1-0 conditions [28].

Equivalent transmission conditions with drastically reduced error levels can systematically been derived by an asymptotic analysis of the Maxwell’s equations with thin conducting sheets where the sheet thickness $\varepsilon$ tends to zero. For example, for the eddy current model in 2D two families of transmission conditions have been derived using asymptotic expansions, this is the family ITC-1-N [32] in which the conductivity is scaled with the sheet thickness $\varepsilon$ like $1/\varepsilon$, and the family ITC-2-N [27, 29], in which the conductivity is scaled like $1/\varepsilon^2$. For both families $N$ corresponds to the order, where the convergence of the modelling error outside the sheet is like $\varepsilon^{N+1}$ in their respective asymptotic regime. However, this convergence is not always robust in terms of the conductivity. For instance, in [28] it has been shown that the ITC-1-1 conditions increase the accuracy in comparison to the ITC-1-0 conditions and the ITC-1-2 conditions in comparison to the ITC-1-1 conditions if the sheet conductivity or frequency are not too high. Otherwise, the accuracy remains the same or is even reduced when the order of the transmission conditions is increased. It turns out that the ITC-2-0 and ITC-2-1 transmission conditions are robust and can be used from very low to very high frequencies. For the ITC-2-1 conditions a quadratic convergence of the modelling in the sheet thickness has been observed numerically, which is uniform in the conductivity or frequency. The many different equivalent transmission conditions in two dimensions can be easily integrated in finite element methods or boundary element methods [30], where for the latter only the interface has to be discretized.

Since most electromagnetic devices necessitate the modelling in three dimensions we aim to derive equivalent transmission conditions for the full time-harmonic Maxwell’s equations in 3D and to investigate numerically their properties. To obtain robust transmission condition as the ITC-2-1 in two dimensions we choose the asymptotic regime in which the conductivity is scaled like $1/\varepsilon^2$. We consider the general case of curved thin sheets where all the material constants may take different values inside and on the two sides of the sheet. Here, we use techniques which have been used in a similar way to derive transmission conditions for other electromagnetic models in 3D including thin layers [8, 7, 9]. In this paper we restrict ourselves to the derivation and numerical verification of the transmission conditions. The main tools (Helmholtz decomposition) for a theoretical justification can be found in [5, 8, 7, 9].

The paper is organized as follows. Section 2 presents the model with a formulation in terms of the electric field and a formal derivation of equivalent conditions based on an asymptotic expansion in the thickness parameter $\varepsilon$. Then, in Section 3 as main results the equivalent model of order 1, which satisfies PEC boundary conditions, and the equivalent model of order 2 are given, and compared to the Levi-Civita and the thin layer boundary conditions. The derivation of the equivalent models is
based on an asymptotic expansion which is presented in detail and order by order in Section 5. Further details are given in Appendix A. The equivalent model of order 2 involves as a transmission condition a generalised Poincaré-Steklov map (tangential components of magnetic field to tangential components of electric field) with a second order surface differential operator, whose structure simplifies for a symmetric configuration of material constants. We introduce at the end of the Section 3 a mixed variational formulation including as additional unknowns the mean and jump of the tangential magnetic field components on the interface. The properties of the equivalent models are studied numerically in Section 4 for two examples with both a general non-symmetric setting of the material properties, the shielding of an incoming plane wave by a spherical thin conducting sheet and the shielding of a Gaussian current source by a flat conducting layer. These studies include the convergence of the modelling error and the robustness with respect to the sheet conductivity.

2. The mathematical model and equivalent models with transmission conditions. After the introduction of notations in Sec. 2.1 and the mathematical model for the electric and magnetic field in Sec. 2.2 we infer the electric field formula in Sec. 2.3. Then we present a guideline on the derivation of equivalent conditions (section 2.4), where equivalent conditions for the considered model will be given up to order 2 in the Sec. 3.

2.1. Notations. For any orientable and closed surface \( \Gamma \) of \( \mathbb{R}^3 \) the unit normal vector \( \mathbf{n} \) on \( \Gamma \) is outwardly oriented from the interior domain enclosed by \( \Gamma \) towards the outer domain, see e.g. Fig. 2.1. Let \( \mathbf{v} \) a vector field on \( \Gamma \), then we denote by

\[
\mathbf{v}_T = \mathbf{n} \times (\mathbf{v} \times \mathbf{n}),
\]

the vector field of its tangent components and the space of \( L^2 \)-integrable tangent vector fields by \( \mathbf{L}^2_t(\Gamma) := \{ \mathbf{v} \in (L^2(\Gamma))^3, \mathbf{v} \cdot \mathbf{n} = 0 \text{ on } \Gamma \} \).

We denote by \( \text{curl}_\Gamma \) the tangential rotational operator (which applies to functions defined on \( \Gamma \)) and by \( \text{curl}_\Gamma \) the surface rotational operator (which applies to vector fields) [23, 9]:

\[
\forall f \in C^\infty(\Gamma), \quad \text{curl}_\Gamma f = (\nabla_\Gamma f) \times \mathbf{n},
\]

\[
\forall \mathbf{v} \in (C^\infty(\Gamma))^3, \quad \text{curl}_\Gamma \mathbf{v} = \text{div}_\Gamma (\mathbf{v} \times \mathbf{n}),
\]

where \( \nabla_\Gamma \) and \( \text{div}_\Gamma \) are respectively the tangential gradient and the surface divergence on \( \Gamma \). This allows us to define the space of tangent vector fields of the operator \( \text{curl}_\Gamma \) [23, 9]:

\[
\text{TH}(\text{curl}_\Gamma, \Gamma) = \{ \mathbf{v} \in \mathbf{L}^2_t(\Gamma), \text{curl}_\Gamma \mathbf{v} \in L^2(\Gamma) \},
\]

which is, equipped with the graph norm of \( \text{curl}_\Gamma \), a Hilbert space. Let \( \Omega_- \) and \( \Omega_+ \) be Lipschitz domains with a common interface \( \Gamma := \partial \Omega_- \cap \partial \Omega_+ \), which is a closed set, and let \( \mathbf{n} \) on \( \Gamma \) be the unit normal vector directed into \( \Omega_+ \) (see Fig. 2.2). Then, for functions \( f \in C^\infty(\Omega_\pm) \), which are possibly discontinuous over the interface \( \Gamma \), we denote by \( [f]_\Gamma \) the jump of \( f \) across \( \Gamma \):

\[
[f]_\Gamma = f|_{\Gamma^+} - f|_{\Gamma^-},
\]

where for any \( \mathbf{x}_\Gamma \in \Gamma \) the one-sided traces are defined by

\[
f|_{\Gamma^\pm}(\mathbf{x}_\Gamma) := \lim_{s \to 0^\pm} f(\mathbf{x}_\Gamma + s \mathbf{n}).
\]
Furthermore, we denote by \( \{f\}_\Gamma \) the mean value of \( f \) across \( \Gamma \):
\[
\{f\}_\Gamma = \frac{1}{2}(f|_{\Gamma^+} + f|_{\Gamma^-}) .
\]
We use the same definition for vector fields \( \mathbf{v} \in (C^\infty(\Omega_{\pm}))^3 \), and with an abuse of notation, for the tangential traces:
\[
\{\mathbf{v} \times \mathbf{n}\}_\Gamma := \{\mathbf{v}\}_\Gamma \times \mathbf{n},
\]
\[
[\mathbf{v} \times \mathbf{n}]_\Gamma := [\mathbf{v}]_\Gamma \times \mathbf{n},
\]
\[
[\mathbf{v}]_\Gamma := ([\mathbf{v}]_\Gamma)_T,
\]
\[
[\mathbf{v} T]_\Gamma := ([\mathbf{v}]_\Gamma)_T.
\]
Finally, we define by \( \mathbf{H}(\text{curl}, \Omega_{\pm}) \) the completion of the space \( (C^\infty(\overline{\Omega_{\pm}}))^3 \) with respect to the natural graph norm of curl, which is a Hilbert space as well. Then, for vector fields \( \mathbf{v} \in \mathbf{H}(\text{curl}, \Omega_{\pm}) \) both the jump \( [\mathbf{v} \times \mathbf{n}]_\Gamma \) and the mean value \( \{\mathbf{v} \times \mathbf{n}\}_\Gamma \) are in the Hilbert space
\[
\mathbf{TH}^{-1/2}(\text{div}_\Gamma, \Gamma) := \{ \mathbf{v} \in (H^{-1/2}(\Gamma))^3, \text{div}_\Gamma \mathbf{v} \in H^{-1/2}(\Gamma) \} ,
\]
which is, equipped with the graph norm \( (\|\mathbf{v}\|_{H^{-1/2}(\Gamma)}^2 + \|\text{div}_\Gamma \mathbf{v}\|_{H^{-1/2}(\Gamma)}^2)^{1/2} \) of the operator \( \text{div}_\Gamma \), the dual of \( \mathbf{TH}(\text{curl}_\Gamma, \Gamma) \).

2.2. Time-harmonic Maxwell equations. Throughout the paper we denote by \( \Omega \subset \mathbb{R}^3 \) the domain of interest, which is composed of three subdomains (see Figure 2.1) as
\[
\Omega = \Omega_-^\varepsilon \cup \overline{\Omega_0^\varepsilon} \cup \Omega_+^\varepsilon
\]
corresponding to different linear materials. The subdomain \( \Omega_0^\varepsilon \) is a thin layer of constant thickness \( \varepsilon \) surrounding the subdomain \( \Omega_-^\varepsilon \). The boundary of the subdomain \( \Omega_-^\varepsilon \) is the smooth surface denoted by \( \Gamma_-^\varepsilon \) while \( \Gamma_+^\varepsilon \) is the boundary of the subdomain \( \overline{\Omega_-^\varepsilon} \cup \Omega_0^\varepsilon \). The mid-surface of the thin layer \( \Omega_0^\varepsilon \) is denoted by \( \Gamma \).

![Fig. 2.1. A cross-section of the domain \( \Omega \) and the subdomains \( \Omega_-^\varepsilon, \Omega_0^\varepsilon, \Omega_+^\varepsilon \).](image-url)
The electromagnetic properties in $\Omega$ are given by the piecewise-constant functions $\mu^\varepsilon$, $\varepsilon^\varepsilon$, and $\sigma^\varepsilon$ corresponding to the respective magnetic permeability, electric permittivity, and conductivity of the possibly different materials in the three subdomains. They are given by

$$
\mu^\varepsilon = \begin{cases} 
\mu_-, & \text{in } \Omega^\varepsilon_-, \\
\mu_o, & \text{in } \Omega^\varepsilon_o, \\
\mu_+, & \text{in } \Omega^\varepsilon_+. 
\end{cases}
\varepsilon^\varepsilon = \begin{cases} 
\varepsilon_-, & \text{in } \Omega^\varepsilon_-, \\
\varepsilon_o, & \text{in } \Omega^\varepsilon_o, \\
\varepsilon_+, & \text{in } \Omega^\varepsilon_. 
\end{cases}
\sigma^\varepsilon = \begin{cases} 
\sigma_-, & \text{in } \Omega^\varepsilon_-, \\
\sigma_o^\varepsilon = \varepsilon^{-2}\sigma_o, & \text{in } \Omega^\varepsilon_o, \\
\sigma_+, & \text{in } \Omega^\varepsilon_. 
\end{cases}
$$

We consider $\varepsilon$ as a parameter, on which $\mu^\varepsilon$ and $\varepsilon^\varepsilon$ depend through the definition of the subdomains, where in $\sigma^\varepsilon$ in addition we assume an explicit dependence of the layer conductivity $\sigma_o^\varepsilon$ on $\varepsilon$. With this correlation the thinner is the layer, the larger is the conductivity in the layer. The dependence like $\varepsilon^{-2}$ corresponds for $\varepsilon \to 0$ to asymptotically constant ratio of skin depth $d_{\text{skin}} = \sqrt{2/(\omega \mu_o \varepsilon_o^\varepsilon)}$ and thickness $\varepsilon$ [28], i.e., they behave the same for $\varepsilon \to 0$.

Let us denote by $j$ the time-harmonic current source (with time convention $\exp(-i\omega t)$) and let $\omega > 0$ be the angular frequency. For the sake of simplicity, we assume that $j$ is smooth enough and the support of $j$ does not meet the layer $\Omega^\varepsilon_o$, and we write $j_{\pm} = j$ in $\Omega^\varepsilon_{\pm}$. Maxwell’s equations link the electric field $E$ and the magnetic field $H$, through Faraday’s and Ampère’s laws in $\Omega$:

$$
curl E^\varepsilon - i\omega \mu^\varepsilon H^\varepsilon = 0 \quad \text{and} \quad \curl H^\varepsilon + (i\omega \varepsilon^\varepsilon - \sigma^\varepsilon) E^\varepsilon = j \quad \text{in } \Omega.
$$

We complement this problem with a Silver-Müller boundary condition [21] set on $\partial\Omega$.

### 2.3. Electric field formulation

We denote by $k^\varepsilon$ the complex wave number given by

$$
(k^\varepsilon)^2(x) = \omega^2 \mu^\varepsilon(x) \left( \varepsilon^\varepsilon(x) + i \frac{\sigma^\varepsilon(x)}{\omega} \right), \quad \text{Im}(k^\varepsilon(x)) \geq 0.
$$

In the framework above, $k^\varepsilon$ is a piecewise-constant function defined inside the three subdomains as

$$
k^\varepsilon = \begin{cases} 
k_-, & \text{in } \Omega^\varepsilon-, \\
k_o^\varepsilon, & \text{in } \Omega^\varepsilon_o, \\
k_+, & \text{in } \Omega^\varepsilon_+. 
\end{cases}
$$

Then, Maxwell’s system of first order partial differential equations can be reduced to the following second-order equation for the electric field

$$
curl \curl E^\varepsilon - (k^\varepsilon)^2 E^\varepsilon = i\omega \mu \hat{j}, \quad \text{in } \Omega^- \cup \Omega_o^\varepsilon \cup \Omega^\varepsilon_+, \quad (2.1a)
$$

with the continuity conditions for the Dirichlet and Neumann traces (cf. [12, Sec. 3]) across the two conductor surfaces $\Gamma^\varepsilon_+$ and $\Gamma^\varepsilon_-$

$$
E^\varepsilon_\pm \times n = E^\varepsilon_\pm \times n, \quad \text{on } \Gamma^\varepsilon_\pm, \quad (2.1b)
$$

$$
\frac{1}{\mu^\varepsilon_\pm} \curl E^\varepsilon_\pm \times n = \frac{1}{\mu_o} \curl E^\varepsilon_o \times n, \quad \text{on } \Gamma^\varepsilon_\pm, \quad (2.1c)
$$

and with the boundary conditions

$$
curl E^\varepsilon_\pm \times n - ik_+ n \times E^\varepsilon_+ \times n = 0 \quad \text{on } \partial\Omega. \quad (2.1d)
$$

Here $E^\varepsilon_\dagger$, $\dagger = -, o, +$ denote the restrictions of $E^\varepsilon$ to the respective subdomain $\Omega^\varepsilon_\dagger$. 
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2.4. Guideline on the derivation of equivalent conditions. Discretizing the model (2.1) with the conducting sheet by the finite element method or any other standard discretization technique the layer has to be resolved by the mesh. If the layer is thin and, if, moreover, the electric fields decay rapidly inside the layer due to high conductivities (the skin effect), then meshes with very small cells are required. The meshing of the thin layer can be avoided if it is replaced by an interface, usually its mid-surface $\Gamma$, on which appropriate conditions are set.

We give a guideline on the derivation of equivalent conditions in this section, which is based on an asymptotic expansion in the thickness parameter $\varepsilon$ in Sect. 5. We will then propose two equivalent models $E_0$ in Sec. 3.1 and $E_1$ in Sec. 3.2, both for the electric field. The first model $E_0$ is of order 1, i.e., it satisfies at least formally $E^\varepsilon - E_0 = O(\varepsilon)$ and the second model $E_1$ is of order 2, i.e. it satisfies at least formally $E^\varepsilon - E_1 = O(\varepsilon^2)$. These models are defined in $\varepsilon$-independent domains $\Omega_-, \Omega_+$, where $\Omega_-$ denotes the domain $\Omega^\varepsilon$ in the limit $\varepsilon \to 0$ and $\Omega_+$ the domain $\Omega^\varepsilon_+$ for $\varepsilon \to 0$, i.e. $\Omega_+ = \Omega \setminus \Omega_-$ (see Figure 2.2).

![Fig. 2.2. A cross-section of the domain Ω and the subdomains Ω−, Ω+..](image)

To define these equivalent models it is convenient to introduce the electromagnetic properties of the “background” problem by simple extension of the values of $\mu^\varepsilon$, $\epsilon^\varepsilon$ and $\sigma^\varepsilon$ outside the sheet in the extended domains $\Omega_-$ and $\Omega_+$:

\[
\mu = \begin{cases} 
\mu_-, & \text{in } \Omega_-, \\
\mu_+, & \text{in } \Omega_+,
\end{cases} \quad \epsilon = \begin{cases} 
\epsilon_-, & \text{in } \Omega_-, \\
\epsilon_+, & \text{in } \Omega_+,
\end{cases} \quad \sigma = \begin{cases} 
\sigma_-, & \text{in } \Omega_-, \\
\sigma_+ & \text{in } \Omega_+.
\end{cases}
\]

Similarly, we define a complex wave number $\kappa$ as

\[
\kappa = \begin{cases} 
\kappa_-, & \text{in } \Omega_-, \\
\kappa_+ & \text{in } \Omega_+.
\end{cases}
\]

In the following we present briefly a formal derivation of equivalent conditions. We summarize this process in two steps.

**First step : a multiscale expansion.** The first step consists in deriving a multiscale expansion for the solution $E^\varepsilon$ of the model problem (2.1) : it possesses an
asymptotic expansion in power series of the small parameter $\varepsilon$

$$\mathbf{E}^\varepsilon(x) \approx \mathbf{E}_0(x) + \varepsilon\mathbf{E}_1(x) + \varepsilon^2\mathbf{E}_2(x) + \cdots \quad \text{for a.e. } x \in \Omega^- \cup \Omega^+_\varepsilon, \quad (2.2a)$$

$$\mathbf{E}^\varepsilon(x) \approx \mathbf{E}_0(y_\alpha, \frac{h}{\varepsilon}) + \varepsilon\mathbf{E}_1(y_\alpha, \frac{h}{\varepsilon}) + \cdots \quad \text{for a.e. } x \in \Omega^+_\varepsilon. \quad (2.2b)$$

Here, $x \in \mathbb{R}^3$ are the cartesian coordinates, $(y_\alpha, h)$ is a local normal coordinate system \[4\] to the surface $\Gamma$ in the thin layer $\Omega^\varepsilon_\alpha$ where $y_\alpha, \alpha = 1, 2$ are tangential coordinates on $\Gamma$ and $h \in (-\frac{\varepsilon}{2}, \frac{\varepsilon}{2})$ is the normal coordinate to $\Gamma$. Moreover, the term $\mathbf{E}_j$ is a “profile” defined on $\Gamma \times (-\frac{1}{2}, \frac{1}{2})$. Note, that the intrinsic domain of the “far field terms” $\mathbf{E}_j$ is $\Omega^- \cup \Omega^+$. The first terms $(\mathbf{E}_j, \mathbf{E}_j)$ for $j = 0, 1$ are formally derived step by step in Section 5.

The derivation is based on an expansion of the differential operators inside the thin layer $\Omega^\varepsilon_\alpha$ in terms of $\varepsilon$, a Taylor expansion of $\mathbf{E}_j|\Gamma^\varepsilon_\alpha$ around the mid-surface $\Gamma$ and a collection of terms of same powers of $\varepsilon$ in the governing PDE inside and outside the sheet, the continuity conditions for the Dirichlet and Neumann traces on $\Gamma^\varepsilon_\alpha$ and the boundary conditions. Since, moreover, the terms $\mathbf{E}_j$ of the expansion inside the sheet can be explicitly expressed in terms of $\mathbf{E}_i, i = 0, \ldots, j - 1$ we obtain formally

$$\text{curl} \text{curl } \mathbf{E}^\pm_j - \kappa^2 \mathbf{E}^\pm_j = i\omega \mathbf{j} \delta_{0j}, \quad \text{in } \Omega^\pm, \quad (2.3a)$$

$$\text{curl } \mathbf{E}^\pm_j \times \mathbf{n} - i\kappa \mathbf{n} \times \mathbf{E}^\pm_j \times \mathbf{n} = 0, \quad \text{on } \partial \Omega, \quad (2.3b)$$

for the restrictions $\mathbf{E}^\pm_j$ of $\mathbf{E}_j$ to $\Omega^\pm$, with Dirichlet boundary conditions on $\Gamma$:

$$\mathbf{E}^\pm_j \times \mathbf{n} = \sum_{i=0}^{j} \mathcal{G}^\pm_{i} \left( \left\{ \frac{1}{\mu} (\text{curl } \mathbf{E}_{j-i}) \mathbf{T} \right\}_\Gamma \right), \quad (2.3c)$$

Here, $\delta_{0j} = 1$ if $j = 0$ and zero otherwise and $\mathcal{G}^\pm_{i}$ in the discrete convolution on the right hand side of (2.3c) are differential operators on $\Gamma$ not depending on $\varepsilon$ where $\mathcal{G}^\pm_{0} = 0$.

Second step : construction of equivalent conditions and equivalent models. The second step consists in identifying a simpler problem satisfied by an approximation $\mathbf{E}^k_j$ of the truncated expansion $\mathbf{E}_0(x) + \varepsilon\mathbf{E}_1(x) + \varepsilon^2\mathbf{E}_2(x) + \cdots + \varepsilon^k\mathbf{E}_k(x)$ up to a residual term in $\mathcal{O}(\varepsilon^{k+1})$. For this the equations in (2.3) for $i = 0, \ldots, k$ are multiplied with $\varepsilon^i$ and added up, and terms in $\mathcal{O}(\varepsilon^{k+1})$ are neglected. In this way we obtain the simpler problem as

$$\text{curl} \text{curl } \mathbf{E}^\pm_j - \kappa^2 \mathbf{E}^\pm_j = i\omega \mathbf{j} \delta_{0j}, \quad \text{in } \Omega^- \cup \Omega^+, \quad (2.4a)$$

$$\text{curl } \mathbf{E}^\pm_k \times \mathbf{n} - i\kappa \mathbf{n} \times \mathbf{E}^\pm_k \times \mathbf{n} = 0, \quad \text{on } \partial \Omega, \quad (2.4b)$$

with the following transmission conditions on $\Gamma$:

$$\begin{pmatrix} \mathbf{E}^\pm_k \times \mathbf{n} \\ \mathcal{G}^\pm_{k} \left( \left\{ \frac{1}{\mu} (\text{curl } \mathbf{E}^\pm_k) \mathbf{T} \right\}_\Gamma \right) \end{pmatrix} = \mathcal{G}_{k, \varepsilon} \begin{pmatrix} \mathbf{E}^\pm_k \times \mathbf{n} \\ \mathcal{G}^\pm_{k} \left( \left\{ \frac{1}{\mu} (\text{curl } \mathbf{E}^\pm_k) \mathbf{T} \right\}_\Gamma \right) \end{pmatrix}, \quad (2.4c)$$

where $\mathcal{G}_{k, \varepsilon} = \sum_{i=0}^{k} \varepsilon^i \left( [\mathcal{G}_i]_\Gamma, \{ \mathcal{G}_i \} _\Gamma \right)$ is the truncation of the weighted sum of operators $\mathcal{G}^\pm_{i}$ where the jump or mean value is taken respectively. With this derivation it
holds at least formally \( \mathbf{E}^\varepsilon - \mathbf{E}_0^\varepsilon = \mathcal{O}(\varepsilon^{k+1}) \). Hence, we say that \( \mathbf{E}_\varepsilon^k \) is an equivalent (or approximate) model of order \( k + 1 \).

In this paper, we give explicitly the equivalent models of order 1 and 2 in Sec. 3. Their derivations are presented in detail in Sec. 5 and Appendix A.

3. Main results. Equivalent models up to order 2. In this section we present the main results of the paper: the approximate models of order 1 (Section 3.1) and 2 (Section 3.2). Then we compare them with asymptotic models which are available in the literature (Section 3.3) and introduce a mixed variational formulation for the second order model (section 3.4).

3.1. Equivalent model of order 1. The equivalent model of order 1 is given by the limit solution \( \mathbf{E}_0 \) of (2.1) when \( \varepsilon \to 0 \). The limit solution satisfies the perfect electric conductor (PEC) boundary condition on \( \Gamma \) and can be defined independently in the two subdomains \( \Omega_-, \Omega_+ \). Hence, \( \mathbf{E}_0^- = \mathbf{E}_0 |_{\Omega_-} \) satisfies

\[
\text{curl} \text{curl} \mathbf{E}_0^- - \kappa^2 \mathbf{E}_0^- = i\omega \mu_j, \quad \text{in} \Omega_-, \quad (3.1a)
\]

\[
\mathbf{E}_0^- \times \mathbf{n} = 0, \quad \text{on} \Gamma, \quad (3.1b)
\]

whereas \( \mathbf{E}_0^+ = \mathbf{E}_0 |_{\Omega_+} \) is given by

\[
\text{curl} \text{curl} \mathbf{E}_0^+ - \kappa^2 \mathbf{E}_0^+ = i\omega \mu j, \quad \text{in} \Omega_+, \quad (3.2a)
\]

\[
\mathbf{E}_0^+ \times \mathbf{n} = 0, \quad \text{on} \Gamma, \quad (3.2b)
\]

\[
\text{curl} \mathbf{E}_0^+ \times \mathbf{n} - i\kappa_- \mathbf{n} \times \mathbf{E}_0^+ \times \mathbf{n} = 0, \quad \text{on} \partial \Omega, \quad (3.2c)
\]

The Silver-Müller boundary condition is not affected by the limiting process \( \varepsilon \to 0 \) and transfers simply to the limit solution \( \mathbf{E}_0 \).

3.2. Equivalent model of order 2. We define a second order approximate solution \( \mathbf{E}_2^\varepsilon \), which shall be much more accurate approximation of \( \mathbf{E}^\varepsilon \) than the limit solution \( \mathbf{E}_0 \) when \( \varepsilon \to 0 \). The equations defining \( \mathbf{E}_2^\varepsilon \) outside the mid-surface \( \Gamma \) remain the same, i.e., it solves

\[
\text{curl} \text{curl} \mathbf{E}_2^\varepsilon - \kappa^2 \mathbf{E}_2^\varepsilon = i\omega \mu j, \quad \text{in} \Omega_- \cup \Omega_+, \quad (3.3a)
\]

\[
\text{curl} \mathbf{E}_2^\varepsilon \times \mathbf{n} - i\kappa_- \mathbf{n} \times \mathbf{E}_2^\varepsilon \times \mathbf{n} = 0, \quad \text{on} \partial \Omega, \quad (3.3b)
\]

and at the mid-surface \( \Gamma \) the transmission conditions

\[
\left( \begin{array}{c} [\mathbf{E}_2^\varepsilon \times \mathbf{n}]_\Gamma \\ \{\mathbf{E}_2^\varepsilon \times \mathbf{n}\}_\Gamma \\ \end{array} \right) = \varepsilon \left( \begin{array}{ccc} L_1 & L_2 & \{\mu (\text{curl} \mathbf{E}_2^\varepsilon)_\Gamma\}_\Gamma \\ L_2 & L_3 & \{\mu (\text{curl} \mathbf{E}_2^\varepsilon)_\Gamma\}_\Gamma \\ \end{array} \right) \left( \begin{array}{c} \mathbf{L}_1 \\ \mathbf{L}_2 \\ \mathbf{L}_3 \\ \end{array} \right), \quad (3.3c)
\]

are posed. Here, \( [\cdot]_\Gamma \) and \( \{\cdot\}_\Gamma \) denote the jump and averages introduced in Sec. 2.1 and \( L_i \) are differential operators given by

\[
L_i = A_i \text{curl}_\Gamma \text{curl}_\Gamma - B_i I, \quad i = 1, 2, 3,
\]

in which \( A_i, B_i \) are constants defined by

\[
A_1 = -\omega^{-2} \left( (\epsilon + i\sigma/\omega)^{-1} \right)_\Gamma, \quad B_1 = 2\mu_\omega \frac{1}{\gamma} \left( \text{tanh} \left( \frac{\gamma}{2} \right) - \{\mu\}_\Gamma \right),
\]

\[
A_2 = \frac{A_1}{4}, \quad B_2 = \frac{\mu_\omega}{2\gamma} \left( \text{coth} \left( \frac{\gamma}{2} \right) - \{\mu\}_\Gamma \right), \quad (3.4)
\]

\[
A_3 = -\frac{1}{4} \omega^{-2} \left( (\epsilon + i\sigma/\omega)^{-1} \right)_\Gamma, \quad B_3 = -\frac{1}{4} \{\mu\}_\Gamma,
\]
and

$$\gamma = \exp \left( \frac{3i\pi}{4} \sqrt{\omega \mu_0 \sigma} \right). \quad (3.5)$$

**Equivalent model of order 2 in a "symmetric" configuration.** If the electromagnetic properties on both sides of the sheet are the same, i.e., $$\mu_+ = \mu_- =: \mu$$, $$\sigma_+ = \sigma_- =: \sigma$$, and $$\epsilon_+ = \epsilon_- =: \epsilon$$ (and so $$\kappa_+ = \kappa_- =: \kappa$$) in $$\Omega_+ \cup \Omega_-$$, then the transmission conditions (3.3c) of the second order model simplify to

$$[E_\varepsilon^1 \times n]_\Gamma = \varepsilon A \text{curl}_\Gamma \text{curl}_\Gamma \left\{ \frac{1}{\mu} (\text{curl} E_\varepsilon^1) \right\}_\Gamma - \varepsilon B \left\{ \frac{1}{\mu} (\text{curl} E_\varepsilon^1) \right\}_\Gamma, \quad (3.6a)$$

$$\{E_\varepsilon^1 \times n\}_\Gamma = \frac{1}{4} \varepsilon A \text{curl}_\Gamma \left\{ \frac{1}{\mu} (\text{curl} E_\varepsilon^1) \right\}_\Gamma - \varepsilon C \left\{ \frac{1}{\mu} (\text{curl} E_\varepsilon^1) \right\}_\Gamma, \quad (3.6b)$$

where

$$A = -\omega^{-2}(\epsilon + \frac{i\sigma}{\omega})^{-1}, \quad B = \frac{2\mu_0}{\gamma} \tanh \left( \frac{\gamma}{2} \right) - \mu, \quad C = \frac{\mu_0}{2\gamma} \coth \left( \frac{\gamma}{2} \right) - \frac{\mu}{4}. \quad (3.7)$$

**Equivalent model of order 2 set on the two surfaces $$\Gamma^+$$ and $$\Gamma^-$$**. The transmission conditions (3.3c) of order 2 are set on the mid-surface $$\Gamma$$. Alternatively, an equivalent model can be defined in the exterior of the sheet and with transmission conditions across the two distinct surfaces $$\Gamma^+$$ and $$\Gamma^-$$ of the conducting layer. Details of this definition by asymptotic expansion can be found for other thin layer models in electromagnetics in [9]. For the model of the thin and highly conducting layer the transmission conditions of order 2 across the two surfaces of the layer are given by

$$[\tilde{E}_\varepsilon^1 \times n]_{\Gamma^\varepsilon} = -\varepsilon A \left\{ \frac{1}{\mu} (\text{curl} \tilde{E}_\varepsilon^1) \right\}_{\Gamma^\varepsilon}, \quad (3.8a)$$

$$\{\tilde{E}_\varepsilon^1 \times n\}_{\Gamma^\varepsilon} = -\varepsilon C \left\{ \frac{1}{\mu} (\text{curl} \tilde{E}_\varepsilon^1) \right\}_{\Gamma^\varepsilon}, \quad (3.8b)$$

whose parameters are given by

$$\tilde{B} = \frac{2\mu_0}{\gamma} \tanh \left( \frac{\gamma}{2} \right), \quad \tilde{C} = \frac{\mu_0}{2\gamma} \coth \left( \frac{\gamma}{2} \right). \quad (3.9)$$

and $$[v]_{\Gamma^\varepsilon}$$ and $$\{v\}_{\Gamma^\varepsilon}$$ are the jump and mean-value of $$v$$ across the thin layer

$$[v]_{\Gamma^\varepsilon} = v|_{\Gamma^\varepsilon^+} - v|_{\Gamma^\varepsilon^-}, \quad \{v\}_{\Gamma^\varepsilon} = \frac{1}{2} v|_{\Gamma^\varepsilon^+} + \frac{1}{2} v|_{\Gamma^\varepsilon^-},$$

They take a much simpler form than the transmission conditions (3.3c) on the mid-surface, especially, due to the absence of the second order surface curl operators. Moreover, the parameters $$\tilde{B}$$ and $$\tilde{C}$$ of these transmission conditions do not depend on the electromagnetic properties outside the thin layer. Even so the equivalent model with transmission conditions (3.8) across the two surfaces of the conductor shall lead to the same order in $$\varepsilon$$ as the equivalent model with the transmission conditions (3.3c). For standard finite element methods the meshes of the two subdomains $$\Omega^\varepsilon_\pm$$ have to be compatible in the way that the faces of the cells on $$\Gamma^\varepsilon_-$$ have to match with those on $$\Gamma^\varepsilon_+$$ This restriction might be lowered by using appropriate mortar finite element methods [35].
3.3. Comparison with equivalent models in the literature.

3.3.1. The Levi-Civita conditions. Already in 1902 Levi-Civita has proposed conditions [17] replacing thin conducting layers. He assumed that the tangential components of the electric field $\mathbf{E}_{LC}$ are continuous, whereas the tangential components of the magnetic field $\mathbf{H}_{LC} = \frac{1}{\mu} \text{curl} \mathbf{E}_{LC}$ are discontinuous due to induced currents $\varepsilon^{-2} \tilde{\sigma} \mathbf{E}_{LC}$. Adopted to the more general setting of this article the conditions are given by

$$\left[ \mathbf{E}_{LC} \times \mathbf{n} \right]_\Gamma = 0, \quad (3.10a)$$

$$\{ \mathbf{E}_{LC} \times \mathbf{n} \}_\Gamma = -\varepsilon C_{LC} \left[ \frac{1}{\mu} (\text{curl} \mathbf{E}_{LC}) \right]_\Gamma, \quad (3.10b)$$

where $C_{LC} = \mu_0 / \gamma^2$. It can be proven that they arise as the limit conditions for $\varepsilon \to 0$ if the conductivity $\sigma_\varepsilon$ in the thin layer is scaled like $\varepsilon^{-1}$ instead of $\varepsilon^{-2}$. This has been observed in [32] for thin conducting layers in two dimensions. In this limit process the terms $\varepsilon A_i$, $i = 1, 2, 3$ and $\varepsilon B_i$, $i = 1, 3$ for the general setting become zero and, as $\gamma \to 0$, the parameter $B_2$ tends to $C_{LC}$. This can also be seen for the symmetric configuration, where $\varepsilon A$ and $\varepsilon B$ become zero in the limit and $C$ tends to $C_{LC}$.

3.3.2. The thin layer boundary conditions [34]. In the computational electromagnetics community the thin layer boundary conditions by Mayergoyz and co-workers [34, 18, 13] are the most prominent transmission conditions. They are believed to be superior to other conditions like those by Levi-Civita since they incorporate the boundary layer behaviour due to the skin effect inside the thin layer. In comparison to the Levi-Civita conditions also the (tangential component of the) electric field is discontinuous across $\Gamma$. For the setting of the article the thin layer boundary conditions are given by

$$\left[ \tilde{\mathbf{E}}^1_\varepsilon \times \mathbf{n} \right]_\Gamma = -\varepsilon \tilde{B} \left\{ \frac{1}{\mu} (\text{curl} \tilde{\mathbf{E}}^1_\varepsilon) \right\}_\Gamma, \quad (3.11a)$$

$$\{ \tilde{\mathbf{E}}^1_\varepsilon \times \mathbf{n} \}_\Gamma = -\varepsilon \tilde{C} \left[ \frac{1}{\mu} (\text{curl} \tilde{\mathbf{E}}^1_\varepsilon) \right]_\Gamma, \quad (3.11b)$$

where $\tilde{B}$ and $\tilde{C}$ has been defined in (3.9). They differ from the transmission conditions (3.11) only in the fact that the jump $[\cdot]_\Gamma^s$ and mean $\{\cdot\}_\Gamma$ across the thin layer are replaced by the jump $[\cdot]_\Gamma$ and $\{\cdot\}_\Gamma$ across the mid-surface. Indeed the transmission conditions (3.8) appear in an intermediate step when deriving the thin layer boundary conditions (cf. e.g. [13, Eqs. (11)-(10')]), but then the two surfaces are identified to each other. This identification is practical for boundary integral formulations as in [13, 30], which do not have to deal with two close surfaces. However, this identification harms the modelling error, a fact which has been reported in two dimensions in [28].

3.4. Mixed variational formulation. The transmission condition (3.3c) is in its general form of Wentzel type when regarded as a Poincaré-Steklov map $\mathbf{H}_T \rightarrow \mathbf{E} \times \mathbf{n}$ and tends to the PEC boundary condition for $\varepsilon \to 0$. Therefore, we use the mixed variational formulation with additional unknowns $\lambda_\varepsilon$ and $\mu_\varepsilon$ defined as

$$\lambda_\varepsilon = \left\{ \frac{1}{\mu} (\text{curl} \mathbf{E}^1_\varepsilon)_\Gamma \right\}_\Gamma \quad \text{and} \quad \mu_\varepsilon = \left[ \frac{1}{\mu} (\text{curl} \mathbf{E}^1_\varepsilon) \right]_\Gamma.$$
in which the Poincaré-Steklov map (3.3c) is incorporated in weak sense. This formulation is also known as saddle point problem with penalty term [3, § 4, pp. 138ff]. In this formulation we search for \( E_\varepsilon^1 \) in the Hilbert space

\[
V = \left\{ E \in H(\text{curl}, \Omega), E \times n \in L^2(\partial\Omega) \right\},
\]

(3.12a)

and for \( \lambda_\varepsilon \) and \( \mu_\varepsilon \) in the Hilbert space

\[
W = \text{TH}(\text{curl}_\Gamma, \Gamma).
\]

(3.12b)

Hence, we obtain the mixed variational formulation : Find \((E_\varepsilon^1, \lambda_\varepsilon, \mu_\varepsilon) \in V \times W \times W\) such that for all \((U, \xi_1, \xi_2) \in V \times W \times W\)

\[
\begin{align*}
\int_{\Omega_+ \cup \Omega_-} \frac{1}{\mu} \text{curl} E_\varepsilon^1 \cdot \text{curl} U - \frac{\kappa^2}{\mu} E_\varepsilon^1 \cdot U d\mathbf{x} - i \frac{\kappa_+}{\mu_+} \int_{\partial\Omega} E_\varepsilon^1 \times n \times U dS \\
- \int_{\Gamma} \left( \frac{n \times \lambda_\varepsilon}{n \times \mu_\varepsilon} \right) \cdot \left( \begin{array}{c} \mathbf{U}_\Gamma \\ \mathbf{U}_\Gamma \end{array} \right) dS = i \omega \int_{\Omega} j \cdot \mathbf{U} d\mathbf{x} ,
\end{align*}
\]

(3.13a)

and

\[
\begin{align*}
\int_{\Gamma} \left[ \left( \frac{n \times E_\varepsilon^1}{n \times E_\varepsilon^1} \right) \cdot \left( \begin{array}{c} \xi_1 \\ \xi_2 \end{array} \right) \right] + \varepsilon A \left( \begin{array}{c} \text{curl}_\Gamma \lambda_\varepsilon \\ \text{curl}_\Gamma \mu_\varepsilon \end{array} \right) \cdot \left( \begin{array}{c} \text{curl}_\Gamma \xi_1 \\ \text{curl}_\Gamma \xi_2 \end{array} \right) - \varepsilon B \left( \begin{array}{c} \lambda_\varepsilon \\ \mu_\varepsilon \end{array} \right) \cdot \left( \begin{array}{c} \xi_1 \\ \xi_2 \end{array} \right) dS = 0 .
\end{align*}
\]

(3.13b)

Here, \( A \) and \( B \) are matrices given by

\[
A = \left( \begin{array}{cc} A_1 & A_3 \\ A_3 & A_2 \end{array} \right) \quad \text{and} \quad B = \left( \begin{array}{cc} B_1 & B_3 \\ B_3 & B_2 \end{array} \right)
\]

where the constants \( A_i, B_i \) are defined in (3.4).

**Remark 3.1.** In general, the first term in (3.13b) is nothing but the sum of two duality products \( \int_{\Gamma} \frac{n \times E_\varepsilon^1}{n \times E_\varepsilon^1} \cdot \tilde{\xi}_1 dS \) and \( \int_{\Gamma} \frac{n \times E_\varepsilon^1}{n \times E_\varepsilon^1} \cdot \tilde{\xi}_2 dS \) between two function spaces \( \text{TH}^{-\frac{1}{2}}(\text{div}_\Gamma, \Gamma) \) and \( \text{TH}(\text{curl}_\Gamma, \Gamma) \), which coincide with the \( L^2(\Gamma) \) scalar product for smooth functions.

**Equivalent model of order 2 in a "symmetric" configuration.** In this case the transmission conditions (3.3c) split up. They are given by (3.6)

\[
\begin{align*}
\left[ E_\varepsilon^1 \times n \right]_\Gamma &= \varepsilon A \left( \begin{array}{c} \text{curl}_\Gamma \lambda_\varepsilon \\ \text{curl}_\Gamma \mu_\varepsilon \end{array} \right) - \varepsilon B \mu_\varepsilon \\
\left\{ E_\varepsilon^1 \times n \right\}_\Gamma &= \varepsilon A \left( \begin{array}{c} \text{curl}_\Gamma \lambda_\varepsilon \\ \text{curl}_\Gamma \mu_\varepsilon \end{array} \right) - \varepsilon C \mu_\varepsilon ,
\end{align*}
\]

where constants \( A, B, C \) are defined in (3.7). The variational formulation is as (3.13) where (3.13b) is replaced by

\[
\begin{align*}
\int_{\Gamma} \frac{n \times E_\varepsilon^1}{n \times E_\varepsilon^1} \cdot \tilde{\xi}_1 dS + \varepsilon A \int_{\Gamma} \text{curl}_\Gamma \lambda_\varepsilon \text{curl}_\Gamma \tilde{\xi}_1 dS - \varepsilon B \int_{\Gamma} \lambda_\varepsilon \cdot \tilde{\xi}_1 dS = 0 , \\
\int_{\Gamma} \frac{n \times E_\varepsilon^1}{n \times E_\varepsilon^1} \cdot \tilde{\xi}_2 dS + \varepsilon A \int_{\Gamma} \text{curl}_\Gamma \mu_\varepsilon \text{curl}_\Gamma \tilde{\xi}_2 dS - \varepsilon C \int_{\Gamma} \mu_\varepsilon \cdot \tilde{\xi}_2 dS = 0 .
\end{align*}
\]

(3.14a)

(3.14b)
4. Numerical investigation of the equivalent model properties. This section illustrates the different equivalent models for both the diffraction and shielding problem of an incoming plane wave by a spherical thin conducting layer (Sec. 4.1) and the shielding problem of a Gaussian current source by a flat layer (Sec. 4.2). Numerical convergence rates show the order of accuracy for each equivalent model. Section 4.3 presents numerical results for the robustness of each equivalent model with respect to the parameter $\tilde{\sigma}$, which corresponds to the skin-depth-to-thickness ratio of the sheet $d_{\text{skin}}/\varepsilon$ for fixed frequency since $d_{\text{skin}} = \varepsilon \sqrt{2/\omega \mu_o \tilde{\sigma}}$.
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**Fig. 4.1.** Scattering by a spherical thin layer of radius 1 and thickness $\varepsilon = 0.1$ inside a spherical domain of radius 1.5. The real part of the $e_1$ component of the total field is shown in different slices.

4.1. Configuration of a spherical layer. The model is tested for a spherical layer whose mid-surface has radius 1, the computational domain is the ball of radius 1.5. The following parameters are chosen

$$\begin{align*}
\epsilon_+ &= 1, & \mu_+ &= 1, & \sigma_+ &= 0, \\
\epsilon_- &= 2, & \mu_- &= 1.5, & \sigma_- &= 0.5, \\
\epsilon_o &= 3.5, & \mu_o &= 2.0, & \tilde{\sigma} &= 0.5.
\end{align*}$$

(4.1a) (4.1b) (4.1c)

They are chosen such that all the coefficients $A_i$ and $B_i$ are different from 0. The source is here an incident plane wave, $E^{\text{inc}} = \exp(-i \omega x_3) e_1$, i.e., there is no current source, and Silver-Müller radiation condition applies to the scattered field $E^{\text{sc}} = E_\epsilon - E^{\text{inc}}$. The exact solution, which can be computed analytically with spherical Bessel functions (cf. e.g. [23, Sec. 2.4]), is shown for $\omega = \pi$ in Fig. 4.1.

Nédélec’s elements of the first kind on hexahedral curved elements are used to compute the approximate solution (see [6] for more details). They satisfy tangential
continuity over all element boundaries except the faces on the mid-surface of the sheet. We have used sixth order elements on a fine enough mesh such that the discretisation error is negligible over the modelling errors. On the mid-surface of the sheet the equivalent conditions of order 1 (which are the PEC boundary conditions (3.1b) and (3.2b)) or order 2 (see (3.3c)) are applied, where we use edge elements for the auxiliary variables $\lambda_\varepsilon$ and $\mu_\varepsilon$ on the interface $\Gamma$ (the finite element space for auxiliary variables is the tangential trace of the 3-D finite element space used for the electrical field).

We have performed the numerical experiments for two frequencies, a lower frequency $\omega = \frac{\pi}{5}$ and a higher frequency $\omega = \pi$. Note, that the skin depth $d_{\text{skin}} = \varepsilon \frac{\sqrt{2}}{\omega \mu_0 \tilde{\sigma}}$ inside the thin conducting sheet, which scales in this asymptotic regime linearly with $\varepsilon$, is 1.7841 $\varepsilon$ for $\omega = \frac{\pi}{5}$ and $d_{\text{skin}} = 0.7979 \varepsilon$ for $\omega = \pi$. The relative $L^2$ errors (computed in $\Omega_{\text{ext}}$, the domain $\Omega$ excluding the spherical crown $0 \leq r < 1.1$)

$$\frac{\|E_0 - E_\varepsilon\|_{L^2(\Omega_{\text{ext}})}}{\|E_\varepsilon\|_{L^2(\Omega_{\text{ext}})}} , \quad \frac{\|E_1 - E_\varepsilon\|_{L^2(\Omega_{\text{ext}})}}{\|E_\varepsilon\|_{L^2(\Omega_{\text{ext}})}}$$

of the equivalent models of order 1 and order 2 are shown in Fig. 4.2 for the lower frequency and in Fig. 4.3 for higher frequency as a function of the thickness parameter $\varepsilon$. The model of order 1 with PEC boundary condition, see (3.1)-(3.2), shows in the numerical experiments only a convergence as $O(\varepsilon)$ for both frequencies (see dashed line in Fig. 4.2 and Fig. 4.3) as expected by the asymptotic expansion. When the model of order 2, see (3.3), is used for the lower frequency we observe the expected second-order convergence (see solid line in Fig. 4.2). For the larger frequency we observe for the investigated thicknesses $\varepsilon$ a local convergence approximately as $O(\varepsilon^{2.5})$ (see solid line in Fig. 4.3). However, we expect that this is a pre-asymptotic behaviour and such an additional convergence rate cannot be expected in general, and a second-order convergence will be recovered for smaller values of $\varepsilon$. These ex-
experiments show that the equivalent models do not provide higher convergence orders than the expected ones. Hence, only an equivalent model of even higher order, i.e., at least order 3, which then involves curvature terms, may in general exhibit higher convergence.

Nevertheless, we will show in the next section (see Fig. 4.4) that third-order convergence is observed for a special case, namely that of a flat layer.

4.2. Configuration of a flat layer. In this simulation, the computational domain is the cube $[-5, 5]^3$, and the conducting sheet is centered at $z = 0$. The material parameters are the same as for the spherical layer, see (4.1), where $\epsilon_+, \mu_+, \sigma_+$ apply for $z > 0$ and $\epsilon_-, \mu_-, \sigma_-$ for $z < 0$. The pulsation is given as $\omega = \frac{2\pi}{5}$. Here, we use a current source $j$ which is a Gaussian centered at $(0, 0, 2.5)$ and truncated at a distance of 1.5 from the center, and which is, hence, null in the thin layer. Periodic boundary conditions are applied on lateral surfaces and the Silver-Müller condition is applied on surfaces $z = \pm 5$. In Figure 4.4 we can see that the equivalent model $E^1_{\epsilon}$ converges towards the exact solution even as $O(\epsilon^3)$ as observed for flat sheets in 2-D (see [28]).

4.3. Robustness of the equivalent models versus the parameter $\tilde{\sigma}$. Finally, the robustness of each equivalent model [28] with respect to $\tilde{\sigma}$ is studied. For illustration we show in Figure 4.5 the relative $L^2$ error in dependence of the parameter $\tilde{\sigma}$ for $\omega = \pi$ and the above introduced thin spherical layer, for which we set $\epsilon = 0.01$ or $\epsilon = 0.02$, respectively. Since for fixed frequency, sheet thickness and other material parameters the skin depth is a function of $\tilde{\sigma}$, varying $\tilde{\sigma}$ corresponds to a variation of the skin depth, and so these experiments show the accuracy for a large range of skin depths, from very small to very large.

We observe that the model of order 1 is not robust in $\tilde{\sigma}$ since the error does not decrease with $\epsilon$ for $\tilde{\sigma} \to 0$, i.e., for large skin depths. We observe an error reduction
in $\varepsilon$ (namely by a factor 2 for $\tilde{\sigma} \to \infty$, i.e., the error behaves like $\varepsilon$) only if $\tilde{\sigma}$ is large enough. In difference the model of order 2 is robust in $\tilde{\sigma}$. We observe an error reduction for any small or large value of $\tilde{\sigma}$, or equivalently for large and small skin depths. The error reduction is higher for large values of $\tilde{\sigma}$ (factor 4 for $\tilde{\sigma} \to \infty$, i.e., the error behaves like $\varepsilon^2$) than for small ones (factor 2 for $\tilde{\sigma} \to 0$, i.e., the error behaves like $\varepsilon$). In any case, the equivalent model of order 2 shows a higher accuracy than that of order 1.

5. **A multiscale expansion for the electric field.** In the guidelines on the derivation of the equivalent transmission conditions in Sect. 2.4 we have already argued that this derivation is based on an asymptotic expansion for the electric field $\mathbf{E}_\varepsilon$ (2.1) inside and outside the sheet. More precisely, we search $\mathbf{E}_\varepsilon$ as the asymptotic expansion (2.2), which is

$$
\mathbf{E}_\varepsilon(\mathbf{x}) \approx \mathbf{E}_\varepsilon(\mathbf{x}) + \varepsilon \mathbf{E}_1(\mathbf{x}) + \varepsilon^2 \mathbf{E}_2(\mathbf{x}) + \cdots \quad \text{for a.e. } \mathbf{x} \in \Omega_\varepsilon^- \cup \Omega_\varepsilon^+ ,
$$

$$
\mathbf{E}_\varepsilon(\mathbf{x}) \approx \mathbf{E}_0 \left( \frac{y_\alpha}{\varepsilon}, \frac{h}{\varepsilon} \right) + \varepsilon \mathbf{E}_1 \left( \frac{y_\alpha}{\varepsilon}, \frac{h}{\varepsilon} \right) + \cdots \quad \text{for a.e. } \mathbf{x} \in \Omega_\varepsilon^- .
$$

In this section, we will derive the terms of this asymptotic expansion step by step up to order 2 as well as their governing equations, having in mind that the electric
Relative \( L^2 \) error of the solutions \( E_0 \) and \( E_1^\varepsilon \) of the equivalent models of order 1 and order 2 versus the parameter \( \tilde{\sigma} \) (in abscissa) for \( \varepsilon = 0.01 \) and \( \varepsilon = 0.02 \).
We expand the "electric" Maxwell operators inside the thin layer $\Omega^\varepsilon_o$ in powers of $\varepsilon$, in Section 5.1. We deduce in Section 5.2 the equations satisfied by the electric profiles $\mathbf{E}_n$ and the far field terms $\mathbf{E}^\pm_n$. We derive explicitly the first terms in Section 5.3.

5.1. Expansion of differential operators inside the conductor. Due to the small thickness of the conductor the derivatives in normal and the tangential directions scale differently in $\varepsilon$. Hence, it is convenient to use a local normal coordinate system in $\Omega^\varepsilon_o$, see e.g., [4, App. A.1]. For this coordinate system we call $D_\alpha$ the covariant derivative on the mean surface $\Gamma$ and $\partial^h_3$ is the partial derivative with respect to the normal coordinate $y_3 = h$. Let furthermore $a_{\alpha\beta}(h)$ be the metric tensor of the manifold $\Gamma_h$, which is the surface contained in $\Omega^\varepsilon_2$ at a distance $h$ of $\Gamma$. The metric tensor in such a coordinate system writes [4, App. A.1, Eq. (A.7)]

$$a_{\alpha\beta}(h) = a_{\alpha\beta} - 2h_{\alpha\beta}h + b_{\alpha\beta}h^2,$$

and its inverse expands in power series of $h$

$$a^{\alpha\beta}(h) = a^{\alpha\beta} + 2b^{\alpha\beta}h + \mathcal{O}(h^2).$$

Subsequently, we use a property of the covariant derivative, that it acts on scalar functions $\varepsilon$ like the partial derivative: $D_\alpha \varepsilon = \partial_\alpha \varepsilon$.

We denote by $\mathbf{L}(y_\alpha, h; D_\alpha, \partial^h_3)$ the second order Maxwell operator

$$\text{curl curl} - (\kappa^\varepsilon_o)^2 \mathbb{I}$$

in $\Omega^\varepsilon_o$ in the normal coordinate system and by $\mathbf{B}(y_\alpha, h; D_\alpha, \partial^h_3) = (\mathbf{B}_\alpha(y_\alpha, h; D_\alpha, \partial^h_3), 0)$ the tangent trace operator curl $\times \mathbf{n}$ on $\Gamma^\varepsilon_2$, with

$$\mathbf{B}_\alpha(y_\alpha, h; D_\alpha, \partial^h_3)\mathbf{e} = \partial^h_3 \mathbf{e}_\alpha - D_\alpha \varepsilon,$$

for $\mathbf{e} = (\mathbf{e}_\alpha, \varepsilon)$, see [4, App. A, §A.4]. The operators $\mathbf{L}$ and $\mathbf{B}$ expand in power series of $h$ with intrinsic coefficients with respect to $\Gamma$, see [4].

Now, we scale the normal coordinate $Y_3 = \varepsilon^{-1}h$ to obtain a coordinate, this is $y_3$, which does not change with $\varepsilon$. We use from now on the same symbol $\mathbf{e}$ for three-dimensional one-form field in these scaled coordinates and call $\mathbf{L}[\varepsilon]$ and $\mathbf{B}[\varepsilon]$ the respective three-dimensional harmonic Maxwell operators in $\Omega^\varepsilon_o$. These operators expand in powers of $\varepsilon$

$$\mathbf{L}[\varepsilon] = \varepsilon^{-2} \sum_{n=0}^{\infty} \varepsilon^n \mathbf{L}^n \quad \text{and} \quad \mathbf{B}[\varepsilon] = \varepsilon^{-1} \mathbf{B}^0 + \mathbf{B}^1,$$

whose coefficients are intrinsic operators on $\Gamma$, which are completely determined by the shape of $\Gamma$ and the material parameters of the conducting sheet. We denote by $L^n_\alpha$ and $B^n_\alpha$ the surface components of $\mathbf{L}^n$ and $\mathbf{B}^n$. With the summation convention of repeated two dimensional indices (represented by greek letters), there holds [4, App. A.1, Eq. (A.10)]

$$L^0_\alpha(\mathbf{e}) = -\gamma^2 \mathbf{e}_\alpha + \gamma^2 \mathbf{e}_\alpha \quad \text{and} \quad L^1_\alpha(\mathbf{e}) = -2b_{\alpha\beta}\partial_\beta \mathbf{e}_\beta + \partial_3 D_\alpha \varepsilon + b_{\beta}^3 \partial_3 \mathbf{e}_\alpha,$$

(we recall that $\gamma$ is defined in (3.5), so that $(\kappa^\varepsilon_o)^2 = -\varepsilon^{-2} \gamma^2 + \omega^2 \mu_o \varepsilon_o$) and [4, App. A.1, Eq. (A.28)]

$$B^0_\alpha(\mathbf{e}) = \partial_3 \mathbf{e}_\alpha \quad \text{and} \quad B^1_\alpha(\mathbf{e}) = -D_\alpha \varepsilon.$$
Here, \( \partial_3 \) is the partial derivative with respect to \( Y_3 \). We denote by \( L^n_\alpha \) the transverse components of \( L^n \). There holds [4, App. A.1, Eq. (A.12)]

\[
L^0_\alpha(\mathbf{E}) = \gamma^2 \mathbf{e} \quad \text{and} \quad L^1_\alpha(\mathbf{E}) = \gamma^\alpha_\beta (\partial_\beta \mathbf{E}) + b^\beta_\beta \partial_\beta \mathbf{e},
\]

(5.5)

where \( \gamma^\alpha_\beta(\mathbf{E}) = \frac{1}{2} (D_\alpha \mathbf{E}_\beta + D_\beta \mathbf{E}_\alpha) - b_\alpha_\beta \mathbf{e} \) is the change of metric tensor and \( \gamma^\alpha_\beta = a^\alpha_\beta \gamma^\alpha_\beta \).

### 5.2. Equations for the coefficients of the electric field

Writing the partial differential equation (5.1b) in the thin conductor \( \Omega_\varepsilon^+ \) and the Neumann continuity condition on \( \Gamma_\varepsilon^\pm \) in the scaled local coordinate system we find that the profiles \( \mathbf{E}_j \) and the terms \( \mathbf{E}_j^\pm \) of the electric field (see (2.2)) satisfy the following system (with \( I = (-\frac{1}{2}, \frac{1}{2}) \))

\[
L_\varepsilon[\Gamma] \sum_{j \geq 0} \varepsilon^j \mathbf{E}_j(y_\alpha, Y_3) = 0, \quad \text{in} \quad \Gamma \times I, \quad (5.6a)
\]

\[
B_\varepsilon[\Gamma] \sum_{j \geq 0} \varepsilon^j \mathbf{E}_j(y_\alpha, \pm \frac{1}{2}) = \frac{\mu_\varepsilon}{\mu_\pm} \sum_{j \geq 0} \varepsilon^j \text{curl} \mathbf{E}_j^\pm \times \mathbf{n}, \quad \text{on} \quad \Gamma_\varepsilon^\pm. \quad (5.6b)
\]

It is not very convenient that the terms \( \mathbf{E}_j^\pm \) or its derivatives on the right hand side of (5.6b) are evaluated on \( \Gamma_\varepsilon^\pm \) which moves with \( \varepsilon \). However, as the expansion (2.2) of \( \mathbf{E}^\varepsilon \) is assumed to be valid for any small \( \varepsilon > 0 \), the terms \( \mathbf{E}_j^\pm \) are defined in \( \Omega_\varepsilon^\pm \) for any \( \varepsilon > 0 \), and, hence, in \( \Omega_\pm \). As we have assumed that the thin conductor, and so its mid-surface \( \Gamma \), are smooth, that \( \mu_\pm, \epsilon_\pm \) and \( \sigma_\pm \) are constants, and that the current \( \mathbf{j} \) is zero close to \( \Gamma \) it makes sense to accept that the vector fields \( \mathbf{E}_j^\pm \) are regular in a neighbourhood of \( \Gamma \). This can be justified using the regularity theory, see e.g. [19, Chap. 4]. Hence, we can use the Taylor expansion and infer for \( n \in \mathbb{N} \) that

\[
\mathbf{E}_n^\pm \times \mathbf{e}_{|h=\pm \varepsilon} = \mathbf{E}_n \times \mathbf{e}_{|0} \pm \frac{\varepsilon}{2} \partial_h \mathbf{E}_n \times \mathbf{e}_{|0} + \cdots, \quad (5.7a)
\]

\[
\text{curl} \mathbf{E}_n^\pm \times \mathbf{e}_{|h=\pm \varepsilon} = \text{curl} \mathbf{E}_n \times \mathbf{e}_{|0} \pm \frac{\varepsilon}{2} \partial_h \text{curl} \mathbf{E}_n \times \mathbf{e}_{|0} + \cdots, \quad (5.7b)
\]

where \( \mathbf{e}_{|0} \) means the limit for positive or negative \( h \to 0 \), respectively. Furthermore, it is convenient to define \( \mathbf{E}_n \) for \( n \in \mathbb{N} \) by \( \mathbf{E}_n = \mathbf{E}_n^+ \) in \( \Omega_+ \), and \( \mathbf{E}_n = \mathbf{E}_n^- \) in \( \Omega_- \).

Using the expression of the operator \( L^0 \), and expanding \( \mathbf{E}^\varepsilon \) in \( \Omega_\varepsilon^\pm \), we deduce that, according to the system (5.1) and using (5.6) and (5.7), the profiles \( \mathbf{E}_n = (\mathbf{E}_n, \varepsilon_n) \)
and the terms \( \mathbf{E}_n \) have to satisfy, for all \( n \geq 0 \)

\[
L^n_3(\mathbf{E}_n) = \gamma^2 \mathbf{e}_n = -\sum_{j=1}^{n} L^n_3(\mathbf{e}_{n-j}) \quad \text{in} \quad \Gamma \times I,
\]

\[
L^n_0(\mathbf{E}_n) = -\partial^2_3 \mathbf{e}_{n,\alpha} + \gamma^2 \mathbf{e}_{n,\alpha} = -\sum_{j=1}^{n} L^n_0(\mathbf{e}_{n-j}) \quad \text{in} \quad \Gamma \times I,
\]

\[
\partial_3 \mathbf{e}_{n,\alpha}|_{\pm \frac{1}{2}} = D_{\alpha} \mathbf{e}_{n-1}|_{\pm \frac{1}{2}} + \frac{\mu_0}{\mu_{\pm}} \sum_{j=1}^{n} \frac{1}{(\pm 2)^{j-1}} \partial_{\alpha}^{-1}(\text{curl} \mathbf{E}_{n-j}^{\pm} \times \mathbf{n}|_{0}) \quad \text{on} \quad \Gamma,
\]

\[
\text{curl} \text{curl} \mathbf{E}_{n}^{\pm} - \kappa_{\pm}^2 \mathbf{E}_{n}^{\pm} = \delta_{n,0} \omega j_{\pm} \quad \text{in} \quad \Omega_{\pm},
\]

\[
\mathbf{E}_{n}^{\pm} \times \mathbf{n}|_{0} = \mathbf{E}_{n} \times \mathbf{n}|_{\pm \frac{1}{2}} - \sum_{j=1}^{n} \frac{1}{(\pm 2)^{j-1}} \partial_{\alpha}^{-1}(\mathbf{E}_{n-j}^{\pm} \times \mathbf{n}|_{0}) \quad \text{on} \quad \Gamma,
\]

\[
\text{curl} \mathbf{E}_{0}^{\pm} \times \mathbf{n} - i \kappa_{\pm} \mathbf{n} \times \mathbf{E}_{0}^{\pm} \times \mathbf{n} = 0 \quad \text{on} \quad \partial \Omega.
\]

where \( |_{\pm \frac{1}{2}} \) abbreviates the trace on \( Y_{\frac{1}{2}} = \pm \frac{1}{2} \).

### 5.3. First terms of the asymptotics

In the previous section we have derived the coupled systems for the terms of the asymptotic expansions to any order \( n \). Hence we can determine now the first terms \( \mathbf{E}_n = (\mathbf{E}_n, \mathbf{e}_n) \) and \( \mathbf{E}_0 \) by induction.

**The coupled system of order 1.** For \( n = 0 \) in the previous system, we find that \( \mathbf{E}_0 = (\mathbf{E}_0, \mathbf{e}_0) \) and \( \mathbf{E}_0 \) satisfy

\[
\gamma^2 \mathbf{e}_0 = 0 \quad \text{in} \quad \Gamma \times I, \quad (5.9a)
\]

\[
-\partial^2_3 \mathbf{e}_{0,\alpha} + \gamma^2 \mathbf{e}_{0,\alpha} = 0, \quad \text{in} \quad \Gamma \times I, \quad (5.9b)
\]

\[
\partial_3 \mathbf{e}_{0,\alpha}|_{\pm \frac{1}{2}} = 0 \quad \text{on} \quad \Gamma, \quad (5.9c)
\]

\[
\text{curl} \text{curl} \mathbf{E}_{0}^{\pm} - \kappa_{\pm}^2 \mathbf{E}_{0}^{\pm} = i \omega j_{\pm} \quad \text{in} \quad \Omega_{\pm}, \quad (5.9d)
\]

\[
\mathbf{E}_{0}^{\pm} \times \mathbf{n}|_{0} = \mathbf{E}_{0} \times \mathbf{n}|_{\pm \frac{1}{2}} \quad \text{on} \quad \Gamma, \quad (5.9e)
\]

\[
\text{curl} \mathbf{E}_{0}^{\pm} \times \mathbf{n} - i \kappa_{\pm} \mathbf{n} \times \mathbf{E}_{0}^{\pm} \times \mathbf{n} = 0 \quad \text{on} \quad \partial \Omega, \quad (5.9f)
\]

Obviously, (5.9a) implies with \( \gamma \neq 0 \) that \( \mathbf{e}_0 = 0 \) and in view of (5.9b) and (5.9c) we can assert that \( \mathbf{E}_{0,\alpha} = 0 \), hence, \( \mathbf{E}_0 = 0 \), and the electric fields vanish inside the thin conductor in the limit \( \varepsilon \to 0 \). With this the right hand side of (5.9c) is zero as well, i.e., the electric field satisfies the PEC boundary conditions, and we obtain the limit system (3.1)–(3.2) for \( \mathbf{E}_0^{\pm} \).
The coupled system of order 2. Then in the same way as above we find that \( \mathbf{E}_1 = (\mathbf{E}_1, \epsilon_1) \) and \( \mathbf{E}_1 \) satisfy
\[
\gamma^2 \epsilon_1 = -L_3^1(\mathbf{E}_0)
\quad \text{in } \Gamma \times I ,
\]
\[
-\partial_3^2 \mathbf{E}_{1,\alpha} + \gamma^2 \mathbf{E}_{1,\alpha} = -L_3^1(\mathbf{E}_0)
\quad \text{in } \Gamma \times I ,
\]
\[
\partial_3 \mathbf{E}_{1,\alpha} \big|_{\pm \frac{1}{2}} = D_\alpha \epsilon_0 \big|_{\pm \frac{1}{2}} + \frac{\mu_\alpha}{\mu_\pm} \left( \text{curl} \mathbf{E}_0^\pm \times \mathbf{n} \big|_{0} \right)_{\alpha}
\quad \text{on } \Gamma ,
\]
\[
\text{curl} \text{curl} \mathbf{E}_1^\pm - \kappa_\pm^2 \mathbf{E}_1^\pm = 0
\quad \text{in } \Omega_\pm ,
\]
\[
\mathbf{E}_1^\pm \times \mathbf{n} \big|_{0} = \mathbf{E}_1 \big|_{- \frac{1}{2}} + \frac{1}{2} \partial_\nu \mathbf{E}_0^\pm \times \mathbf{n} \big|_{0} \quad \text{on } \Gamma ,
\]
\[
\text{curl} \mathbf{E}_1^\pm \times \mathbf{n} - i \kappa_+ \mathbf{n} \times \mathbf{E}_1^\pm \times \mathbf{n} = 0
\quad \text{on } \partial \Omega .
\]

Perfectly clear, \( \mathbf{E}_0 = 0 \) implies \( L_3^1(\mathbf{E}_0) = 0 \), and by (5.10a)
\[
\epsilon_1 = 0 ,
\]
the normal component \( \epsilon_1 \) of the electric field \( \mathbf{E}_1 \) of order 1 vanishes just like that of order 0. Similarly, the right hand side of (5.10b) is zero just as \( D_\alpha \epsilon_0 \) on the right hand side of (5.10c). Hence, the tangential components are given for \( Y_3 \in (-\frac{1}{2}, \frac{1}{2}) \) by
\[
\mathbf{E}_1(y_\beta, Y_3) = \mathbf{E}_{1,0}(y_\beta) \cosh (\gamma Y_3) + \mathbf{E}_{1,1}(y_\beta) \sinh (\gamma Y_3) \quad \text{(5.11)}
\]

with
\[
\mathbf{E}_{1,0} = \frac{\mu_\alpha}{2\gamma \sinh (\frac{\gamma}{2})} \left\{ \frac{1}{\mu} \text{curl} \mathbf{E}_0 \times \mathbf{n} \right\}_\Gamma \quad \text{and} \quad \mathbf{E}_{1,1} = \frac{\mu_\alpha}{\gamma \cosh (\frac{\gamma}{2})} \left\{ \frac{1}{\mu} \text{curl} \mathbf{E}_0 \times \mathbf{n} \right\}_\Gamma .
\]

This explicit representation inside the thin conductor represents the boundary layer behaviour with a constant relative thickness (since the factor \( \gamma = \exp \left( \frac{\mu_\alpha}{\mu_\pm} \sqrt{\omega \mu_\alpha} \sigma \right) \) is independent of \( \epsilon \), \( \ell \), the boundary layer thickness scales like the sheet thickness \( \epsilon \).

Now, inserting this explicit representation into the Dirichlet conditions (5.10e), we find that the term \( \mathbf{E}_1^- \) solves the following boundary value problem :
\[
\begin{cases}
\text{curl} \text{curl} \mathbf{E}_1^- - \kappa_-^2 \mathbf{E}_1^- = 0 & \text{in } \Omega_- , \\
\mathbf{E}_1^- \times \mathbf{n} = \mathbf{e}_1^- \times \mathbf{n} & \text{on } \Gamma ,
\end{cases}
\]

and the term \( \mathbf{E}_1^+ \) satisfies the problem
\[
\begin{cases}
\text{curl} \text{curl} \mathbf{E}_1^+ - \kappa_+^2 \mathbf{E}_1^+ = 0 & \text{in } \Omega_+ , \\
\mathbf{E}_1^+ \times \mathbf{n} = \mathbf{e}_1^+ \times \mathbf{n} & \text{on } \Gamma , \\
\text{curl} \mathbf{E}_1^+ \times \mathbf{n} - i \kappa_+ \mathbf{n} \times \mathbf{E}_1^+ \times \mathbf{n} = 0 & \text{on } \partial \Omega ,
\end{cases}
\]

with (recalling that \( \mathbf{u}_\tau = \mathbf{n} \times (\mathbf{u}_\Gamma \times \mathbf{n}) \))
\[
\mathbf{e}_1^\pm := \mu_\alpha \left( \frac{1}{2\gamma \tanh (\frac{\gamma}{2})} \left\{ \frac{1}{\mu} \text{curl} \mathbf{E}_0 \times \mathbf{n} \right\}_\Gamma \pm \frac{i}{\gamma} \tan \left( \frac{\gamma}{2} \right) \left\{ \frac{1}{\mu} \text{curl} \mathbf{E}_0 \times \mathbf{n} \right\}_\Gamma \right) \pm \frac{1}{2} \partial_\nu (\mathbf{E}_1^\pm) \tau .
\]
The two first terms in $\mathbf{e}_1^\pm$ originate from the boundary layer behaviour inside the conductor whereas the last term comes from the Taylor expansion to obtain conditions on the mid-surface $\Gamma$, and not on the two conductor surfaces $\Gamma_{\pm}^\epsilon$. Exactly, that last term is not considered in the thin layer boundary conditions, see Sec. 3.3.2.

**Remark 5.1.** Since the electric field $\mathbf{E}_1$ of order 1 inside the conductor does not vanish, i.e., its tangential components, the normal component $\mathbf{e}_2$ of order 2 is expected to be non-zero. As $L_1^a(\mathbf{E}_1) = \gamma_o^a(\partial_2 \mathbf{E}_1)$ this normal component is also a linear combination of $\sinh(\gamma Y_3)$ and $\cosh(\gamma Y_3)$.
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Appendix A. Further notes for deriving the second order condition.

We have explained in Sec. 2.4 guidelines to derive equivalent conditions from the boundary conditions (2.3c) on $\Gamma$ for the terms of the asymptotic expansions. It is convenient to write the equivalent conditions with Dirichlet and Neumann mean and jump traces.

One may think that the term $\frac{1}{2} \partial_4 (\mathbf{E}_0^\pm) \mathbf{T}$ in (5.12c), as it is neither a Dirichlet nor a Neumann trace of $\mathbf{E}_0^\pm \in \mathbb{H}(\text{curl}, \Omega_{\pm})$, is not suitable to use in variational formulations or the finite element method. However, we can write according to [24, Prop. 3.36] on $\Gamma$

$$\partial_4 (\mathbf{E}_0^\pm) \mathbf{T} \times \mathbf{n} = (\text{curl} \mathbf{E}_0^\pm) \mathbf{T} + \nabla_\Gamma (\mathbf{E}_0^\pm \cdot \mathbf{n}) \times \mathbf{n},$$

and the first term on the right hand side is a multiple of the Neumann trace $(\frac{1}{\mu_\pm} \text{curl} \mathbf{E}_0^\pm)_\mathbf{T}$. Using the fact that $\mathbf{E}_0^\pm$ solves the PDE (3.2a) together with $(\text{curl} \mathbf{curl} \mathbf{u}) \cdot \mathbf{n} = \text{curl}_\Gamma (\text{curl} \mathbf{u}) \mathbf{T}$ and $\mathbf{n} \times \text{curl}_\Gamma = \nabla_\Gamma$ on $\Gamma$ we can rewrite the term $\nabla_\Gamma (\mathbf{E}_0^\pm \cdot \mathbf{n}) \times \mathbf{n}$ as

$$\nabla_\Gamma (\mathbf{E}_0^\pm \cdot \mathbf{n}) \times \mathbf{n} = -\frac{\mu_{\pm}}{\kappa_{\pm}^2} \text{curl}_\Gamma \text{curl}_\Gamma (\frac{1}{\mu_{\pm}} \text{curl} \mathbf{E}_0^\pm) \mathbf{T}.$$

Here, we have used that $(\text{curl}_\Gamma \cdot \text{curl}_\Gamma \cdot \mathbf{T}) \times \mathbf{n} \times \mathbf{n} = -(\text{curl}_\Gamma \cdot \text{curl}_\Gamma \cdot \mathbf{T})$ since $\text{curl}_\Gamma \cdot = (\nabla_\Gamma \cdot) \times \mathbf{n}$ is tangent to $\Gamma$. Altogether, we find that

$$\mathbf{e}_1^\pm = \mu_o \left( \frac{1}{2\gamma \tanh(\frac{\gamma}{2})} \left[ \frac{1}{\mu} \text{curl} \mathbf{E}_0 \times \mathbf{n} \right]_\Gamma \pm \frac{1}{\gamma} \tanh(\frac{\gamma}{2}) \left( \frac{1}{\mu} \text{curl} \mathbf{E}_0 \times \mathbf{n} \right)_\Gamma \right)$$

$$\pm \frac{\mu_{\pm}}{\kappa_{\pm}^2} \left( \frac{1}{\mu_{\pm}} \text{curl} \mathbf{E}_0^\pm \mathbf{T} \right) \pm \frac{\mu_{\pm}}{2\kappa_{\pm}^2} \text{curl}_\Gamma \text{curl}_\Gamma \left( \frac{1}{\mu_{\pm}} \text{curl} \mathbf{E}_0^\pm \right)_\mathbf{T},$$

which consists of terms depending only on the Neumann traces (from the one or the other side). Finally the Dirichlet conditions for $\mathbf{E}_1$ on $\Gamma$ in (5.12) can be written as

$$[\mathbf{E}_1 \times \mathbf{n}]_\Gamma = -\left( \frac{2\mu_o}{\gamma} \tanh(\frac{\gamma}{2}) - \{\mu\}_\Gamma \right) \left( \frac{1}{\mu} (\text{curl} \mathbf{E}_0)_\mathbf{T} \right)_\Gamma + \frac{1}{4} \{\mu\}_\Gamma \left( \frac{1}{\mu} (\text{curl} \mathbf{E}_0)_\mathbf{T} \right)_\Gamma$$

$$- \left\{ \frac{\mu}{\kappa^2} \right\} \text{curl}_\Gamma \text{curl}_\Gamma \left( \frac{1}{\mu} (\text{curl} \mathbf{E}_0)_\mathbf{T} \right)_\Gamma - \frac{1}{4} \left\{ \frac{\mu}{\kappa^2} \right\} \text{curl}_\Gamma \text{curl}_\Gamma \left( \frac{1}{\mu} (\text{curl} \mathbf{E}_0)_\mathbf{T} \right)_\Gamma.$$
and

$$\{\mathbf{E}_1 \times \mathbf{n}\}_\Gamma = -\left(\frac{\mu_0}{2\gamma} \coth \left(\frac{\gamma}{2}\right) - \frac{\mu}{4}\right) \left[ \frac{1}{\mu} \text{curl}\mathbf{E}_0 \right]_\Gamma + \frac{1}{4}[\mu]_\Gamma \left[ \frac{1}{\mu} (\text{curl}\mathbf{E}_0) \right]_\Gamma - \frac{1}{4} \left\{ \frac{\mu}{\kappa^2} \right\}_\Gamma \text{curl}_\Gamma \left[ \frac{1}{\mu} \text{curl}\mathbf{E}_0 \right]_\Gamma - \frac{1}{4} \left[ \frac{\mu}{\kappa^2} \right]_\Gamma \text{curl}_\Gamma \left[ \frac{1}{\mu} (\text{curl}\mathbf{E}_0) \right]_\Gamma,$$

where we have used the equalities $\{\mathbf{A}\}_\Gamma = \{\mu\}_\Gamma \{\frac{1}{\mu}\mathbf{A}\}_\Gamma + \frac{1}{4}[\mu]_\Gamma \{\frac{1}{\mu}\mathbf{A}\}_\Gamma$ and $\{\mathbf{A}\}_\Gamma = \{\mu\}_\Gamma \{\mathbf{A}\}_\Gamma + [\mu]_\Gamma \{\mathbf{A}\}_\Gamma$ for any vector field $\mathbf{A}$.

The equivalent conditions (3.3c) of order 2 are then obtained by adding the previous equations multiplied by $\varepsilon$ to the PEC conditions $\{\mathbf{E}_0 \times \mathbf{n}\}_\Gamma = [\mathbf{E}_0 \times \mathbf{n}]_\Gamma = 0$ (see (3.1b) and (3.2b)) for $\mathbf{E}_0$ and by replacing $\mathbf{E}_0 + \varepsilon \mathbf{E}_1$ on the left hand side by the new unknown $\mathbf{E}_1$ and by replacing $\varepsilon \mathbf{E}_0$ on the right hand side by $\varepsilon \mathbf{E}_1$.

REFERENCES


