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Abstract

In the context of the KAStrion European project, a complete solution was proposed in order to monitor wind turbines. The developed solution comprises both hardware and software parts of the condition monitoring system. In terms of software, modules for vibration analysis and electrical signal analysis have been developed. The current paper presents the electrical analysis solution proposed in the context of this project. The electrical module is able to detect both mechanical and electrical faults in a wind turbine system. The goal of the mechanical fault detection using electrical signals is to confirm the faults also detected by vibration analysis, while the main focus of the module remains the detection of electrical faults. Results showing the performance of mechanical fault detection are presented using electrical signals acquired on the test-bench developed for testing the KAStrion system. Moreover, results regarding the electrical unbalance are presented using signals acquired on a three-phase transformer. The final solution has been implemented on two onshore wind turbines since the end of 2014, and online condition monitoring results are presented at the end of the paper.

1 Introduction

The wind energy is a growing energy market. The annual newly installed wind turbines present a generally increasing trend worldwide. Each year, more wind turbines are installed in Europe\(^1\), both onshore and offshore. As the energy market relies more and more on wind energy, the availability of such energy becomes critical. The reliability of wind turbines has improved in time, both through design and implementation of efficient condition monitoring systems and predictive maintenance strategies.

The KAStrion European project\(^2\) aims at maximizing the production time of offshore wind turbine farms. In order to achieve this goal, a condition monitoring solution is proposed such that the diagnosis of the system can be done in real time and maintenance strategies can be properly scheduled. For condition monitoring, within this project, two main approaches are taken: vibration analysis\(^3,4\) and three-phase electrical signature analysis. The current paper presents the three-phase electrical analysis solution proposed in the context of this project. The main goal of this method is to detect electrical faults in a wind turbine by analysing the three-phase electrical signals acquired at the output of its generator. Its second goal is to confirm possible mechanical faults present in the system by using the same electrical measurements.
Section 2 of this paper summarises the proposed three-phase electrical analysis method. More details on this algorithm can be found in (5). The results for mechanical fault detection are presented in Section 3, followed by the results for electrical unbalance detection presented in Section 4. Section 5 contains preliminary results on continuous condition monitoring of two real onshore wind turbines.

2 Three-phase electrical signals analysis method

The proposed method considers the phasor model of three-phase electrical signals as defined in Equation (1). Electrical signals mainly consist in a fundamental component of frequency $f_0$, with possible amplitude and frequency modulations, some harmonics and additive noise. In what follows, $\chi$ denotes the phasor of either voltage or current signals and the analysis will be performed around their fundamental frequency only.

\[
\begin{bmatrix}
\chi_1(t) \\
\chi_2(t) \\
\chi_3(t)
\end{bmatrix} =
\begin{bmatrix}
X_1(t) \\
X_2(t)e^{-j\left(\frac{2\pi}{3} + \rho_1(t)\right)} \\
X_3(t)e^{-j\left(\frac{4\pi}{3} + \rho_2(t)\right)}
\end{bmatrix} 
+ \begin{bmatrix}
n_1(t) \\
n_2(t) \\
n_3(t)
\end{bmatrix} e^{j2\pi \int_0^t f_0(u) \, du}.
\] (1)

In equation (1), the signal on phase 1 is considered the reference signal and the quantities described around $f_0$ are:

- $\chi_1(t)$, $\chi_2(t)$ and $\chi_3(t)$ representing the three-phase signals around the fundamental frequency;
- $X_1(t)$, $X_2(t)$ and $X_3(t)$ representing the instantaneous magnitudes of the signals and containing possible amplitude modulations;
- $\rho_1(t)$ and $\rho_2(t)$ representing the small errors in phase shifts between phase signals;
- $f_0(t)$ representing the instantaneous frequency of the components and possibly containing frequency modulations;
- $n_1(t)$, $n_2(t)$ and $n_3(t)$ representing additive noise which will be further neglected in this paper.

Perfectly balanced three-phase electrical signals should have the same amplitude on all phases and a phase shift of $\frac{2\pi}{3}$ between each of the phases. This corresponds to $X_1(t) = X_2(t) = X_3(t)$ and $\rho_1(t) = \rho_2(t) = 0$. Real systems also contain an inherent small amount of electrical unbalance. However, the unbalance is generally due to faults in the three-phase systems (e.g. winding stator faults in rotating machines (6)). One way to separate any three-phase unbalanced system into balanced components is to apply the Lyon transform (5,7,8) as in Equation (2).
\[
\begin{bmatrix}
\chi_+(t) \\
\chi_-(t) \\
\chi_0(t)
\end{bmatrix} = \frac{2}{3} \begin{bmatrix}
1 & a & a^2 \\
1 & a^2 & a \\
1 & 1 & 1
\end{bmatrix} \begin{bmatrix}
\chi_1(t) \\
\chi_2(t) \\
\chi_3(t)
\end{bmatrix},
\]

where:

- \( a = e^{j\frac{2\pi}{3}} \), called the Fortescue\(^{(9)}\) operator, represents a phase shift of \( \frac{2\pi}{3} \);
- \( \chi_+(t), \chi_-(t) \) and \( \chi_0(t) \) are generically called instantaneous symmetrical components and are the positive-, negative- and zero-sequence components respectively, calculated around the fundamental frequency.

In Equation (2), the factor 2 has been applied in order to obtain magnitude invariant quantities. The obtained instantaneous positive sequence component contains the amount of balanced quantity in the three-phase signals at the fundamental frequency. The negative- and zero-sequence components would be null for perfectly balanced systems. If the system also contains unbalanced quantities, the values of these two symmetrical components would increase, depending on the unbalance type. The main advantage of using instantaneous symmetrical components as opposed to classical symmetrical components\(^{(9)}\) is that they are time-dependent by definition. Therefore, they can be directly used to define time-dependent fault indicators, which finally simplifies the conception of real-time condition monitoring strategies.

While electrical faults trigger unbalance in the three-phase electrical signals, mechanical faults trigger amplitude and frequency modulations\(^{(10,11,12)}\). After filtering the signals around the fundamental frequency \(+f_0\)\(^{(13)}\), the instantaneous amplitude and frequency\(^{(14)}\) of mono-component signals can be easily extracted as in Equations (3) and (4).

\[
\begin{align*}
X_+(t) &= |\chi_+(t)| \\
X_-(t) &= |\chi_-(t)| \\
X_0(t) &= |\chi_0(t)|
\end{align*}
\]

\[
f_{\pm,+}(t) = \frac{1}{2\pi} \frac{d\theta_{\pm}(t)}{dt}, \quad \text{with: } \theta_{\pm}(t) = \arg\{\chi_\pm(t)\}
\]

Using the magnitudes of the instantaneous symmetrical components, an unbalance indicator can also be defined as in Equation (5). The values of such an indicator would be normalized, with 0 indicating perfect balance and 1 indicating that there is no amount of balanced quantities in the three-phase signals around the fundamental frequency.

\[
u_{\pm}(t) = \sqrt{\frac{|\chi_-(t)|^2 + |\chi_0(t)|^2}{|\chi_+(t)|^2 + |\chi_-(t)|^2 + |\chi_0(t)|^2}}
\]

As previously stated\(^{(5)}\), the proposed algorithm implements simple operations and is suited for on-line monitoring. The use of instantaneous symmetrical components enables the possibility to detect changes in the state of the monitored system in real time. More details on the method and algorithm can be found in\(^{(5)}\).
3 Mechanical faults monitoring

Mechanical load torque oscillations and shaft dynamic eccentricities experienced by an electromechanical rotating machine induce phase and amplitude modulations in electrical signals measured on this machine\(^{(10)}\). For example, bearing faults generating torque oscillations lead to frequency modulations in electrical signals\(^{(10,12)}\). Moreover, the characteristic frequency of these modulations can be precisely determined by using the shaft rotating frequency and the bearing geometry. Consequently, bearing faults should be detected by using voltage and current instantaneous amplitude and frequency defined in Equations (3) and (4) where \(x\) stands for voltage or current signals.

In order to analyse the performance of this approach, an experimental test-bench developed in the CETIM laboratory in Senlis (France) has been used. This bench, depicted in Figure 1, emulates the structure and behaviour of a wind turbine. The operating conditions are determined by controlling the speed of the low speed shaft, which is considered to be the input of the system. An experiment was conducted for \(\approx 200\) hours during which an accelerated deterioration of the main bearing was induced by applying axial and radial forces on the main bearing. At the end of the experiment, inner and outer race faults have occurred in the main bearing. The electrical signals, both three-phase voltages and currents, have been acquired all along this experiment at the stator of the generator. Signals used in this work have been acquired during a stationary operating state of the bench with a constant rotating speed of the low speed shaft of 20 rpm. For this rotating speed, the corresponding bearing fault frequencies have been computed as \(BPFO = 2.5498\) Hz and \(BPFI = 3.4502\) Hz. The analysis method described in the previous section has been applied to these measurements, and the indicators of Equations (3) and (4) have been computed for both voltage and current sequence components.

![Figure 1: Experimental test bench](image)

Figure 2 presents the power spectral densities (PSDs) estimated for the instantaneous amplitude and frequency of the positive sequence component of the signals using Welch modified periodogram\(^{(15)}\). As it can be seen in the figures, the PSDs of all four quantities present a peak at the fault frequency of the inner race of the main bearing in the faulty case. However, the outer race fault is not detectable using these electrical quantities. This limitation might be explained by the physical properties of the system and by the fact that
the outer race fault does not induce enough torque oscillations to impact the electrical system. The inner race fault, being physically closer to the shaft, does induce torque oscillations which are then propagated through the gearbox and high speed shaft until the electrical generator. The peaks visible in Figure 2 at the frequency marked as $BPFI$ represent the torque oscillations signature in the measured electrical quantities. Moreover, this fault frequency is modulated by the rotating speed of the shaft. The resulting sidebands can also be observed in Figure 2, even though they are less obvious for the PSDs resulting from current quantities.

In order to perform automatic fault detection, computing the PSDs is not sufficient and a scalar fault indicator needs to be defined. As previously mentioned, the fault frequency is known thanks to the bearings geometry and the shaft rotating speed. Consequently, the obtained PSDs can be summed up over a frequency band $B$ containing the fault frequency in order to detect eventual faulty components. Equation (6) proposes a normalised version $m_B$ of such an indicator:

$$m_B = \frac{\int_{(B)} S(f) \, df}{\int_{(B)} S_h(f) \, df},$$

where $B$ denotes the chosen frequency band, $S_h(f)$ denotes a reference PSD obtained in the healthy case and $S(f)$ is the last obtained PSD.

The results obtained for this fault indicator are depicted in Figure 3. Considering that the signals processed for this section have all been acquired in stationary operating conditions and that the number of points used for the Fast Fourier Transform computation is...
known, the peak width is also known. For the spectra depicted in Figure 2, the width of each peak is 0.12 Hz. The results of computing the fault indicator over this peak-wide frequency band are depicted in Figure 3a. Obviously, the fault indicator stays close to 1 in the healthy case and increases in the faulty case. The figure clearly shows that the fault can be detected using either quantity. Moreover, since in case of non-stationarity the peak location and width are not as easily determined, the same indicator has been also computed on a larger frequency band $B = 1$ Hz and the results are depicted in Figure 3b. In this case, using the voltage positive sequence component, the fault can still be detected but at a later time. In the case of using the currents positive sequence component instantaneous amplitude and frequency, the results are less conclusive. Nonetheless, the results seen in Figure 3 show that the proposed indicator is capable of detecting a mechanical fault provided an adequate frequency band is chosen. Moreover, using the PSDs of the instantaneous frequency yields slightly better results than the PSDs of the instantaneous amplitudes for both voltage and current positive-sequence components.

![Figure 3: Main bearing inner race fault detection (the legends indicate which quantities were used to compute the respective fault indicator)](image)

All in all, the proposed indicator is able to detect the given main bearing inner race fault. Moreover, voltages seem to be better suited for this task and this generator configuration. One possible reason for this behaviour is that they are less influenced by electric loads, compared to the currents. Another explanation is that in the measured signals, the voltages have generally a better signal to noise ratio than the currents around the fundamental frequency.

### 4 Electrical faults monitoring

Winding faults in three-phase electrical systems have been shown to trigger electrical unbalance in three-phase electrical signals\(^6\). Winding faults affect transformers, as well as three-phase electrical rotating machines, whether they operate as a motor or a generator. An increase of the electrical unbalance in such three-phase systems corresponds to an increase in the symmetrical components related to unbalance, i.e. the negative- and the zero-sequence component of the voltages and/or the currents. Consequently, winding
faults should be detected by using the unbalance indicator defined in Equation (5), where \( x \) states for voltage or current signal.

In order to demonstrate the feasibility of this approach in terms of detection of electrical unbalance faults, three-phase voltage signals have been acquired at the output of a transformer. The transformer connection is \( \Delta - Y \) (primary being \( \Delta \) and secondary being \( Y \) connected), and the transformation ratio is 41/43. At the output of the transformer, artificial phase-to-ground faults have been induced through a resistance. Figure 4 depicts the connection for a phase to ground fault on phase 1.

![Figure 4: Wye connection phase to neutral fault](image)

The measured electrical signals are phase-to-neutral voltages. Moreover, using the line-to-neutral measured voltages, line-to-line quantities have been computed as in Equations (7).

\[
\begin{align*}
v_{12}(t) &= v_{1}(t) - v_{2}(t) \\
v_{23}(t) &= v_{2}(t) - v_{3}(t) \\
v_{31}(t) &= v_{3}(t) - v_{1}(t)
\end{align*}
\]

The values used for the resistance are depicted in Table 1. Phase to neutral faults have been triggered on each phase respectively, leading to three sets of measurements. Each measurement lasts for 35 s. The first 5 s are acquired in the absence of the fault and afterwards the resistance value was decreased according to Table 1.

<table>
<thead>
<tr>
<th>Resistance values</th>
<th>79.55( \Omega )</th>
<th>27.05( \Omega )</th>
<th>13.78( \Omega )</th>
<th>8.23( \Omega )</th>
<th>5.51( \Omega )</th>
<th>4.13( \Omega )</th>
</tr>
</thead>
<tbody>
<tr>
<td>in % of 'open':</td>
<td>5</td>
<td>15</td>
<td>30</td>
<td>50</td>
<td>75</td>
<td>100</td>
</tr>
</tbody>
</table>

The proposed electrical unbalance indicator is able to detect the occurrence of such faults, as its definition given by Equation (5) considers the magnitudes of both the negative- and zero-sequence components. Such results are depicted in Figure 5. In Figure 5a, the performance of the indicator is shown for the case when the algorithm was directly applied on the acquired line-to-neutral voltage signals. As shown, the indicator is able to detect and track the evolution of the electrical unbalance occurring in the system. Figure 5b depicts the same results, with the difference that the algorithm has been applied on the computed line-to-line voltages. As in this case the zero-sequence component is not available for computation, the obtained magnitude of the indicator is slightly smaller than in the previous scenario. However, fault detection is still possible for all three sets of experiments.
It has been shown\(^{(6)}\) that the angle of the negative- and zero-sequence components can be used to identify the type and phase location of an occurring electrical fault. However, the specific values of the computed angle depend on the electrical system itself and on its configuration and such computations are beyond the scope of the current paper. Nonetheless, the proposed method can also be used to identify the faulty phase where the resistor is connected. As the computed quantities are instantaneous ones, the angle of the negative- and zero-sequence components would depend on time. In order to extract the time-invariant angle of the components, the positive-sequence component can be used as a reference as shown in Equation (8).

\[
\begin{align*}
    a_-(t) &= \arg \left\{ \frac{v_-(t)}{v_+(t)} \right\} \\
    a_0(t) &= \arg \left\{ \frac{v_0(t)}{v_+(t)} \right\}
\end{align*}
\]  

Equation (8)

The results of applying these computations are depicted in Figures 6a and 6b. It can be observed in the figures that the angles of the considered components depend on the phase on which the unbalance occurs. Moreover, while the amplitudes of the ratios used in (8) increase with the fault severity, the computed angles remain relatively constant in time. The angles computed for each type of fault are separated by a phase shift of \(\frac{2\pi}{3}\) and can be clearly used to identify the faulty phase.

If line-to-line quantities are used, the information on the zero-sequence component is not available. However, the angle of the negative-sequence component can still be obtained and its value is related to the one obtained using the line-to-neutral measurements. Considering the property of the Fortescue transformation to split any unbalanced N-phase system into N balanced systems, the symmetrical components from line-to-neutral and line-to-line measurements are related by a magnitude of \(\sqrt{3}\) and an angle of \(30^\circ\). The relation between these two quantities is given by Equation (9). These results are depicted in Figure 6c.

\[
a_{-\text{LL}}(t) = \arg \left\{ \frac{v_{-\text{LL}}(t)}{v_{+\text{LL}}(t)} \right\} = \arg \left\{ \frac{\sqrt{3}v_{-\text{LN}}(t)e^{-j30^\circ}}{\sqrt{3}v_{+\text{LN}}(t)e^{j30^\circ}} \right\} = a_-(t)e^{-j60^\circ}
\]

Equation (9)
This result is confirmed by figures 6a and 6c where the phase shift of $-60^\circ$ between the two cases is clearly visible.

![Figure 6: Preliminary results in fault localisation](image)

All in all, it has been shown that the proposed algorithm for on-line condition monitoring of electrical three-phase systems is capable of detecting electrical unbalance in such systems. Empirically, it has also been shown that fault localisation is possible using the method proposed in this section. However, in order to correctly identify the phase(s) on which the unbalance occurs, angle computations have to be done for each system specifically.

## 5 Wind turbine continuous monitoring

The algorithm proposed in this paper has been implemented on an embedded system developed for the KASTrion project. This system has been installed on two wind turbines (WT1 and WT2), with the courtesy of VALOREM, located in an onshore wind farm in the south of France. In this section, preliminary results obtained by the three-phase electrical analysis method are presented using the signals acquired on the two wind turbines. The considered variable speed wind turbines have a rated power of 2 MW and are equipped with asynchronous generators. The acquired electrical signals are three-phase voltages and currents at the stator of the generator.

The signals used in this paper have been acquired from mid-December 2014 until mid-January 2015, on both wind turbines. The signal samples have been recorded over 10 s and they belong to several operating states of the wind turbine, for a wind speed varying between 5 to 20 m.s$^{-1}$ and a rotating speed of the high speed shaft between 1000 and 1800 rpm. Figure 7 depicts the results obtained on the wind turbine signals in terms of electrical unbalance around the fundamental frequency. As a reminder, the electrical unbalance indicator is a normalised quantity belonging to the interval $[0,1]$, with 0 representing perfect balance. Moreover, in order to present the behaviour of the instantaneous indicators over a longer period of time, they have been characterized by their mean value and standard deviation. The electrical unbalance values depicted in Figure 7 for the
voltages represent the mean value of the instantaneous quantity.

Figure 7: Electrical unbalance evolution in two monitored wind turbines

In Figure 7 it can be observed that the average values of the electrical unbalance indicators do not seem to be very affected by the operating state of the wind turbines. Moreover, these indicators have a constant trend for this one month time period, suggesting that no increase in the amount of electrical unbalance occurred in these two systems. The voltage signals contain a very small amount of electrical unbalance, most probably due to the inherent unbalance present in any real three-phase electrical system. However, this value is really small, to the order of $10^{-3}$.

Considering that there is no a priori knowledge of the healthy state of the generators mounted in the wind turbines, it is difficult to estimate the correct amount of expected natural electrical unbalance. Nonetheless, by using the condition monitoring system thus far developed within the KAStrion project framework, the evolution of the system state can now be monitored online.

6 Conclusions

In the first part of this paper, the proposed online algorithm for three-phase electrical signals analysis has been briefly presented. Following, the algorithm has been tested on mechanical fault detection and corresponding results have been presented. It has been shown that mechanical faults can be detected using the electrical quantities measured at the output of the generator. However, certain limitations do apply: the mechanical faults have to induce torque variations, which in turn have to propagate through the mechanical system. Moreover, the fault frequency has to be within the frequency band used by the complex valued filter applied on the electrical signals. Nonetheless, the filter frequency band is a configurable parameter of this method.

In terms of electrical unbalance, the proposed method has been applied on experimental signals obtained on a laboratory test-bench using a three-phase transformer. It has
been shown that electrical unbalance can be detected and tracked in real time using the proposed method. Moreover, under the assumption that system-specific electrical computations are performed, the faulty phase can be identified using the angle of the negative- and zero-sequence components with respect to the positive one. While the theoretical value for each angle has not been computed for this paper, the results presented do show that the obtained angle values depend on the faulty phase and that the three obtained angles (for three different phase to neutral faults) are separated by a phase shift of $\frac{2\pi}{3}$ and can be used to localize the faulty phase.

In the last section of this paper, results of continuous condition monitoring of two onshore wind turbines have been presented. During the considered one month time period, a relatively constant value for the voltage electrical unbalance has been observed for both wind turbines, regardless of the wind turbines operating states. The small constant value of the unbalance is considered to be due to the natural unbalance of the system. However, no a priori knowledge of the healthy state of the system is available and until the time this paper has been submitted, there has been no inspection of either turbine to confirm the findings. Nonetheless, over a time period of roughly one month, no clear evolution of the health state of the two wind turbines has been observed from the electrical point of view.
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