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Abstract
A family of sets is evolutionary if it is possible to order its elements such that each set except the first one has an element in the union of the previous sets and also an element not in that union. This definition is inspired by a conjecture of Naddef and Pulleyblank concerning ear decompositions of 1-extendable graphs. Here we consider the problem of determining whether a family of sets is evolutionary. We show that the problem is NP-complete even when every set in the family has at most 3 elements and each element appears at most a constant number of times. In contrast, for families of intervals of integers, we provide a polynomial time algorithm for the problem.
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1 Introduction

A family of sets $S$, is called evolutionary if there exists an ordering of the sets in $S$ such that except for the first set, every set in the order contains both an element that belongs to the union of the previous sets (an old element) and an element that does not (a new one). The concept of evolutionary families was introduced in [2] motivated by a result of Carvalho, Lucchesi and Murty [1] on a question related to the ear-decomposition of 1-extendable graphs, posed by Naddef and Pulleyblank in [4].

Let $G$ be a graph and $G'$ a subgraph of $G$. A path $P$ in $G$ of odd length is called an ear of $G'$ if $V(P) \cap V(G')$ consists of the two endpoints of $P$. An $n$-ear is a set of $n$ vertex-disjoint ears. A graph $G$ is 1-extendable if each one of its edges belongs to a perfect matching of $G$.

It is well-known that bipartite graphs that are 1-extendable can be constructed simply by adding one ear at a time to smaller graphs of the same type. This property does not hold in general for 1-extendable graphs. In order to guarantee an ear decomposition where each graph in the sequence is also 1-extendable we have to allow to add more ears simultaneously. In [3], Lovász and Plummer proved the so called Two Ear Theorem, where they show that in constructing 1-extendable graphs, adding at most two (disjoint) ears in each step will suffice to guarantee that the intermediate graphs in the construction are themselves 1-extendable. Naddef and Pulleyblank [4] asked about the smallest number of 2-ear additions necessary in such a decomposition. This question was answered in [1] and their results inspired Little and Campbell [2] to introduce the concept of evolutionary families.

Indeed, it was proved in [1] that the minimum number of 2-ear additions in a ear decomposition of a 1-extendable graph $G$ is $\dim \mathcal{C}(G) - \dim \mathcal{A}(G)$, where $\mathcal{C}(G)$ and $\mathcal{A}(G)$ denote the cycle space and the alternating subspace of $G$, respectively. Little and Campbell [2] then observed that the minimum number of 2-ear additions is achieved for a basis of $\mathcal{A}(G)$ that, among other properties, is evolutionary. They also gave some sufficient conditions for a family to be evolutionary.

In this paper, we investigate the complexity of deciding whether a given family is evolutionary. More formally, we consider the following problem:

**Evolutionary Ordering Problem**

INSTANCE: A family $S$ of sets.

DECIDE: Is $S$ evolutionary?

This problem was posed by M. Steel as one of the “Penny Ante” prize
questions of the Annual New Zealand Phylogenetics Meeting in 2012 [5]. In this paper we fully answer this question by showing in Section 2 that the problem is \textit{NP}-complete and remains so even when every set in the family has at most 3 elements and where each element appears a constant number of times. Observe that this result is tight regarding the set cardinalities as for the case when each set has at most two elements the problem can be easily solved in polynomial time as already observed in [2].

Finally, in Section 3 we show that for sets of intervals of integers the problem is solvable in polynomial time.

2 Evolutionary ordering is \textit{NP}-complete

We show in this section that deciding whether a given family is evolutionary is \textit{NP}-complete. Moreover, it remains so even when each of the sets in the family has cardinality at most 3. The reduction is obtained using a restricted version of the SAT problem defined as follows:

\textbf{(3, 2)-SAT} [6]

\textbf{INSTANCE:} A Boolean formula $F$ in conjunctive normal form where each clause has two or three literals and each literal appears in at most 2 clauses.

\textbf{DECIDE:} Is there some assignment of true and false value that will make the formula $F$ true?

\textbf{Theorem 2.1} Evolutionary Ordering is \textit{NP}-complete.

\textbf{Proof.} It is clear that the Evolutionary Ordering problem is in \textit{NP}. We show it is also \textit{NP}-complete. Let $\Phi$ be an instance of (3,2)-SAT with $n$ variables and $m$ clauses. For ease of presentation, assume that each literal occurs exactly 2 times, and each clause has exactly 3 literals. Note that $4n = 3m$.

We construct an instance of Evolutionary Ordering problem by assigning a set to each variable, literal and clause. The main idea is that every evolutionary ordering of the sets would necessarily imply an ordering where the sets corresponding to variables that are assigned true come first, then the sets of the corresponding literals, then all the clauses that contain at least one literal assigned true and hence that appeared before, and finally it must be possible to add the remaining sets corresponding to the variables that are assigned false. Note, that in order to have an assignment we have to guarantee that not both sets corresponding to $x_i, \bar{x}_i$ are taken before the clause sets. We proceed now to formally detail the construction.

The universe in which the sets are constructed contains the following
8n + 2m + 1 elements:

- 1 trigger element, denoted $\tau$
- 2n assignment elements, denoted $x_i$ and $\bar{x}_i$ for each $1 \leq i \leq n$
- 2n free elements, denoted $f_i$ and $\bar{f}_i$ for each $1 \leq i \leq n$
- 4n literal elements, denoted $\ell^1_i$, $\ell^2_i$ and $\bar{\ell}^1_i$, $\bar{\ell}^2_i$ for each $1 \leq i \leq n$
- 2m clause elements, denoted $c_j$ and $c'_j$ for each $1 \leq j \leq j'$

We create the following sets:

- A triggering set: $T := \{\tau\}$
- For each $1 \leq i \leq n$, define two variable sets and a verification set:
  
  \[
  L_i := \{x_i, \tau, f_i, \ell^1_i, \ell^2_i\} \quad \text{and} \quad \bar{L}_i := \{\bar{x}_i, \tau, \bar{f}_i, \bar{\ell}^1_i, \bar{\ell}^2_i\}
  \]
  
  \[
  V_i := \{x_i, \bar{x}_i, c_1, c_2, \ldots, c_m, c'_m\}
  \]

- For each $1 \leq j \leq m$, where the $j$th clause uses, say, literals $\ell^1_1$, $\ell^1_2$, $\bar{\ell}_3$, define two clause sets
  
  \[
  C_j := \{\ell^1_1, \ell^1_2, \bar{\ell}_3, c_j\} \quad \text{and} \quad C'_j := \{c_j, c'_j\}
  \]

Let $S$ denote this family of sets. We prove that $S$ has an evolutionary ordering if, and only if, $\Phi$ is satisfiable.

If. Given a truth assignment, we simply give an evolutionary ordering of the sets. Start with the triggering set $\{\tau\}$. No condition needs to be satisfied for this set.

For each variable $x_i$ add the set $L_i$ if $x_i$ is assigned true, $\bar{L}_i$ otherwise. For each one of them, $\tau$ is old, and $f_i$ (or $\bar{f}_i$) is new.

For each clause $c_j$, add sets $C_j$ and $C'_j$. Since the clause is satisfied, some literal $\ell^h_i$ (or $\bar{\ell}^h_i$) must be assigned true, so the corresponding element in $L_i$ is old for set $C_j$. Element $c_j$ is new for set $C_j$, and then old for set $C'_j$. Element $c'_j$ is new for set $C'_j$.

For each variable add the verification set $V_i$. For every $i$ the elements $c_i, c'_i$ are all old for each of those sets. If $x_i$ is assigned true (resp. false), then element $x_i$ (resp. $x_i$) is new.

Finally, we add the remaining variable sets. For each variable $x_i$ add $\bar{L}_i$ if $x_i$ is assigned true, $L_i$ otherwise. For each one, $\tau$ is old, and $f_i$ (or $\bar{f}_i$) is new.

Overall, we have an ordering of the sets where each one has an old and a new element: the set is evolutionary.

Only if. Consider an evolutionary ordering of the sets. Observe that every
such ordering would put set $T = \{\tau\}$ in the first position. Moreover, all the clauses $C'_j$ must appear before any $V_i$ as $C'_j \subset V_i$.

Let us write $A$ for the family of the sets $L_i$ and $\bar{L}_i$ that appear before their corresponding verification sets $V_i$. For each variable $x_i$, it is not possible to have both $L_i \in A$ and $\bar{L}_i \in A$. Otherwise, $V_i$ would not have any new element, since $V_i \subseteq L_i \cup \bar{L}_i \cup \bigcup_{m=1}^{m} C'_j$ and each $C'_j$ is already before $V_i$. Thus, we design a truth assignment such that $x_i$ is true if $L_i \in A$, and false otherwise. This way, for each $L_i$ or $\bar{L}_i$ in $A$, the corresponding literal ($x_i$ or $\bar{x}_i$), is assigned true.

It remains to show that the assignment satisfies formula $\Phi$. Consider each regular clause $c_j$. First, $C_j$ appears before $C'_j$. Indeed, the only sets intersecting $C'_j$ are $C_j$ and each $V_i$. Remember that $V_i$’s appear after $C'_j$, so either $C'_j$ is first or $C_j$ is before $C'_j$. It follows that the old element of $C_j$ cannot be $c_j$, hence it is a literal element $\ell_i$ or $\bar{\ell}_i$. So the corresponding variable set $L_i$ or $\bar{L}_i$ must be before $C_j$, hence before $C'_j$ and $V_i$. Overall, for each clause, one of $L_i$ or $\bar{L}_i$ corresponding to a literal of the clause is in $A$, and the literal is satisfied by our assignment.

It is possible to modify the gadget used in the previous reduction in such a way that every set in the family has cardinality at most 3 and every element appears at most a constant number of times. Thus, the following stronger result holds.

**Theorem 2.2** Evolutionary Ordering is NP-complete even if each set in the family has cardinality at most 3 and each element appears at most a constant number of times.

### 3 A polynomial algorithm for interval families

In this section we consider the particular case where the sets in $S$ are intervals of integers, i.e. for each $S_i \in S$ we have that $S_i = [a_i, b_i] = \{k \in \mathbb{Z} \mid a_i \leq k \leq b_i\}$. We obtain a polynomial algorithm for this case using a dynamic programing approach. Before describing the algorithm, we need some extra definitions. Given a family of intervals $S$, we define $a(S) = \min\{a_i \mid [a_i, b_i] \in S\}$ and $b(S) = \max\{b_i \mid [a_i, b_i] \in S\}$. We say $S_i = [a_i, b_i]$ is the leftmost (resp. rightmost) interval if it is a unique interval with $a_i = a(S)$ (resp. $b_i = b(S)$). In other words, $a_j > a_i$ (resp. $b_j < b_i$) for all $j \neq i$.

An immediate property is that if the union of the sets in $S$ is not an interval (precisely, the interval $[a(S), b(S)]$), then $S$ cannot be evolutionary. The key observation to obtain an efficient algorithm is given in the next lemma.
Lemma 3.1 The last interval in any evolutionary ordering of \( S \) is a leftmost or rightmost interval. Moreover, if \( S \) has no leftmost nor rightmost intervals then \( S \) is not evolutionary.

Proof. Suppose by contradiction that the last interval \([x, y]\) in an evolutionary order of \( S \) is not a leftmost or rightmost interval. Write \( S' = S \setminus \{[x, y]\} \). This implies that \( a(S') = a(S) \) and \( b(S') = b(S) \). On the other hand, \([x, y]\) has a new element \( z \). Thus, there is no evolutionary ordering for \( S' \), since this set contains intervals both to the left and to the right of \( z \) but none including it. \( \Box \)

As a corollary, we have the following recursive relation: \((\ast)\) \( S \) is evolutionary iff \( S \) has a leftmost interval \( S_l \) and \( S \setminus \{S_l\} \) is evolutionary, or \( S \) has a rightmost interval \( S_r \) and \( S \setminus \{S_r\} \) is evolutionary.

Lemma 3.2 Let \( S', S'' \subseteq S \) correspond to subproblems of \((\ast)\), if \( a(S') = a(S'') \) and \( b(S') = b(S'') \) then \( S' = S'' \).

Proof. At each step of \((\ast)\) a leftmost (or rightmost) interval is removed from the current set \( S \), thus strictly increasing \( a(S) \) (or decreasing \( b(S) \)). This implies that \( S' \) contains all intervals entirely included in \([a(S'), b(S')]\]. Thus, \( S' = S'' \). \( \Box \)

It follows that the number of subproblems of \((\ast)\) is bounded by the number of intervals of the form \([a_i, b_j]\), which in turn is bounded by \(|S|^2\). A standard dynamic programming approach based on \((\ast)\) gives a polynomial algorithm.
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