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Abstract—When IEEE 802.11 access points (APs) share thethe first to try to reserve the channel. Assumé; is first.
same channel in a multi-cell WLAN, their downlink transmissions  An RTS/CTS sequence is exchanged betwed?, and u;
can interfere. Typically, an AP whose scheduled transmissn to preventing any transmission involving,. When the backoff

some user is blocked by another cell will apply the CSMA/CA . . . .
back-off algorithm and continue to make reattempts to the same timer of AP, expires, an RTS is sent i, butu, is blocked

user. Through analytical models and simulations, we demomate By the APy transmission and cannot send a CTS response.
that significant capacity gains can be attained by choosingra AP, concludes that a collision has occurreduatand backs

alternative destination for the reattempt. Results demonsate off for a random time before attempting a new transmission
that a simple random choice of alternative destination brigs 15 the same destination. As long akP; is transmitting to
almost the same gain as a more sophisticated algorithm that , .. .
seeks to maximize spatial reuse. u; none of APy’s retraqsmssm_ns WI|| succegd. On the other
hand, if AP, changes its destination and tries to transmit a
|. INTRODUCTION packet tous it will succeed.

The downlink traffic capacity of multiple interfering IEEE
802.11 Access Points (APs) can be improved by introducing
opportunism in the way APs schedule their transmissions. Th
envisaged multi-cell WLAN consists of a number of APs
transmitting on the same frequency channel to a population
of users distributed over the coverage area. We assume a
stochastic traffic model where finite size flows arrive acowgd
to a Poisson process. Traffic capacity is measured by W

Fig. 1. Two AP network.
propose two opportunistic scheduling algorithms

maximum load at which the network remains stable in tﬁgat would allow this choice of an alternative destination.

sense that the number of flows in progress does not exploa-g'.e_ﬁrsf‘ simply chang(_es f(_)r a randomly chosen alt_ernative
Traffic capacity depends on the way the APs imerferg_estmapon when the first is plopked. The ;econd is more
Under the IEEE 802.11 Distributed Control Function (DCFSOPhisticated and seeks to optimize the choice of destimati
channel access is governed by the CSMA/CA algorithm. Thr&& Minimize future blocking in other AP cells. We show
features of this algorithm are relevant to our study: (i) thif!at @ significant increase in traffic capacity can be redlize
backoff mechanism implemented by each station effectiveifPending on the network topology. _
provides random access opportunities to the APs downlgadin After an outline of related work we introduce the considered
flows to their users; (i) the two small RTS/CTS frames exaetwork and traffic models. We then present the analytical

changed between transmitter and receiver in an accesspattefi0del, deriving capacity limits for a simple configuration b
inhibit interfering stations from attempting a simultanso the fluid limit approach. Simulations are used to valida th

transmission; (i) when a packet retransmission is b|mkeresults and extend application to a more complex network.

the AP will make repeated attempts to send the same packet
on successive expirations of the backoff counter. Our psapo
is to modify the last feature by allowing an AP to transmit to The considered problem, as described in the introductfon, i
an alternative destination after observing an initial ismh. related to the so-called Head of Line (HoL) blocking problem
The problem is more easily explained with reference to @f FIFO base station schedulers studied in [1], [2]. A packet
simple example. In Figure 1 we depict a network consisting ohn be blocked when the destination user is experiencing
two APs and three user stations. User statigris associated poor radio conditions leading to repeated errors. Throughp
with AP; anduy, andus with AP,. Transmissions ta; and is improved by choosing to transmit to an alternative user
uo by AP; and AP,, respectively, cannot occur at the samwhose radio conditions are more favorable. Our proposed
time due to the channel reservation mechanism (one usen-FIFO algorithms for choosing the users to which an
station is inhibited on hearing the CTS sent by the othe®P should transmit can also be considered as opportunistic
while transmissions ta; andus can. Now assume both APsscheduling, as considered in [3], [4], [5], [6], for example
are in backoff mode and contending for channel accd$y. Like [6], we evaluate their performance in terms of the lingt
has a packet destined tq and AP, has a packet destined todemand at which the network remains stable under a stochasti
uo. Depending on the backoff timers, one of the APs will braffic model. We are not aware of any other work that

Il. RELATED WORK



has considered HoL blocking or opportunistic scheduling fgphase, backoff and packet scheduling mechanisms combine to
multi-cell WLANS. define the set of users to which the APs will transmit during
The above cited work concerns isolated base stationstbe ensuing transmission phase.
APs. A number of other papers have considered how throughAVe assume channel reservation operates as follows. At the
put can be increased by coordinating transmission in aleellubeginning of a time slot, all backlogged APs contend for
network [7]-[9]. It is necessary to realize the optimal #aaff channel access. One randomly chosen AP is assumed to win
between a reduction in the number of simultaneous transmisfirst backoff contention. The scheduling mechanism in the
sions and the gain in rate realized by reducing interferenggP selects the active user to which it will transmit.
It is demonstrated in [8], [9] that considerable capacitinga  All users in neighbouring cells that interfere with the sthe
are possible compared to a baseline scenario where adistatiuled transmission (as determined by an RTS/CTS exchange)
transmit simultaneously. Our work considers not a cellulare inhibited from channel access during the present slot.
network but a set of interfering WLAN access points antthe same process is repeated to choose another AP and its
proposes distributed scheduling algorithms. scheduled transmission, among those that are not inhibited
previously scheduled transmissions, and so on until all APs
are either scheduled or inhibited. All scheduled packeés ar
We present a simplified slotted time version of the multi-cefransmitted in the ensuing transmission phase after which a
WLAN network and describe the considered traffic model. new slot begins. By assumption, the channel reservatiosgoha
consumes a negligible amount of time, even when it includes
multiple backoff phases.

IIl. NETWORK CAPACITY UNDER RANDOM TRAFFIC

A. A simplified network model

Consider a set of Access Points operating on the same
channel and a set of user clasdgs With each APi is Capacity region
associated a subset of user clas&esEach class models a
set of users having the same interference and traffic claract Let z; be the number of active clagsusers. We refer to
istics. These users would typically be located within a $mdhe vectorz = (z;);cy as the network state. We suppose the
geographical area. At any given time, a set of users areeactfgheduling algorithm can be characterized by state-degrend
in that they receive traffic from their AP: the AP sends therpervice ratesy;. These rates, defined at the time scale of the
packets at a rate determined by the WLAN collision resotutidlow-level process, are assimilated to the proportion ofsslo

algorithm. APs with at least one active user are said to Haat would be scheduled for the user class assuming the mix
backlogged. of active users remains fixed. The evolution of the network

Collision resolution in the real multi-cell system is exstatez(t) is then Markovian with arrival rates; and service

tremely complex to model. To progress in analysing the profatese; .. We define the capacity region of a given scheduling
lem at hand we therefore make some simplifying assumptio@gorithm as the set of all traffic intensity vectdys) <y, such
We model interference between users by a functiofrom that the Markov process(t) is ergodic.
UxU10{0,1}. Forj, k e U, x(j,k) = 1 iff transmissions to
classj and class: users cannot be scheduled simultaneously. IV. SCHEDULING ALGORITHMS
Note thatx(j, k) =1 for all j, k € U;. . _ . .
Time is slotted with each slot representing the transmissio. We consider thre_e sche_dulmg algorithms providing progres
time of a single packet including all overheads: RTS/CTEVelY larger capacity regions.
exchange, ACK transmission, interference spaces SIFS and .
DIFS and the backoff overhead. All APs are synchronize®¢ RETransmit: RET
and collisions are asssumed to be resolved at the start bf eacTpis scheduler corresponds to the way IEEE 802.11 cur-

time slot. rently works. After each successful transmission, the AP
selects a new user at random (in fact, the user of the packet

) ) _that is currently head of line) and attempts to transmit &pac
We consider a flow-level traffic model. Users become actiyg it in the next slot. If this user turns out to be inhibited

at random instants of time, require a finite random-sized fi|[53y previously scheduled transmissions, the slot will remai

to be downloaded and cease to be active when the transfefi$;sed by the considered AP. This choice is maintained for
completed. An active user has a flow in progress. We assugifcessive slots until transmission is successful.
classj users have a Poisson flow arrival rate (flow/s) and

an exponential flow size distribution of meariy bits. This
assumption is not crucial for studying network stabilitya€s-
j traffic intensity is denoteg; = \; /. CD ensures that the set of scheduled transmissions in
every slot is maximal, i.e., any other unscheduled transioms
would interfere with at least one member of the set. Instead

Resource allocation occurs in two phases, a channel resarwaiting for a selected user to become free as in RET, the
vation phase and a transmission phase. During the resemvathP simply selects another free destination.

B. Traffic model

B. Change Destination: CD

C. Channel reservation
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Fig. 2. Spatial reuse capacity of RET, CD and MCR.
C. Minimal Cost Reduction: MCR numerator¢; indicates that the capacity of APis shared

MCR seeks to choose the least interfering destinatiorjually between all users of this cell.
Suppose at a certain stage, we have already scheduled some RET schedulingFirst note that iz, > 0 andzz+z3 > 0

APs and know the set of free usefs Define, forj eu, service rates are as follows:
TrX .]7 IkX ]7 1 52 5
0 = (1) b=, o= . s =
;41@6;1? Yreu,nF M ;k%; Zzeu 1+& 1+& 1+&°

The numerator of; measures the fraction of free users thdf One cell is empty the other behaves like a Processor Sparin
would become blocked by a transmission to cladsom its (PS) server.

associated AP. The denominator is the same fraction asguminProposition 1: The capacity region of RET is defined as
all users are free so thal; is a measure of the relative follows:

cost o_f chr:)_osmg u_l:c,:r _cla$_ MCR aims hat e?ch stage to p2tps+ L <1 i pr < py ot ps,
minimize this cost. The intention in using the relative a#ion oL+ s < 1 otherwise

of transmission cost is to schedule users when they consume

a minimal amount of resources compared to their nominal  Proof of Proposition 1: The fluid volume corresponding
resource consumption. to classy users is denoted by;. The corresponding propor-
tion of fluid at AP is denoted by¢;, with j € U;. We first

D. Contention regions
Ei 5 illustrates th tial ity of h fﬂ(%on5|der the following two cases:
igure < 1lustratés the spatial reuse capacity ot €each ® Casez; = 0,72 > 0,Z3 > 0: Classi users observe an

above algorithms. Figures 2(b), 2(c) and 2(d) show a snap- ka
S . X 1/M /1 PS queue with capacitly/(1+ Whenz, = 0, the
of a realization of the respective algorithms. Each SCMU'SE{VIC/G rate gf clasgis & w?nle%v//h(enxizl 0itis 521/(1+§2)

transmission inhibits connections in a certain space dall o
the contention region. This is the union of two disks, On%mce the proba_lblllty thatl QISl pr(1+&2), we deduce
e average fluid service rate:

centred at the AP, the other at the receiver. No transmission
can take place between an AP and a receiver if either lies in b = &(1 — p1&). ()
the contention region of a previously scheduled transimissi ’

In this example RET has the lowest spatial reuse capacity wgimilarly, we get:

only 8 APs transmitting while CD and MCR schedulé and B B B

20, respectively. ¢3 = &(1 — p1&2). ()

V. ANALYT|CAL DETERMINATION OF CAPACITY Casejl > 07:?2 — 07:?3 — 0: C|a832 and3 users see

In this section we derive the capacity region of the network “non-conservative” Discriminatory Processor Sharing® @)
shown in Fig. 1 using the fluid limit approach [10], [11]. Noteserver with rate®; = x2/(2x2+x3) andgs = x3/(2x2+x3).
that CD and MCR are equivalent for this network. The probability that the DPS queue is emptylis 2p2 — ps.

We first recall the following results from [12] for the Classi users are served at a rate that depends on the state of
RET algorithm. It is shown there that service rates can lsell 2. Its mean value is given by:
approximated by:

1
_ m(0,0) x 1+ Z m(22, 23) ———,
¢j = 5] ) .] € uiv (2) T2+x3>0 1+ 62
Donea Zkeb{i Zlelx{n Er&ix (k1)
where the¢; are given by wherer is the stationary distribution of the DPS queue. The
! . sum - .o (@2, 73)/(1 + &2) is also the mean service
(i==21—, jel. (3) rate of cell2. It must therefore be equal to the céllarrival
Zkeui Lk rate po + p3. We deduce the fluid limit rate:

The denominator of (2) can be interpreted as the mean number B
of slots required by AP: to transmit a packet and the $1 =1 pa. (6)



Stability conditions: Observe that the stochastic modeks; = 0. This means that we must consider the following four
satisfiesps /zo = ¢3/x3 for all x5, 23 > 0. This equality also cases

holds for the fluid limit,¢2/Z2 = ¢3/Z3. Thus as long as
andz3 are positive we have:

e (5) -

P _
T3

P2
.’Z‘gl
This shows that eithet, + 73 — 0 or & — p2/(p2+ p3) and

& — ps/(p2 + ps).
While all fluid components are positive, we have

P2

q; _ p2+tp3 q; _ an P3
2p2 + p3

YT 20y 4 ps 20+ ps

If p1 > (p2—+p3)/(2p2+ p3) and2p, + ps > 1 the fluid limit
dynamical system is unstable df < (p2+ps3)/(2p2+p3) and
2p2+p3 < 1, the system is stable. t > (p2+p3)/(2p2+p3)
and 2ps + p3 < 1, then (z2,Z3) — (0,0) andz; > 0. In
view of (6) the fluid limit is stable iffp;y < 1 — ps. If p1 <
(p2 + p3)/(2p2 + p3) and2ps + ps > 1, thenz; — 0 and

> dos

/2,1/2,1/2), x1 > 0,23 > 0,
/2,1/2,0), z1 > 0,23 =0,
,1,0), 21 = 0,25 > 0,
1,0

), $1:0,$C3:O.

(1
(¢1, P2, 03) = E(l) (10)
(0

) )

First note that ifp; > 1/2, z; cannot be zero beforg,
becausep; = 1/2. This meanst, attains zero before; and
the fluid limit is stable. Now, ifp; < 1/2, classi users observe
anM/M/1 server of rate /2. Thusz, is zero with probability
1 — 2p;. The rate allocated to clagsusers depends only on
whetherz; is positive or zero and is given by (10). We deduce
¢2 =2p1(1/2)+ (1 =2p1)1l =1—p1. B
Now, sinceps + p1 < 1, we haveps < ¢5. On the other
hand, it is obvious thaps + p3 < 1 and p; + p2 < 1
are necessary conditions for stability. We conclude that th
capacity region is indeed as stated in the proposition. ®
Figure 4(a) plots the RET and CD capacity regions when

Z» > 0 andz; > 0. By (4) and (5) the fluid model is therefore?r = 0-5. The region for RET is strictly included in that for

stable iff p2 + p3 <1 — p1p2/(p2 + p3).

It can be verified that the above set of stability conditio
can be summarized by the inequalities in the propositian.

CD scheduling:First assumexy, zo, 23 > 0. AP; trans-

mits to u; if it wins the channel contention (with probability

1/2) or AP, wins andA P, transmits tous (probability £3 /2).
The service rate ofi; is thus:

1

¢1 = 5(14'53)- (7)

AP, will transmit to uy if and only if it wins (probability
1/2) and AP, choosesu; as a destination (probabilitgs).
The service rate is: ¢

_ &2

02 = = ®)

Finally, AP, transmits tous if AP wins (probability 1/2)
and choosess (probability £3), or if AP, wins (probability
1/2). The service rate is:

1
¢3 = 5(14‘53)- 9)
Proposition 2: The capacity region of CD is given by
p2 + max(ps, p1) < 1.

Proof of Proposition 2:

CD showing that RET is not Pareto efficient since bethand

nds can be increased. The figure also shows that CD realizes

the maximal capacity region achievable by any scheduling
algorithm since the stated stability conditions are nemsss
for the stability of any scheduling algorithm.

VI. SIMULATION RESULTS

We first report results of ns-2 simulations of the simple
network of Fig. 1. These simulations take proper account
of the CSMA/CA protocol and make no assumption of
slotted operation. The normalized results depicted in Fig.
4(b) show that the gain from opportunistic scheduling is
more significant than that predicted by the analytical model
The main difference is that the capacity of RET suffers
from a phenomenon of short term unfairness: the CSMA/CA
algorithms typically allow one AP to capture the channel
for repeated transmissions (its backoff timer is smaller)
thus blocking the other for long periods and amplifying
the resulting loss in capacity. CD effectively counterssthi
phenomenon.

M S S W N

Ty 2d T e

Fig. 3.
To evaluate the interest of MCR, we have simulated a
more complex network but preserve the simplified slotted

Infinite linear network in 1D.

From equations (7), (8) and (9) we deduce the following:contention model. The network consists of a linear array of

Va1, >0,29 >0,23 >0

$1+ P2 =1 Va1 > 0,20 + 23 > 0.
These relations hold also for the fluid limits

é2+9§3:1 VZ1 > 0,Z2 > 0,73 > 0.
$1+ P2 =1 VZi > 0,%s + T3 > 0.

Thus if p2 4+ p3 < 1 andp; + p2 < 1 neitherz; norzs can be

{ 2+ ¢3 =1

positive after a finite time. To show the stability of the fluid

limit it remains to computep, whenz; = 0,Z, > 0 and

APs, as depicted in Fig. 3 The distance between two APs is
d and user traffic is uniformly distributed on the line with
traffic densityo (in bits/s/m). Transmission range is 1.

For this network it is possible to characterize the maxi-
mal capacityCy.. (expressed in bits/s) defined ag,.. X
cell length wherep,,,.« is the maximal traffic density that can
be achieved by any scheduling algorithm:

d 1 1
Cove =4 187 ”<d§n—§’
max — 1 1 <d< 1
nfé - n—1’

n
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Fig. 4. Capacity region of the network of Fig. 1.

wheren is a positive integer (proof is omitted). We have demonstrated that significant capacity gains are
We rely on packet level simulation to determine the capacipossible by opportunistic scheduling. Two scheduling algo
of RET, CD and MCR. We use a simple propagation modelthms of increasing complexity have been proposed. For the
Stations (APs and users) can communicate if and only if thegpresentative toy networks considered in our evaluatioa,
are within transmission range. The capture model is such theest part of the gains are achieved by the simplest algorithm
a packet will be received successfully if and only if there isalled CD. This scheduler just picks a feasible alternative
no other transmitting station located within the transiniss destination when the first choice is blocked. It appears to
range of the receiver. Time is slotted and scheduling prd&eeconstitute a reasonable compromise between traffic effigien
in two phases as described previously. Users associate watid implementation complexity.
the nearest APs. Flow sizes are distributed geometricatly w Simulations show that capacity gains in a real network is
a mean size of 100 packets. To evaluate capacity, i.e., thely to be greater than in the simplified model considered
maximal traffic load supported by the network, we measufer analysis. APs can capture the channel for repeated packe

the flow departure rate under heavy traffic. transmissions thus extending the period during which calite
1.2 ‘ ‘ ‘ ‘ ‘ ing APs suffer head of line blocking.
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