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**Abstract—** In this paper we seek to characterize the behavior of the Internet in the absence of congestion control. More specifically, we assume all sources transmit at their maximum rate and recover from packet loss by the use of some ideal erasure coding scheme. We estimate the efficiency of resource utilization in terms of the maximum load the network can sustain, accounting for the random nature of traffic. Contrary to common belief, there is generally no congestion collapse. Efficiency remains higher than 90% for most network topologies as long as maximum source rates are less than link capacity by one or two orders of magnitude. Moreover, a simple fair drop policy enforcing fair sharing at flow level is sufficient to guarantee 100% efficiency in all cases.

I. INTRODUCTION

It is commonly accepted that the surprisingly high robustness of the Internet to traffic growth of the last two decades is mainly due to the presence of congestion control. Since the introduction of congestion control algorithms in TCP in the late 1980s, we haven’t witnessed any congestion collapse similar to that of the young Internet. However, it is unclear whether the IETF will be able to enforce the use of TCP in the future. As a matter of fact, many applications already apply their own congestion control, if any, without complying with the “TCP-friendliness” principle [7], [9].

In this paper we seek to characterize the behavior of the Internet in the absence of any congestion control. As pointed out in [21], the induced packet losses may easily be recovered thanks to erasure coding. It would also be necessary to limit buffer sizes so as to maintain acceptable end-to-end delays. Under these assumptions, there is no clear reason why the rate of data transfers should be controlled. We thus go one step beyond the “decongestion control” scenario of Raghavan and Snoeren [21] and assume that all sources send data at their maximum rate without any control. Clearly, the network would then reach a totally different equilibrium point from today’s, with significant packet loss rates and the “Law of the Jungle” as a sharing principle. Most applications could adapt and survive. It remains to quantify the potential loss of efficiency in the utilization of network resources.

To this aim, we consider a traffic scenario with random arrivals of finite size flows and analyse the stability of the stochastic process formed by the number of flows in progress.

*Work done while in internship at Microsoft Research and Orange Labs.*

Flows are represented as fluid streams that thin on their path to the destination due to packet losses. Efficiency is assessed through the maximum traffic load the network can sustain under the stability condition. Surprisingly, there is generally no congestion collapse, even under usual FIFO scheduling and tail dropping. The worst scenario where all routers transmit packets that are eventually lost on their path to the destination occurs for cyclic networks only. In acyclic networks, our results show that efficiency remains generally higher than 90% as long as maximum source rates are less than link capacity by one or two orders of magnitude. Moreover, a simple fair drop policy enforcing fair sharing at flow level is sufficient to guarantee 100% efficiency in all cases.

While somewhat in contradiction with common belief that TCP plays a key role in the stability of the Internet, these results rely on the strong assumption that all applications use perfect erasure coding or selective retransmission schemes that guarantee the usefulness of any received packet. Another concern about the relevance of the considered scenario is the sensitivity of some key applications like voice and media streaming to high loss rates and varying available bandwidth. These issues are beyond the scope of the present paper, however, whose primary goal is to show that the absence of congestion control is not, in principle, an unviable option for the Internet.

The rest of the paper is structured as follows. Related work is presented in the next section. Section III describes the fluid model used to represent bandwidth sharing in the considered scenario without congestion control. The flow-level dynamics and the associated stability issues are introduced in Section IV. These results are used in Section V to estimate the loss of efficiency due to the absence of congestion control and validated through packet-level simulations in Section VI. Section VII concludes the paper.

II. RELATED WORK

Since the introduction of congestion control algorithms in TCP [10], a number of scheduling and dropping policies have been proposed to alleviate the problem of unresponsive flows, see [16], [18], [19], [22], [23], for instance. These policies have been designed with the aim of enforcing fair bandwidth sharing. In the presence of congestion control, they typically achieve max-min fairness [14]; we shall see that the absence
of congestion control leads to a different allocation, that does not belong to the usual class of \(\alpha\)-fairness [17].

The phenomenon of congestion collapse has rarely been considered under realistic traffic conditions with random flow arrivals. A notable exception is the paper by Massoulié and Roberts [15] that pointed out the potential instability of cycles. It was also shown in [2], [5], [24] that fairness stabilizes the network whenever possible, while the bias introduced by discriminatory scheduling policies may lead to loss of capacity. It turns out, however, that these critical flow-level dynamics are ignored in all papers that have previously considered performance in the absence of congestion control, see [1], [7], [12], [13], [21], [25] for instance.

III. **Bandwidth Sharing**

We first present a simple fluid model that captures the way flows may share bandwidth in the absence of congestion control. This model will be validated through packet-level simulations in Section VI.

A. **Network model**

Consider a network of \(L\) links. Denote by \(C_l\) the capacity of link \(l\) (in bit/s). A number of flows compete for access to these links. These flows are categorized into an arbitrary set of \(K\) classes. There are \(n_k\) class-\(k\) flows; each of these flows has an access rate to the network denoted by \(a_k\) and follows a route of length \(d_k\) in the network defined as an ordered set of distinct links \(r_k = \{r_k(1), r_k(2), \ldots, r_k(d_k)\}\).

Let \(\varphi_k\) be the throughput of each class-\(k\) flow. We refer to the vector \(\varphi = (\varphi_1, \ldots, \varphi_K)\) as the bandwidth allocation. It must satisfy the rate constraints:

\[
\forall k, \varphi_k \leq a_k \quad \text{and} \quad \forall l, \sum_{k: l \in r_k} n_k \varphi_k \leq C_l. \tag{1}
\]

A number of allocations have been considered in the literature to model the way flows actually share bandwidth in the Internet. These include max-min fairness, proportional fairness and \(\alpha\)-fair policies [8], [11], [14], [17]. It turns out that, for all these allocations, the order in which class-\(k\) flows go through the set of links \(r_k\) does not matter. This is because flows are typically assumed to be rate-controlled, so that packet losses are neglected beyond the feedback they provide to the sources for rate adaptation. In particular, flows are generally considered as fluid streams and the rate of each class-\(k\) flow is assumed to be either equal to its access rate \(a_k\) or limited by the capacity of some link \(l \in r_k\), independently of its position on route \(r_k\); there is no bandwidth waste, a property known as Pareto efficiency.

In the absence of congestion control, packet losses play a key role. Thus, while retaining the necessary abstraction of fluid streams, we need to describe the evolution of the rate of each flow going through the network. Specifically, we assume that each class-\(k\) flow initially transmits at full rate \(a_k\) and we denote by \(\theta_k(i)\) its rate at the output of the \(i\)-th link on its route \(r_k\), for all \(i = 1, 2, \ldots, d_k\). The actual throughput \(\varphi_k\) of each class-\(k\) flow corresponds to its rate at the output of the last link on its route, \(\theta_k(d_k)\).

Due to potential fluid loss at each link, we have:

\[
\varphi_k = \theta_k(d_k) \leq \theta_k(d_k-1) \leq \ldots \leq \theta_k(1) \leq a_k. \tag{2}
\]

Moreover, the total rate at the output of each link cannot exceed the capacity of this link, so that:

\[
\forall l, \sum_{k: l \in r_k(i)=l} n_k \theta_k(i) \leq C_l. \tag{3}
\]

We say that a link is *saturated* if the corresponding inequality (3) is an equality. Note that the rate constraints (1) follow from (2) and (3). We shall see that, unlike usual allocations, the order in which class-\(k\) flows go through the set of links \(r_k\) does matter. Additionally, losses may result in bandwidth waste: the allocation is generally not Pareto efficient.

In order to characterize the allocation achieved in the absence of congestion control, it remains to determine how output rates depend on input rates at each link. This depends on the buffer management policy. In the considered fluid model, losses occur on saturated links only, when the total input rate exceeds capacity; the total output rate is then assumed to be equal to capacity. In the following, we consider two buffer management policies: tail dropping and fair dropping.

B. **Tail dropping**

The tail drop policy simply consists in dropping each incoming packet when the buffer is full. Assuming that all packets have the same probability of being dropped at the input of any given link, we deduce that, in the considered fluid model, the proportion of fluid lost is the same for all flows going through that link.

Specifically, let \(R_l\) be the total rate at the input of link \(l\):

\[
R_l = \sum_{k: r_k(1)=l} n_k a_k + \sum_{k: l \in r_k(i+1)=l} n_k \theta_k(i).
\]

The output rate of any class-\(k\) flow satisfies:

\[
\theta_k(1) = a_k \min \left( \frac{C_l}{R_l}, 1 \right) \quad \text{if} \ l = r_k(1), \tag{4}
\]

and for all \(i = 2, 3, \ldots, d_k\),

\[
\theta_k(i) = \theta_k(i-1) \min \left( \frac{C_l}{R_l}, 1 \right) \quad \text{if} \ l = r_k(i). \tag{5}
\]

The definition is non-ambiguous for acyclic networks, i.e., if links can be numbered in such a way that each route consists of an increasing sequence of link indices. The allocation then directly follows from applying (4) and (5) for all \(l = 1, \ldots, L\), successively. For general networks, the definition remains consistent in view of the following result, proved in the Appendix:

**Theorem 1:** The output rates obtained under tail dropping are uniquely defined by (4) and (5).

Consider the triangle network of Figure 1 for instance. This network has three links of unit capacity, and is shared by three
flows whose routes are \{1, 2\}, \{2, 3\} and \{3, 1\}, respectively. All flows have the same access rate \(a > 1/2\).

By symmetry, the common rate at the output of the first link of each route, denoted by \(\theta(1)\), is the solution to the fixed point equation:

\[
\theta(1) = \frac{a}{a + \theta(1)}.
\]

We get \(\theta(1) = \frac{1}{2}(\sqrt{a^2 + 4a} - a)\) and the rate at the output of the second link of each route \(\theta(2) = \theta(1)/(a + \theta(1))\), that is:

\[
\theta(2) = \frac{\sqrt{a^2 + 4a} - a}{\sqrt{a^2 + 4a} + a}. \quad (6)
\]

This is the common throughput of all three flows. Note that the allocation is not Pareto-efficient since \(\theta(2) < 1/2\). This bandwidth waste is due to the phenomenon of “dead” packets, a term coined by Kelly, Floyd and Shenker [12]: each flow uses some bandwidth of the first link of its route to transmit data that is lost at the second link.

C. Fair dropping

Under the fair drop policy, a packet belonging to that flow having the largest data volume in the buffer is dropped in case of buffer overflow. This is intended to guarantee to each incoming flow its fair share of bandwidth. In the considered fluid model, we shall assume that the output rates are max-min fair shares of the input rates at each link.

Specifically, let \(S_l\) be the fair share of any saturated link \(l\). This is the unique rate such that the output rate of any class-\(k\) flow satisfies:

\[
\theta_k(1) = \min (S_l, a_k) \quad \text{if } l = r_k(1), \quad (7)
\]

and for all \(i = 2, 3, \ldots, d_k\),

\[
\theta_k(i) = \min (S_l, \theta_k(i - 1)) \quad \text{if } l = r_k(i), \quad (8)
\]

and the total rate at the output of link \(l\) is equal to \(C_l\). These rates follow from the following modified waterfilling procedure:

(i) start from null rates;
(ii) increase the rate of each flow at the same speed until some rate constraint (1) is reached;
(iii) when some access rate constraint is reached, freeze the rate of the corresponding flows and keep increasing the rate of all other flows, if any; when the capacity of some link is reached, freeze the downstream rate of all flows going through this link and keep increasing the upstream rate of these flows and the rate of the other flows, if any;
(iv) stop when the rate of all flows is frozen.

This is similar to the standard waterfilling procedure leading to max-min fairness, except that one keeps increasing the upstream rate of those flows going through a saturated link. This defines a unique allocation, whose throughputs may be higher or lower than the max-min fair shares. Consider for example the network of Figure 2, consisting of three unit capacity links and four classes with a common unit access rate. For \(n = (1, 1, 2, 3)\), we get under max-min fairness:

\[
\varphi_{1}^{\text{mm}} = \frac{1}{2}, \quad \varphi_{2}^{\text{mm}} = \frac{1}{2}, \quad \varphi_{3}^{\text{mm}} = \frac{1}{5}, \quad \varphi_{4}^{\text{mm}} = \frac{1}{5},
\]

while under fair dropping:

\[
\varphi_{1} = \frac{2}{3}, \quad \varphi_{2} = \frac{1}{3}, \quad \varphi_{3} = \frac{1}{5}, \quad \varphi_{4} = \frac{1}{5}.
\]

In the modified waterfilling procedure, keeping increasing the upstream rate of class 3 harms class 2 which, in turn, benefits to class 1.

Fig. 1. A triangle network.

Fig. 2. A 3-link 4-class network.

The allocation \(\varphi\) obtained under fair dropping cannot be compared with max-min fairness but with the \(\text{min}\) allocation defined by:

\[
\varphi_k^{\text{min}} = \min \left( a_k, \min _{l \in r_k} \frac{C_l}{\sum _{j \in r_k} n_j} \right). \quad (9)
\]

For the example of Figure 2 with \(n = (1, 1, 2, 3)\), we get:

\[
\varphi_{1}^{\text{min}} = \frac{1}{2}, \quad \varphi_{2}^{\text{min}} = \frac{1}{3}, \quad \varphi_{3}^{\text{min}} = \frac{1}{5}, \quad \varphi_{4}^{\text{min}} = \frac{1}{5}.
\]

The throughput of class-\(k\) flows under the min allocation follows from a waterfilling process after removing all links other than those of route \(r_k\). It is easy to see that the resulting allocation is worse than that obtained with the modified waterfilling process. We deduce:

Lemma 1: Let \(\varphi\) be the allocation obtained under fair dropping. We have \(\varphi_k \geq \varphi_k^{\text{min}}\) for all classes \(k\).

This result will prove useful for the stability analysis of the allocation achieved under fair dropping.

IV. STABILITY ANALYSIS

In the rest of the paper, we consider a traffic scenario with random arrivals of finite size flows. We first analyse the stability of the stochastic process formed by the number of flows in progress. These results are used in the next section to estimate the ability of flows to effectively utilize network resources.
A. Flow-level dynamics

Let \( n = (n_1, \ldots, n_K) \) be the vector of the numbers of flows in progress, which we refer to as the network state. This is now a stochastic process, that evolves as new flows are generated by users and ongoing flows cease upon completion. We assume that class-\( k \) flows are generated according to a Poisson process of intensity \( \lambda_k \) and have independent, exponentially distributed sizes with mean \( 1/\mu_k \) (in bits). We define the traffic intensity of class-\( k \) flows as \( \rho_k = \lambda_k/\mu_k \) (in bit/s). In any state \( n \), we denote by \( \phi_k(n) \) the throughput of each class-\( k \) flow and by \( \phi_k(n) = n_k \phi_k(n) \) the total throughput of class-\( k \) flows.

Under the above assumptions, the network state defines a Markov process with transition rates \( \lambda_k \) from state \( n \) to state \( n + e_k \) and \( \phi_k(n) \mu_k \) from state \( n \) to state \( n - e_k \), where \( e_k \) denotes the vector with 1 in the \( k \)-th component and 0 elsewhere. We say that the network is stable when this Markov process is ergodic, so that all flows have finite durations.

The usual stability condition is that traffic intensity is less than capacity for all links:

\[
\forall l, \quad \sum_{k ; l \in r_k} \rho_k < C_l. \tag{10}
\]

This condition is known to be necessary for any allocation that satisfies the capacity constraints (1), see e.g. [3]. It is also sufficient for \( \alpha \)-fair allocations, that typically represent the bandwidth sharing achieved by rate-controlled flows [2]. This result tends to show that congestion control stabilizes the network whenever possible.

In the following, we consider a network without any congestion control and derive the stability condition under tail dropping and fair dropping. The corresponding allocations are characterized by (4), (5) and (7), (8), respectively.

B. Tail dropping

It turns out that the usual stability condition (10) is generally not sufficient under tail dropping. We successively consider trees, cycles and lines to illustrate the sensitivity of the stability condition to the network topology.

1) Downstream trees: Downstream trees are defined as follows: (i) a common root link, say link 1, so that \( r_k(1) = 1 \) for all classes \( k \); (ii) any two classes \( j, k \) that have \( m \) links in common satisfy \( r_j(i) = r_k(i) \) for all \( i = 1, 2, \ldots, m \). An example of downstream tree is presented in Figure 3.

![Downstream Tree](https://example.com/downstream_tree.png)

Fig. 3. A downstream tree (left), an upstream tree (right).

It may be easily verified that:

\[
\forall k, \quad \phi_k(n) = \min \left( n_k a_k, \min_{l \in r_k} \left( C_l \frac{n_k a_k}{\sum_{j : l \in r_j} n_j a_j} \right) \right).
\]

Thus the allocation coincides with weighted max-min fairness, with weights proportional to the access rates. This allocation is known to be stable under the usual stability condition (10) [5]. We deduce that the usual stability condition (10) is both necessary and sufficient for downstream trees.

2) Upstream trees: Upstream trees are defined as follows: (i) a common root link, say link 1, so that \( r_k(d_k) = 1 \) for all classes \( k \); (ii) any two classes \( j, k \) that have \( m \) links in common satisfy \( r_j(d_j + 1 - i) = r_k(d_k + 1 - i) \) for all \( i = 1, 2, \ldots, m \). An example of upstream tree is presented in Figure 3.

We first consider a homogeneous upstream tree consisting of a unit capacity root link and \( K \) branches of capacity \( C \). Each route goes through one branch and the root link. Traffic distribution is uniform; we denote by \( \rho \) the traffic intensity of each class.

Proposition 1: A homogeneous tree is stable under the usual stability condition \( \rho < \min(C, 1/K) \).

Proof. The proof simply consists in observing that \( \phi_k(n) \geq \min(C, 1/K) \) in all states \( n \). Thus the network state is upper bounded by the state of \( K \) independent \( M/M/1 \) queues, each of load \( \rho/\min(C, 1/K) < 1 \).

Unlike homogeneous trees, the usual condition (10) may be not sufficient for the stability of heterogeneous trees. Consider a tree consisting of a unit capacity root link and \( K - 1 \) branches, each of capacity \( C \). A route, corresponding to class 1, is directly connected to the root link, i.e., \( d_1 = 1 \); each of the \( K - 1 \) other routes goes through one branch and the root link. Classes \( 2, \ldots, K \) have a common access rate \( a_2 \) and a common traffic intensity \( \rho_2 \). The usual stability condition is:

\[
\rho_1 + (K - 1) \rho_2 < 1. \tag{11}
\]

Now let \( \psi_1(n_1) \) be the minimum total rate of \( n_1 \) class-1 flows, obtained by letting the number of other flows grow to infinity:

\[
\psi_1(n_1) = \lim_{n_2, \ldots, n_K \to \infty} \phi_1(n_1),
\]

\[
= \min \left( n_1 a_1, \frac{n_1 a_1}{n_1 a_1 + (K - 1)C} \right).
\]

Define the corresponding total rate of any other class:

\[
\psi_2(n_1) = \lim_{n_2, \ldots, n_K \to \infty} \phi_2(n_1),
\]

\[
= \min \left( C, \frac{C}{n_1 a_1 + (K - 1)C} \right).
\]

Finally, consider the evolution of the number of class-1 flows, assuming these flows always get their minimum rate. Provided \( \rho_1 < 1 \), this is a stable birth-and-death process with stationary distribution:

\[
\pi_1(n_1) = \pi_1(0) \frac{\rho_1^{n_1}}{\psi_1(1) \psi_1(2) \ldots \psi_1(n_1)}.
\]
Proposition 2: The considered heterogeneous upstream tree is stable if and only if $\rho_1 < 1$ and $\rho_2 < \kappa$, with:

$$\kappa = \sum_{n_1=0}^{\infty} \pi_1(n_1) \psi_2(n_1).$$

Proof. The result is a direct consequence of Theorem 2 and Theorem 3 of [4], since the allocation $\psi$ is partially decreasing in $\alpha$ and has an asymptotically uniform limit as $n$ tends to infinity. □

Note that, when $(K-1)C \geq 1$, the stability condition coincides with the usual one; we have in this case:

$$\kappa = \sum_{n_1=0}^{\infty} \pi_1(n_1) \frac{C}{n_1 a_1 + (K-1)C},$$

$$= \sum_{n_1=0}^{\infty} \pi_1(n_1) \frac{1 - \psi_1(n_1)}{K-1},$$

$$= \frac{1 - \rho_1}{K-1},$$

from which (11) follows. When $(K-1)C < 1$, the stability condition is stricter than the usual one. In the limiting case $a_1 \to \infty$ for instance, class-1 flows have strict priority over other flows and the stability condition becomes $\rho_1 < 1$ and $\rho_2 < (1 - \rho_1)C$. The reduction of the stability region turns out to be slighter for low access rates, as illustrated by Figure 4 for $K = 2$ and $C = 0.5$.

An example of line is the following: there are $K = L$ flow classes with $r_k = \{k\}$ for all $k = 2, \ldots, L$ and $r_1 = \{1, 2, \ldots, L\}$. Such a line with $L = 3$ links is presented in Figure 5. In the limiting case where the access rates are infinite, the tail drop policy gives strict priority to short route flows, i.e., flows of classes $k = 2, \ldots, L$. The network behaves as that considered in [2]. The stability condition is given by $\rho_k < C_k$ for all $k = 2, \ldots, L$ and:

$$\rho_1 < (\min_i C_i) \times \prod_{k=2}^{L} \left(1 - \frac{\rho_k}{C_k}\right).$$

Proposition 3: A cycle is unstable whenever $\rho_k > 0$ for all classes $k$.

Proof. Let $C = \max_i C_i$, $\alpha = \min_k a_k$ and $\rho = \min_k \rho_k$. Choose $m$ such that:

$$\frac{C}{m \alpha + C} < \rho.$$

Let $K \subset \{1, \ldots, K\}$ be a minimal set such that the network restricted to classes $K$ is a cycle. Now assume that $n_k(t_0) \geq m$ for all $k \in K$ at some time $t_0$. Then there is some positive probability that $n_k(t_0) \geq m$ for all $k \in K$ and all $t \geq t_0$. This is because the number of flows of each of these classes behaves as a transient single server queue with arrival rate $\lambda_k$ and service rate:

$$\phi_k(t) \mu_k \leq \frac{C}{m \alpha + C} \mu_k < \lambda_k,$$

where the first inequality follows from the existence of some index $i \geq 2$ and some class $j \in K$ such that $r_k(i) = r_j(1)$. The Markov process $n(t)$ is transient. □

4) Lines: Lines are "broken" cycles. They are formally defined by the following two properties: (i) for each class $k$ and for all $i = 1, 2, \ldots, d_k - 1$, $r_k(i+1) = r_k(i) + 1$; (ii) for all $i = 1, \ldots, L - 1$, there exists some $k$ such that route $r_k$ contains links $l$ and $l + 1$.

Fig. 4. Stability region of a heterogeneous upstream tree under tail dropping.

3) Cycles: We refer to a cycle as a network such that (i) for each class $k$ and all $i < d_k$, $r_k(i+1) = r_k(i) + 1 \mod L$; (ii) for all $l = 1, \ldots, L$, there exists some $k$ such that route $r_k$ contains links $l$ and $l + 1$ mod $L$. The latter property ensures connectivity. The triangle of Figure 1 is an example of cycle.

Cycles are the worst network topologies for the tail drop policy, due to the phenomenon of "dead packets" described at the end of §III-B: whatever the initial condition, the network evolves towards a state with an infinite number of flows in progress, all links transmitting data that are eventually lost:

Proposition 3: A cycle is unstable whenever $\rho_k > 0$ for all classes $k$.

Fig. 6. Stability region of a homogeneous line under tail dropping.
Again, this condition is more constraining than the usual one, which is here \( \rho_1 < C_1 \) and \( \rho_1 + \rho_k < C_k \) for all \( k = 2, \ldots, L \). As for upstream trees, the reduction of the stability region is actually marginal for low access rates. This is illustrated by Figure 6 for \( L = 3 \) links with \( C_1 = \infty \), \( C_2 = C_3 = 1 \) and \( \rho_2 = \rho_3 \).

C. Fair dropping

We have seen that the absence of congestion control may reduce the stability region for some network topologies under tail dropping. A key result of the paper is that the fair drop policy stabilizes the network whenever possible:

**Theorem 2**: Under fair dropping, the network is stable under the usual stability condition (10).

**Proof.** Let \( n_{\text{min}}(t) \) be the Markov process associated with the min allocation described in §III-C. For any state \( n \), denote by \( \varphi(n) \) and \( \varphi^{\text{min}}(n) \) the vectors of per-flow rates under the fair dropping allocation and the min allocation, respectively. Denote by \( \leq \) the componentwise order on \( \mathbb{R}^K \). We have for any two states \( n, n' \) such that \( n \leq n' \):

\[
\varphi(n) \geq \varphi^{\text{min}}(n) \geq \varphi^{\text{min}}(n'),
\]

where the first and second inequalities follow from Lemma 1 and expression (9), respectively. By coupling, this implies that \( n(t) \leq n_{\text{min}}(t) \) a.s. for all time \( t \geq 0 \), provided \( n(0) \leq n_{\text{min}}(0) \). The proof then follows from the stability of the min allocation under the usual stability condition (10), cf. [6]. □

V. RESOURCE UTILIZATION

We now apply the results of the previous section to quantify the loss of efficiency due to the absence of congestion control.

A. The Price of Anarchy

We refer to this loss of efficiency as the **price of anarchy**, a term that has been coined by Papadimitriou [20] to characterize the inefficiency of Nash equilibria in routing games. Here the game consists for each user in adapting their transmission rate; since each user has interest in increasing their transmission rate, the unique Nash equilibrium of our game is obtained when all users transmit at their respective maximum rates. The cost of this greedy strategy is a potential reduction of the stability region: flows are unable to effectively use the whole network capacity.

In the following, we define the price of anarchy \( P \) as the maximum reduction of traffic intensity imposed by the absence of congestion control. Specifically, we define:

\[
P = \max_{u \in \mathbb{R}_+^K, \| u \| = 1} \left( \frac{\alpha(u) - \beta(u)}{\alpha(u)} \right),
\]

where \( \| \cdot \| \) denotes the \( L^2 \)-norm on \( \mathbb{R}^K \) and \( \alpha(u) \) and \( \beta(u) \) denote the maximum values of \( \alpha \) and \( \beta \) such that the vectors of traffic intensities \( \alpha \times u \) and \( \beta \times u \) satisfy the stability condition in the presence and in the absence of congestion control, respectively. Note that \( 0 \leq P \leq 1 \). The price of anarchy depends on the network topology, the access rates and the considered buffer management policy.

B. Tail dropping

Under tail dropping, it follows from the previous results that the price of anarchy is equal to 0 for downstream trees and homogeneous upstream trees and equal to 1 for cycles. In general, \( P \) belongs to \( (0, 1) \) and is very sensitive to the access rates. This is because the proportion of lost data strongly depends on the maximum source rates. Figures 4 and 6 suggest for instance that, for trees and lines, the price of anarchy vanishes when the access rates tend to 0. Proposition 4 below shows that this is indeed the case for the heterogeneous upstream trees considered in §IV-B. We believe that the result is in fact valid for any acyclic network, as defined in §III-D.

**Proposition 4**: Consider the heterogeneous upstream tree of §IV-B. The price of anarchy \( P \) tends to 0 as the class-1 access rate \( a_1 \) tends to 0.

**Proof.** In view of (12), it is sufficient to prove the result in the case \( (K-1)C < 1 \). Let \( m \) be such that:

\[
\psi_1(n_1) = n_1 a_1 \quad \text{if} \quad n_1 \leq m,
\]

\[
\psi_1(n_1) = \frac{n_1 a_1}{n_1 a_1 + (K-1)C} \quad \text{otherwise}.
\]

Define \( p = \sum_{n_1=0}^m \pi_1(n_1) \). It may easily be verified that, as \( a_1 \) tends to 0, \( p \) tends to 1 if \( \rho_1 < 1 - (K-1)C \) and to 0 otherwise. In the former case, we have:

\[
\kappa \geq \sum_{n_1=0}^m \pi_1(n_1) \psi_2(n_1) = pC \rightarrow C,
\]

while in the latter:

\[
\kappa \geq \sum_{n_1=m+1}^\infty \pi_1(n_1) \psi_2(n_1),
\]

\[
\geq \sum_{n_1=0}^\infty \pi_1(n_1) \left( 1 - \frac{\psi_1(n_1)}{K-1} \right) - p,
\]

\[
= 1 - \rho_1 \frac{1 - p}{K-1} \rightarrow \frac{1 - \rho_1}{K-1}.
\]

In view of Proposition 2, the network becomes stable as \( a_1 \) tends to 0 provided the usual stability condition (11) is satisfied. □

Figures 7 and 8 illustrate the decrease of the price of anarchy as a function of the assumed common access rate for the heterogeneous upstream tree of §IV-B2, with branch capacity \( C = 1/K \), and the homogeneous line of §IV-B4, respectively. We observe that \( P \) is typically less than 0.1 for access rates less than 0.01, meaning that the efficiency in bandwidth utilization is higher than 90% in this practically interesting case.

Thus the loss of efficiency due to the absence of congestion control is significant in the presence of cycles only. It is worth observing, however, that the scenario described in §IV-B3 where all links transmit data that are eventually lost, leading to \( P = 1 \), is unlikely to occur in practice due to the presence of links at the input of the considered cycle. Consider for
Fig. 7. Price of anarchy for a heterogeneous upstream tree under tail dropping.

Fig. 8. Price of anarchy for a homogeneous line under tail dropping.

instance the triangle of Figure 9, with access links of capacity $A \geq 1/2$ (the three other links have unit capacity):

**Proposition 5:** The price of anarchy associated with the considered triangle is given by:

$$P = 1 - \frac{3}{\sqrt{1 + 4/A}}.$$ 

**Proof.** It follows from (6) that, for a large number of flows of each class, each class is served at rate:

$$\varphi = \frac{\sqrt{1 + 4/A} - 1}{\sqrt{1 + 4/A} + 1}.$$ 

We deduce as in Propositions 1 and 3 that the stability condition is that the traffic intensity of each class is less than $\varphi$. The price of anarchy is then given by $P = 1 - 2\varphi$. □

The impact of the access link capacity is illustrated by Figure 10: the price of anarchy decreases significantly with the access link capacity. This is also true for larger cycles, for which we use the following extension of Proposition 5. Consider a network consisting of $L = 2N$ links: $N$ links forming a cycle, each of unit capacity, and $N$ access links, each of capacity $A$. There $K = N(N - 1)$ classes, if we exclude the routes containing the $N$ links of the cycle. We assume that $A \geq 1/d$, where $d = N - 1$ is the number of routes per link on the cycle. We have:

**Proposition 6:** The price of anarchy associated with the considered cycle with access links is given by $P = 1 - dA\delta^d$, where $\delta$ is the unique solution on $(0, A]$ to the equation:

$$\delta + \delta^2 + \ldots + \delta^d = \frac{1}{A}.$$  \hspace{1cm} (14)

**Proof.** First observe that the worst case is obtained when all routes have length $N$ (the access link and $d$ links on the cycle). As in the proof of Proposition 5, it remains to calculate the rate of each class, $\varphi$, in the presence of a large number of flows of each class. Denoting by $\theta(i)$ the rate of each class at the output of the $i$-th link on the cycle, we get:

$$\theta(i) = \theta(i - 1)\delta$$

with

$$\delta = \frac{1}{A + \theta(1) + \ldots + \theta(d - 1)},$$

using the convention $\theta(0) = A$. We deduce that $\theta(i) = A\delta^i$, from which (14) follows. The rate of each class is then given by $\varphi = \theta(d)$ and the price of anarchy by $P = 1 - d\varphi$. □

C. Fair dropping

In view of Theorem 2, the price of anarchy associated with fair dropping is equal to 0. This simple buffer management policy is sufficient to guarantee the full utilization of network resources in all cases.
VI. PACKET-LEVEL SIMULATIONS

This section is devoted to the validation of the previous theoretical results through packet-level simulations.

A. Simulation setting

All packets have the same unit size. Flows are generated according to a Poisson process and have random sizes in number of packets, geometrically distributed with mean 100. The source associated with a class-$k$ flow of size $n$ sends packets at rate $a_k$ along route $r_k$ until the destination has received $n$ packets; the source then immediately stops sending packets. There are $10^6$ flow arrivals per simulation run; the network is declared stable if the average number of flows in each class is less than 500.

Each link is equipped with a buffer of 100 packets. To speed up the simulation, packets are served in random order instead of the FIFO discipline. Note that the fluid model described in Section III depends on the buffer management policy and not on the scheduling policy, as long as the latter is not biased against any class. Recall that the tail drop policy consists in dropping any incoming packet in case of buffer overflow, while the fair drop policy consists in dropping a packet from that flow having the largest number of packets in the buffer (in the presence of several such flows, one is chosen at random).

B. Results

First, we verified that under fair dropping, the network is stable under the usual stability condition for all topologies considered in Section IV: trees, cycles, lines. This is in line with Theorem 2. We also verified that, under tail dropping, downstream trees are stable under the usual stability condition whereas cycles are always unstable.

For those topologies where the price of anarchy is neither 0 nor 1, we obtain the results of Figures 11 and 12. The former shows the price of anarchy with respect to the number of classes for the heterogeneous upstream tree of §IV-B2 with branch capacity $C = 1/K$; the latter gives the price of anarchy with respect to the number of links for the homogeneous line of §IV-B4. In both cases, flows have a common access rate equal to 0.01, 0.1 or 1. Packet-level simulations are compared with flow-level simulations based on the allocation derived from the fluid model of Section III. We observe a good match of the results, showing that the complex packet-level dynamics are well captured by the simple fluid model we consider.

VII. CONCLUSION

Our results suggest that, somewhat surprisingly, the absence of congestion control does not lead to the well-known “tragedy of the commons”. The price of anarchy turns out to be moderate under tail dropping, at least for acyclic networks and low access rates, and null under fair dropping. Of course, these results are based on a number of simplifying assumptions whose impact should be quantified. In particular, we have assumed some perfect erasure coding scheme while all practical schemes involve some overhead.

APPENDIX

PROOF OF THEOREM 1

Denote by $A_k = n_k a_k$ the total access rate of class-$k$ flows. Without any loss of generality, we assume that $n_k > 0$ for all $k$, so that $A_k > 0$. Let $A = \max_k A_k$, $d = \max_k d_k$ and $N = \sum_{k=1}^K d_k$, where $d_k$ is the route length of class $k$. Let $f : \mathbb{R}_+^N \to \mathbb{R}_+$ be the function defined by $y = f(x)$, with:

$$y_k(1) = A_k \min \left( \frac{C_l}{R_l}, 1 \right)$$

if $l = r_k(1)$,
and for all \( i = 2, 3, \ldots, d_k \),

\[
y_k(i) = x_k(i-1) \min \left( \frac{C_l}{R_l}, 1 \right) \quad \text{if } l = r_k(i),
\]

where

\[
R_l = \sum_{k: r_k(1) = l} A_k + \sum_{k: r_k(i+1) = l} x_k(i).
\]

We must prove that \( f \) has a unique fixed point, which then corresponds to the total output rate of each class.

Note that there exists some interval \([a, b] \subset (0, +\infty)\) such that \( f([a, b]^N) \subset [a, b]^N \) and \( f^d([a, b]^N) \subset [a, b]^N \). Since \( f \) is a continuous function on \( \mathbb{R}^N_+ \), it follows from Brouwer’s theorem that \( f \) has at least one fixed point. In addition, any fixed point belongs to \([a, b]^N\).

To prove uniqueness, we need the following intermediate result. We denote by \( \| \cdot \| \) the \( L^\infty \)-norm on \( \mathbb{R}^N_+ \).

**Lemma 2:** Let \( x^* \) be any fixed point of \( f \). For any \( r > 0 \), denote by \( B(r) \) the ball of center \( x^* \) and radius \( r \). For any sufficiently small \( r > 0 \), there exists \( \varepsilon > 0 \) such that the function \( f_{\varepsilon} = (1-\varepsilon) \) has a fixed point in \( B(r) \).

**Proof.** Let \( R_l^\varepsilon \) be the input rate of link \( l \) in state \( x^* \):

\[
R_l^\varepsilon = \sum_{k: r_k(1) = l} A_k + \sum_{k: r_k(i+1) = l} x_k(i).
\]

Without any loss of generality, we can assume that all links are saturated in state \( x^* \) in the sense that \( R_l^\varepsilon > C_l \) (otherwise, it is sufficient to restrict the analysis to non-saturated links).

Using the fact that \( x^* \in [a, b]^N \), we deduce that \( f \) is locally contracting in \( x^* \) for all classes \( j, k \) and indices \( i = 1, 2, \ldots, d_k - 1 \) such that \( l = r_j(1) = r_k(i+1) \), we have:

\[
\left| \frac{\partial y_{j}(i)}{\partial x_k(i)} \right| = \frac{A_j C_l}{R_l^\varepsilon} \leq \frac{A_j}{R_l} < \frac{A_j}{A_j + a},
\]

Moreover, for all classes \( j, k \) and indices \( h = 2, 3, \ldots, d_j \), \( i = 1, 2, \ldots, d_k - 1 \) such that \( l = r_h(1) = r_k(i+1) \),

\[
\left| \frac{\partial y_{j}(h)}{\partial x_k(i)} \right| = C_l \left| R_l^\varepsilon - x_k^*(i) \right| \leq \frac{R_l^\varepsilon - x_k^*(i)}{R_l^\varepsilon} < \frac{N(A + b)}{a + N(A + b)}
\]

if \( j = k \) and \( i = h - 1 \), and

\[
\left| \frac{\partial y_{j}(h)}{\partial x_k(i)} \right| = \frac{x_k^{h-1} C_l}{R_l^\varepsilon} \leq \frac{x_k^{h-1}}{R_l^\varepsilon} < \frac{b}{a + b}
\]

otherwise. Thus there exists some \( \alpha < 1 \) such that \( f(B(r)) \subset B(\alpha r) \) for sufficiently small \( r > 0 \). For all \( x \in B(r) \), we have:

\[
||f_{\varepsilon}(x) - x^*|| = ||(1-\varepsilon) f(x) - x^*|| \leq (1-\varepsilon) ||f(x) - x^*|| + \varepsilon ||x^*|| \leq (1-\varepsilon) \alpha r + \varepsilon ||x^*||,
\]

which is less than \( r \) for sufficiently small \( \varepsilon > 0 \). We deduce that \( f_{\varepsilon}(B(r)) \subset B(r) \), so that \( f_{\varepsilon} \) has some fixed point in \( B(r) \).

To prove uniqueness, assume that \( f \) has two different fixed points, \( x^{(1)} \) and \( x^{(2)} \). In view of Lemma 2, there exist two non-overlapping balls \( B^{(1)} \) and \( B^{(2)} \) centered on \( x^{(1)} \) and \( x^{(2)} \), respectively, and some \( \varepsilon > 0 \) such that the function \( f_{\varepsilon} \) has at least one fixed point in each of these two balls. This is in contradiction with the fact that \( f_{\varepsilon} \) is a contracting function, which has a unique fixed point in \( \mathbb{R}^N_+ \). □

**REFERENCES**


