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Abstract—The emerging Internet of Things (IoT) paradigm makes Wireless Sensor and Actuator Networks (WSANs) seem as a central element for data production and consumption. In this realm, where data are produced and consumed within the network, WSANs have as a challenge to perform in-network data storage considering their resource shortage. In this paper, we propose the Virtual Broking Coding (VBC) as a data storage scheme compliant with WSANs constraints. As such, VBC ensures a reliable data storage and an efficient mechanism for data retrievability. To evaluate our proposed solution, we present a theoretical analysis as well as a simulation study. Using both, we show that VBC reduces the cost incurred by the coding techniques; and increases the delivery ratio of the requested data. The results presented by VBC suggest this solution as a new direction on how to use network coding based schemes to address the WSAN in-network storage problem.

I. INTRODUCTION

A wireless sensor network (WSN) typically consists of a set of small sensor devices capable of collecting data from the environment and transmitting this information to a single collection point, the sink node. But, in the context of the Internet of Things (IoT), any informational device is a potential element of our global data communication network. This may change the way we understand and design WSNs. Important examples of the employment of WSN in this new realm are given by the concepts of smart cities and smart homes. In such application domains, the data consumers may be located in the network itself. They work as smart devices which take decisions and/or trigger actions (i.e., behave as actuators). The problem of reliable in-network data storage then arises from the necessity of making the collected data available at any time to these localized controllers and actuators. Therefore, the challenge is to design a robust and reliable data storage scheme for such constrained and automated Wireless Sensor & Actuator networks (WSANs).

Two different approaches to tackle the data storage problem exist in the literature: those based on the Publish/Subscribe paradigm [1]–[7], and those based on coding techniques. The Pub/Sub paradigm defines a content-oriented communication model. In this model, the data consumers must subscribe their interests to a mediation entity, the Virtual Broker (VB), which is responsible for retrieving the requested information from the data sources [8]. These schemes perform better than the solution of sending all the information to a base station, usually placed on the border of the network. However, since they do not consider the possibility of failures in the virtual broker nodes and the imperfections in the wireless links leading to packet losses, the storage scheme does not ensure the reliability of the content delivery. The solutions based on coding techniques, on the other hand, propose to achieve reliability through the efficient implementation of redundancy [9]–[13]. These solutions do improve the performance of the data storage system, but they still present a considerable communication overhead for implementation on WSNs.

The aim of this paper is to propose an in-network data storage system for WSANs which ensures that the data remain available and easily retrievable at all times, at an acceptable communication cost. In order to reach this goal, we have designed the Virtual Broking Coding (VBC) scheme taking advantage of the two approaches mentioned above: data storage reliability from coding technique, and low communication cost from a VB-based publish/subscribe architecture. The main obtained results are twofold:

• First, we indeed achieve a substantial increase in the reliability of the stored data when compared with the Balanced Storage system [14], which is adopted as a benchmark in this work. The increased reliability is demonstrated by a theoretical analysis of a simplified scenario, and corroborated by more extensive simulation studies based on the scenarios proposed in [14].

• As one may expect, the improvement in reliability based on redundant coding is associated with a penalty on the communication cost of the system. However, our analysis shows that the overall communication cost of VBC is considerably smaller than the cost of the Decentralized Erasure Coding (DEC) [12], which is one of the most efficient coding-based solutions for the data storage problem. The explanation here is that VBC operates on a structured network. The most impressive result, however, is that VBC improves the cost performance of BS in a well defined sense: it has a smaller communication cost per delivered packet to the consumers. In other words, our theoretical analysis and simulation results show that the improvement in reliability obtained with the introduction of redundancy not only compensates the increase in the
communication cost, but also proportionates some gains in performance.

The rest of the paper is organized as follows. Section II describes the related works and in Section III we present a background related to the technique discussed in this paper. In Section IV we introduce the Virtual Brokering Coding (VBC) system. Section V shows a theoretical performance analysis of VBC while Section VI theoretically compares VBC with the related works. Section VII discusses our simulation results and, finally, Section VIII concludes this paper.

II. RELATED WORK

A. Balance Storage System

The Pub/Sub paradigm has been pointed out by [8] as an encouraging solution to face the problem of content delivery in the Internet as envisaged in our days. This paradigm has been explored in the context of WSNs through the introduction of the concept of Virtual Brokering (VB). The VB is implemented by a number of virtual broker nodes (VBNs) that store all the data produced in the network, and mediate the communication between publishers and subscribers. As a basic operation made for such an approach, [15] proposes a VB based architecture where the network is divided into a number of small partitions similar to the one illustrated in Figure 1. Virtual broker nodes (depicted in black) are located at the center of partition; and the remaining nodes are the publisher and subscriber nodes.
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Fig. 1: Network partition.

In the basic operation of the Pub/Sub model, the information producers publish their sensed data on the VBN that is the closest to them. The data consumers also send their subscriptions to the closest VBN. If, upon receiving a subscription, the VBN has the requested packet stored in its memory, then it immediately forwards the packet to the consumer node. Otherwise, the request is broadcasted to the other VBNs in the partition.

Despite all researches on the Pub/Sub paradigm on WSNs [16]–[18], the reliability of the data storage has not received much attention so far. The work we found that is closer to this topic is done by Liu et al. [14] and propose an improvement of the popular Distributed Hash Table (DHT) approach to distribute the data among the VBNs. Their contribution is a dynamic load balancing mechanism, called Balanced Storage (BS). BS transfers packets from an overloaded VBN to another one with more available storage space. In the basic operation of BS, each VBN periodically sends a control message to the neighboring VBNs, containing information about its current storage level. Then, it applies a set of rules to decide whether to forward packets for storage in other VBNs or not. Although the main concern of this work is not reliability, one may argue that, by distributing the packets evenly among the VBNs, BS avoids the risk of losing a large fraction of the packets in case of the failure of an overloaded VBN. However, this is achieved through the exchange of packets among the VBNs, which may lead to packet losses in the links. Moreover, since this system does not implement any mechanism of redundancy, the packets which are eventually lost cannot be recovered and the data become unavailable.

B. Reliable Coding-Based Storage Systems

In order to address the reliability problem, several works propose the implementation of efficient data redundancy schemes using coding technique, such as erasure codes [9], [11], [13]. These solutions, however, adopt a strategy of distribution of coded packets based on random walks, which leads to a high communication cost. In the attempt to reduce this cost, Dimakis et al. [12] propose a mechanism of distributed erasure coding (DEC), inspired on the network coding technique presented in [19]. In the WSN scenario considered by Dimakis et al., there are $k$ source nodes producing one piece of data each. These information are stored in $n$ storage nodes where $n > k$. In the basic operation of DEC, each source node sends its packet through pre-computed routes to a subset of storage nodes, which are randomly chosen but fixed during the operation of the protocol. Then, each storage node produces a single coded packet from the collection of packets that arrive to it, and stores this coded packet in its memory. Finally, a data collector can recover the information produced by the sources by querying any subset of $k$ storage nodes (presumably the closest ones), and decoding the packets obtained from them. Although DEC represents a step forward with respect to previous coding-based solutions, it still presents a considerable communication overhead for implementation on WSNs. The main source of inefficiency comes from the fact that the protocol operates on unstructured networks, where the data sources have to send their packets to storage nodes located all around the network.

III. LINEAR NETWORK CODING BACKGROUND

We use a linear coding methodology on the finite field $GF(q)$, where $q$ is the size of the field. For this purpose, packets are regarded as vectors, $x = (x_1, \ldots , x_l)$, of elements of $GF(q)$, which can be manipulated and combined through the arithmetic operations defined in the field. Now, suppose that we have $N$ packets $x_1, \ldots , x_N$ with the same size $l$, and let $c_1, \ldots , c_N$ be arbitrary elements of $GF(q)$. Considering that, we can compute a coded packet $y$ as the following linear combination of the packets $x_1, \ldots , x_N$:

$$y = \sum_{i=1}^{N} c_i \cdot x_i$$

Intuitively, the packet $y$ has information about every packet $x_i$ which is associated with a non-null coefficient $c_i$, but the
packet y alone is not sufficient to recover all the original packets \( x_1, \ldots, x_N \). Next, consider an \( N \times N \) matrix \( C \) of elements of \( \text{GF}(q) \), which allows us to compute a collection of \( N \) coded packets as linear combinations of \( x_1, \ldots, x_N \):

\[
y_j = \sum_{i=1}^{N} C_{ij} \cdot x_i \quad j = 1, \ldots, N.
\]

Now, assuming that the coefficient matrix \( C \) is known and has rank \( N \), the system of linear equations

\[
Y = C \cdot X
\]

where \( Y = [y_1, \ldots, y_N] \) and \( X = [x_1, \ldots, x_N] \), can be solved uniquely in order to recover the packets \( x_1, \ldots, x_N \).

**IV. VIRTUAL BROKING CODING (VBC)**

Our proposal, VBC, is a system based on Linear Network Coding. In VBC, coded packets are stored in a redundant way. In order to introduce redundancy in our scheme, VBC needs to generate \( M \) coded packets from \( N \) data packets, where \( M > N \). Formally, we assume an \( N \times M \) coefficient matrix \( C \). These allow us to compute a collection of \( M \) coded packets as linear combinations of the \( N \) original packets \( x_1, \ldots, x_N \):

\[
y_j = \sum_{i=1}^{N} C_{ij} \cdot x_i \quad j = 1, \ldots, M.
\]

In this context, the desirable property of the redundant coding scheme is that any subset of \( N \) coded packets can be used to recover the original packets. In mathematical terms, this requires that every \( N \times N \) sub matrix of the coefficient matrix \( C \) must have rank \( N \). Assuming this condition and a VB based Pub/Sub architecture, we implement our scheme of redundant codification in the VB, instead of implementing it in all nodes as this is the case of traditional coding based approaches. This requires intrinsic modifications in the publish and subscribe operations. In the publish operation, each VBN now waits until it has received a window of \( N \) packets, which may come from any data source. When the window is complete, the VBN produces \( M \) coded packets, stores one or more of them in its own memory and distributes the rest among the other VBNs in the same partition. We define the relation \( M/N \) as the redundancy level of VBC. It means that the greater the difference between \( M \) and \( N \), the bigger the number of redundant packets stored in the VB. Typical values for the redundancy level \( M/N \) in the scenario shown in Figure 1 are \( 4/3, 4/2 \) and \( 3/2 \). When the number of coded packets is smaller than the number of VBNs, the destination of the coded packets is chosen randomly. Figure 2 illustrates the steps involved in the publish operation using a redundancy level of \( 4/3 \).

In the subscribe operation, when a VBN receives the request for a given packet \( p \), it broadcasts the request to the other VBNs. Then, any VBN that holds a coded packet that was produced from \( p \) in its memory, sends this coded packet directly to the subscriber. The subscriber is responsible for performing the decodification of the coded packets, as described in Section II-B, which is always possible if at least \( N \) coded packets are received. Figure 3 illustrates the steps involved in the subscribe operation using a redundancy level of \( 4/3 \).

These modifications aggregate a number of good properties to the protocol. First of all, the way coded packets are distributed naturally achieves an uniform balance of the overall storage load among the VBNs. For this reason, we do not need to execute a load balancing procedure as performed in [14]. Second, the implementation of the redundant codification of data packets makes the system tolerant to the failure of one or more VBNs (depending on the redundancy level which is being adopted). That is, in case of failure of a VBN, all the data stored in the VB remain available to the information consumers. Another advantage of the proposed system is the improvement on the reliability of the content-delivery to the data consumers. Consider, for example, the situation where the system is using a redundancy level of \( 3/2 \). This means that for each request for a packet \( p \) stored with redundancy, the VBNs send three coded packets back to the consumer. The point, though, is that only two of these packets need to arrive at the destination in order to allow the consumer to recover the requested packet \( p \). In addition to the robustness against some packet losses, we can also restore the redundancy that was lost due to the failure of a VBN. This can be achieved by producing copies of the packets that were stored in the faulty VBN, using the coded packets stored in the other VBNs. As we will see in the following section, this design choices has a considerable impact on the ratio of requests completed by the proposed solution compared to other existing schemes.
V. PERFORMANCE ANALYSIS OF VBC

We aim with this analysis to show the impact of the redundancy scheme proposed by VBC on the packet delivery probability. In order to do so, we consider two different situations: an error-prone communication channel (EPCC) situation - where the packets might be lost due to the unreliable wireless links, with a probability \( \sigma \); and a failure-prone VB (FPVB) - where besides the packet loss probability \( \sigma \), one VBN fails.

A. Model assumptions

As we present a comparison with a benchmark that uses the same Pub/Sub architecture, we assume the scenario adopted for them in [14]. So, we focus on a single partition (see Figure 1), with four VBNs, one data source \( s \) which sends packets to let us say VBN\(_1\); and one data collector \( t \) which sends requests to VBN\(_3\). We assume a redundancy level of 3/2, i.e. for each two data packets received by VBN\(_1\), three coded packets are generated. One of these coded packets is stored in VBN\(_1\), and the other two are distributed to randomly chosen VBNs. In the FPVB situation, we further assume that VBN\(_2\) fails (it could be VBN\(_4\) as well).

B. Analysis

We start calculating the probability of losing packets in the publish operation. In EPCC, we have that a packet may be lost due to the unreliability of the wireless channel. In FPVB, on the other hand, besides the probability \( \sigma \) of losing a packet, a packet is definitively lost if VBN\(_1\) sends a coded packet to VBN\(_2\). Taking this into account, standard calculations give us that

- Two packets are lost with probability:
  - Error-prone communication channel: \( a_1 = \sigma^2 \)
  - Failure-prone VB: \( a'_1 = \frac{2\sigma}{3} + \frac{\sigma^2}{3} \)

- None of the packets is lost with probability:
  - Error-prone communication channel: \( a_2 = (1 - \sigma)^2 \)
  - Failure-prone VB: \( a'_2 = \frac{1}{3} - \frac{2\sigma}{3} + \frac{\sigma^2}{3} \)

- Exactly one packet is lost with probability:
  - Error-prone communication channel: \( a_3 = 2(1 - \sigma)\sigma \)
  - Failure-prone communication channel: \( a'_3 = \frac{2}{3} - \frac{2\sigma}{3} \)

Now, in the subscribe operation, we compute the probability that a request for a packet \( p \) that arrives at the VB ends up with the delivery of the packet to the subscriber. Again, there are three cases and standard calculations give us that

- If the packet is unavailable, this probability is 0 in both situations. (\( b_1 = 0 \) and \( b'_1 = 0 \)).
- If the packet is stored with redundancy, the probability is:
  - Error-prone communication channel:
    \[
    b_2 = \frac{2[(1 - \sigma)^3 + 3\sigma(1 - \sigma)^4] + 2\sigma(1 - \sigma)^3}{3(1 - \sigma)^3 + 3\sigma(1 - \sigma)^4 + 3\sigma^2(1 - \sigma)^4}
    \]
- Failure-prone VB:
  \[
  b'_2 = \frac{(1 - \sigma)^3 + (1 - \sigma)^4}{3} + \frac{3(1 - \sigma)^3(1 - \sigma)^4 + 2(1 - \sigma)^3 + \sigma^2(1 - \sigma)^4}{3}
  \]
- And if the packet is stored without redundancy, it is:
  - Error-prone communication channel:
    \[
    b_3 = \frac{(1 - \sigma)^3 + 2(1 - \sigma)^4}{3}
    \]
  - Failure-prone VB: \( b'_3 = \frac{(1 - \sigma)^3 + (1 - \sigma)^4}{3} \)

So, the probability that a request that arrives at the VB for a packet which has also reached the VB is delivered to the subscriber is, in the EPCC situation,

\[
\sum_i a_i b_i = -2\sigma^3 - 20\sigma^7 - 83\sigma^6 + 184\sigma^5 + 233\sigma^4 - 164\sigma^3 + 53\sigma^2 - 3
\]

and in the FPVB situation,

\[
\sum_i a'_i b'_i = 2\sigma^7 - 14\sigma^6 - 37\sigma^5 - 44\sigma^4 + 4\sigma^3 + 32\sigma^2 - 27\sigma + 7
\]

C. Comparison of Results

Figure 4 displays the packet delivery probabilities calculated above, varying the probability \( \sigma \) of a packet loss in a transmission from 0 to 0.6. Similar calculations (omitted due to space constraints) give the delivery probabilities for VBC under redundancy level 4/2, which are also shown in the graph. For the purpose of a comparison, we also present the delivery probability associated with the BS system in the EPCC situation. We did not evaluate the performance of BS in the FPVB situation because in this case the system simply collapses: since there is no mechanism of failure detection in BS, the other VBNs keep an outdated description of the storage level of VBN\(_2\), and the load balancing procedure eventually transfers all the newly arrived packets to the failed VBN, losing them all. We can see in the graph of Figure 4 that the performance of VBC, with both redundancy levels, is clearly superior than that of BS in the EPCC situation in the most relevant range of the probability \( \sigma \). For instance, with \( \sigma = 0.15 \), VBC with redundancy 3/2 delivers 25\% more packets than BS, and VBC with redundancy 4/2 delivers 50\% more packets than BS. What is more remarkable, though, is the fact that, for moderate values of the loss probability \( \sigma \), the performance of VBC with redundancy 4/2 in the FPVB situation is comparable with the performance of BS in the EPCC situation. We do not see the same level of performance with redundancy 3/2 because in this case VBC is effectively operating without redundancy most of the time; when a coded packet is sent to the failed VBN the redundancy is lost.

VI. COMMUNICATION COST ANALYSIS OF VBC

As depicted Section V, the redundancy introduced by VBC results in a high packet delivery ratio. However, it has a cost: the increase in the number of transmission in the network. In this section, we theoretically analyze this cost; and show in a comparison to DEC and BS that VBC largely pays off its cost.
A. Comparison of Coding Schemes

Both VBC and DEC achieve reliable in-network data storage through the implementation of redundancy schemes via coding techniques. However, the specific design features of the two systems make them appropriate for different WSN scenarios. The first thing to note is that DEC was designed to operate on large unstructured networks. Indeed, the probabilistic guarantees offered by the authors in [12] are supposed to hold when the number of nodes is very large (see Theorem 3, pg 7 in [12]). VBC, on the other hand, was designed to operate on networks organized into small partitions, as described in [14], and it takes advantage of this structure to: (1) offer a more flexible data storage service, and (2) at a lower communication cost. The important issue here is that, although DEC performs a decentralized coding procedure, the code that is produced is a global code. As a consequence, in order to recover any piece of information produced in the network, a collector node must retrieve as many coded packets as the number of source nodes, otherwise it cannot perform the decoding. VBC, on the other hand, produces local codes that correspond to small generations of packets that are produced in the same partition. As a consequence, the number of coded packets that must be retrieved by a collector node is proportional to the number of information it is interested in. So, our target here is to prove that when we are not interested in the recovery of all information produced by the network at the same time, which is often the goal in practice, the all-or-nothing model of access to the data implemented by DEC is far more expensive in communication cost than VBC.

1) Assumptions: In the comparison of the communication costs of VBC and DEC, we consider the simplified scenario discussed in [12]: a grid sensor network with N nodes, and $k = O(\sqrt{N})$ data sources producing one piece of information each.

2) Analysis: According to the definition of DEC, the data produced by the sources are stored in $n = O(\sqrt{N})$ storage nodes, with $n = ck$ for some constant $c > 1$. The location of the storage nodes is arbitrary. During the publish operation, each data source sends its packet to a group of $5\frac{N}{2} \ln k$ randomly selected storage nodes. Under the assumption that the average distance between a data source and a storage node is about $\frac{\sqrt{N}}{2}$, this corresponds to a total of $O(\sqrt{N}) \cdot 5\frac{N}{2} \ln k \cdot \frac{\sqrt{N}}{2} = O(N \ln N)$ hop-to-hop packet transmissions. For the subscribe operation, a data collector must contact at least $k$ storage nodes and obtain one coded packet from each of them. At this time, the data collector may choose to contact the storage nodes that are closest to it (that is, it does not have to choose them randomly, as in the publish operation). For this reason, the total communication cost of the subscribe operation may range from $O(\sqrt{N})$ hop-to-hop packet transmissions, in the best case where the distance between the data collector and each storage node is $O(1)$, to $O(N)$ transmissions, under the assumption of an average distance of $\frac{\sqrt{N}}{2}$ between the data collector and the contacted storage nodes.

Let us consider now the communication cost of VBC in the same scenario. In the publish operation, each of the $O(\sqrt{N})$ data sources sends one packet to a local VBN, in a total of $O(1) \cdot O(\sqrt{N}) = O(\sqrt{N})$ hop-to-hop transmissions. Then, the VBNs that received packets produce local codes, each corresponding to a small generation of packets, and distribute coded packets to the other VBNs in the same partition. This step also involves $O(\sqrt{N})$ hop-to-hop transmissions, and so the total communication cost of the publish operation in VBC is $O(\sqrt{N})$. For the subscribe operation, we consider first the case where the data collector is interested in all the information that was produced in the network. In this case, the collector has to contact $O(\sqrt{N})$ VBNs which, according to the partition scheme adopted by VBC, are scattered all around the network. Under the assumption of an average distance of $\frac{\sqrt{N}}{2}$ between the data collector and the contacted VBNs, we have a total communication cost of $O(\sqrt{N}) \cdot \frac{\sqrt{N}}{2} = O(N)$ hop-to-hop transmissions. However, the important advantage of VBC is that it allows the data collector to retrieve any portion of the data that was produced in the network. So, assuming that the collector is interested only in the information produced, say, by $m$ data sources, then it needs to contact just $O(m)$ VBNs to obtain coded packets from them, and the total communication cost of the subscribe operation is reduced to $O(m \cdot \sqrt{N})$.

In summary, the total communication cost (i.e. for both the publish and subscribe phases) of DEC and VBC are $O(N \ln N)$ and $O(N)$, respectively. Indeed, this result proves that the flexibility offered by VBC, which allows data collectors located in any place of the network to have direct access to their desired data, incurs a cost that is proportional to the amount of information retrieved. As a consequence, this makes VBC more suitable for the paradigm of autonomous WSANs, where collectors are also spread out around the network and typically interested in local information only.

B. Comparison of Storage Systems on Structured Networks

Now, let us analyze VBC and BS and compare them in terms of a metric called cost-benefit. The cost-benefit is defined as the ratio of the communication overhead to the number of packets delivered to the subscribers. We have that as a consequence of the redundancy mechanism introduced in VBC, its cost in packet transmission decreases. However, with the cost-benefit metric we aim to show that its gain
in delivering packets offsets its cost. It is worth to mention that, even it is not addressed explicitly, this also has a benefit in terms of energy waste as we assume that the energy consumption is directly related to the communication cost. This assumption is indeed justified as according to [20], the computational overhead incurred by the coding technique lies in the decoding process. As it happens, the subscribers are the responsible by the decoding process. Besides, we envisage application situations where the subscribers are more powerful devices, such as cellphones and actuator devices. This way, the computational overhead does not have much impact in the VBNs that perform relatively simple operations with low costs. Thus, it is the transmission cost that makes the difference in the energy consumption.

In order to estimate the cost-benefit, we need to analyze both the packet delivery ratio and the communication cost of VBC and BS. As we already computed the packet delivery probability of both solutions in Section V-B, now we calculate only their cost.

1) Assumptions: We assume the scenario showed in Figure 1 with one publisher and one subscriber as well as an observation time $\tau$. We further assume that the source $s$ is close to VBN$_1$ and generates packets at the rate of $r_1$ pkt/sec; and that the collector $t$ is close to VBN$_3$ and generates requests at the rate of $r_2$ rqts/sec. Besides, we define the cost of transmitting a packet inside the VB as $x$, and from the VBNs to the subscribers as $y$. In the analysis of VBC, we consider a redundancy level of $3/2$. Regarding BS, we further assume the cost of the load balancing procedure as a cost of the publish operation. In the following we make the analysis for the EPCC situation. We do not make it for FPVB because, as explained in Section V-B, it is not possible to compute the packet delivery probability of BS for this case.

2) Analysis: In this analysis, we assume a probability $\sigma$ of a packet loss during a transmission. We calculate the communication cost considering only the packets that arrived in the VB that are $\tau r_1 \cdot (1 - \sigma)$. Starting with the communication cost of VBC in the publish operation, we have that 2 coded packets are distributed with cost $x$. Thus, the cost is defined as $\tau r_1 (1 - \sigma) x$.

In the subscribe operation of VBC the cost is given by the addition of two different costs. The first one, it is the cost associated to the broadcast sent by the VBNs, which costs $z$. The other one, it is the cost associated to the answer sent by the VBNs that received the broadcast with the packet request, which costs $y$. However, in this case, we do not know how many VBNs send a response to the collector. In order to find this out, we calculate the mean value associated to all VBNs that send the requested packet. Assuming the probability of losses $\sigma$, we have the probability $(1 - \sigma)^2 \cdot 3$. It gives the cost incurred for one request that arrives in the VB. So, the cost of the subscribe operation is obtained by multiplying this cost for the total of requests that arrives in the VB, which is $\tau r_2 \cdot (1 - \sigma)$. Thus, the total cost for VBC is:

\[
\tau r_1 (1 - \sigma) x + \tau r_2 (1 - \sigma)(z + 3y(1 - \sigma)^2)
\]  

Let us now analyze the communication cost of BS. In the publish operation, as only $3/4$ of the packets that arrive to the VB will be distributed, we have a cost of $3\tau r_1 (1 - \sigma)x/4$. Besides, we have to add the cost of the broadcast message sent for all VBNs at each 3s, which gives $\tau 4/3$. In the subscribe operation, we have that $\tau r_2 (1 - \sigma)/4$ requested packets are delivered with a cost $y$ as these are directly transmitted from the VBN that received the request. To the other $3\tau r_2 (1 - \sigma)/4$ requested packets, we have to add the cost $z$ of broadcasting the request to the VB. We also add the cost $y$ of answering the request when a VBN has the requested packet, which means $3(\tau r_2 (1 - \sigma)^3)$ requests. Thus the total communication cost is given by:

\[
3\tau r_1 (1 - \sigma)x + \tau r_2 (1 - \sigma)y + 3\tau r_2 z + 3\tau r_2 (1 - \sigma)^3y + \frac{4r}{3}
\]  

Finally, by computing the ratio between the cost and the delivery probability computed in Section V-B, we obtain the cost-benefit of both schemes. Table I presents the values of the parameters used to produce the curves in Figure 5. We do not show the results with $r_1 = 1/5$ due to space constraints and the fact that it presents similar results. The conclusion is that in a realistic situation, with packet loss, VBC largely pays off its communication cost. Indeed, in the EPCC situation with $\sigma = 0.5$, BS doubles the cost of VBC to deliver one requested packet. This means that BS makes more transmissions in order to deliver a packet than VBC, resulting in more energy waste as a consequence. Besides, we see that even in an ideal situation (EPCC when $\sigma = 0$), there is a small difference between the cost-benefit of both schemes. Indeed, VBC decreases its cost-benefit from $\sigma = 0$ to $\sigma = 0.2$, remaining stable up to $\sigma = 0.5$, where both schemes start to lose an important quantity of packets. BS, on the other hand, presents a rising curve from $\sigma = 0$, overcoming the cost of VBC from $\sigma = 0.1$ on.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\tau$</td>
<td>150s</td>
</tr>
<tr>
<td>$r_1$</td>
<td>1/3</td>
</tr>
<tr>
<td>$r_2$</td>
<td>1/3</td>
</tr>
<tr>
<td>$x$</td>
<td>1</td>
</tr>
<tr>
<td>$y$</td>
<td>1</td>
</tr>
<tr>
<td>$z$</td>
<td>3</td>
</tr>
</tbody>
</table>

TABLE I: Parameters of the cost-benefit estimation.

VII. SIMULATION EVALUATION

In the following, we replicate the situation proposed to the Balanced Storage (BS) scheme in [14] in order to assess the performance of VBC and compare it to the one of BS. As Liu et al. [14], we assume that all nodes have a transmission range of 16m and are placed in a partition (see Figure 1) that has a dimension of 50m x 50m. We implement the two solutions in the Network Simulator version 2 (NS-2) with the AODV and the IEEE 802.15.4 as the routing and the MAC protocols, respectively.
We consider in this evaluation study, the EPCC situation that is the only situation considered in [14]; and the FPVB, where one VBN chosen randomly stays out of work in the last 50s of the simulation lifetime. The evaluation of VBC and BS in the EPCC situation takes into account three metrics, the packet delivery ratio, the VBC communication cost and the relation between the cost and the benefits achieved with the schemes. In addition, their performance in the FPVB situation is also assessed regarding the packet delivery ratio and the cost-benefit metrics.

A. Packet Delivery Ratio

This metric assesses the performance of both schemes in the task of delivering the packets requested by the subscribers. More specifically, in Figure 6a we see the percentage of requested packets that were actually delivered by the two data storage systems, in scenarios where the number of data sources in the partition ranges from 2 to 11 and where all sources generate packets at constant intervals of 3 and 5 seconds. The graph shows that VBC performs better than BS in all scenarios, delivering up to 200% more packets than BS in the best case. This result is explained by the data redundancy introduced by VBC. With the redundancy level of 3/2 that we have adopted in these experiments, VBC can handle up to 1 packet loss and still deliver the requested packet (if the loss occurs after the codification). The graph also shows that the performance of both protocols does not degrade when the number of sources is increased. In Figure 6b, we see the results for the experiments where one VBN temporarily fails. Again, we have the same pattern of results with VBC performing better than BS in all scenarios. The remarkable fact here is that VBC can sustain a delivery rate of more than 60% in all scenarios.

B. VB Communication Cost

This metric attempts to capture the communication overhead introduced by VBC and BS, by counting the total number of messages transmitted by the VBNs in both systems. In BS, this number corresponds not only to the transmission of requests and data packets, but also includes the control messages and data transfers associated with the load balancing procedure. In VBC, the main impact on the communication cost is due to the introduction of redundancy and the fact that packets are coded together and distributed to other VBNs. In particular, the later implies that several VBNs are involved in the handling of every request from a subscriber: the request must be forwarded to other VBNs which then transmit their coded packets to the subscriber. Figure 7 shows the simulation results that we obtained using the same scenarios described above. As expected, the operation of VBC is associated with a greater communication overhead than the operation of BS. However, it is important to observe how the difference between the two protocols increases and only becomes relevant when the number of data sources gets large. Indeed, the communication cost of VBC is either only 34% or 49% higher in the scenario with 2 sources and $\delta = 5s$ or $\delta = 3s$, respectively. But, it increases to respectively 48% and 63% in the scenario with 11 sources for the same values of $\delta$. However, as we see next, it turns out that this cost is a small penalty in view of the reward in VBC performance.

C. Cost/Benefit

The idea here is to integrate the results of the two previous measures in order to compute the cost-benefit metric. Through
The redundancy level used in VBC involves a performance trade-off, as the improvement in the reliability is obtained at the expense of an increase in the communication cost. We believe that through finding the optimal trade-off according to the application and network conditions, VBC can do even better. The optimization of the redundancy level used by VBC according to this is the subject of our future work.
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