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SEMICALSSICAL ASYMPTOTICS BEYOND ALL ORDERS FOR SIMPLE SCATTERING SYSTEMS

ALAIN JOYE and CHARLES-EDOUARD PFISTER

Abstract. The semiclassical limit \( \varepsilon \to 0 \) of the scattering matrix \( S \) associated with the equation
\[
\varepsilon \frac{d^2u}{dt^2} + A(t)u(t) = 0
\]
is considered. If \( A(t) \) is an analytic \( n \times n \) matrix whose eigenvalues are real and nondegenerate for all \( t \in \mathbb{R} \), the matrix \( S \) is computed asymptotically up to errors \( O(e^{-\alpha \varepsilon^{-1}}), \alpha > 0 \). Moreover, for the case \( n = 2 \) and under further assumptions on the behavior of the analytic continuations of the eigenvalues of \( A(t) \), the exponentially small off-diagonal elements of \( S \) are given by an asymptotic expression accurate up to relative errors \( O(e^{-\alpha \varepsilon^{-1}}) \). The adiabatic transition probability for the time-dependent Schrödinger equation, the semiclassical above barrier reflection coefficient for the stationary Schrödinger equation, and the total variation of the adiabatic invariant of a time-dependent classical oscillator are computed asymptotically to illustrate results.
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1. Introduction. Let us consider the following well-known equations. The first one is the time-dependent Schrödinger equation for a two-level system
\[
\hbar \frac{d\psi(t)}{dt} = H(\varepsilon t)\psi(t)
\]
(1.1)
\( t \in \mathbb{R}, \psi(t) \in \mathcal{H} = \mathbb{C}^2 \) and \( H(\varepsilon t) \) is a \( 2 \times 2 \) self-adjoint linear operator with two distinct real eigenvalues. The parameter \( \varepsilon \) is positive and small. The second equation is the stationary one-dimensional Schrödinger equation
\[
-\hbar^2 \frac{d^2\psi(x)}{dx^2} + V(x)\psi(x) = E\psi(x)
\]
(1.2) \( x \in \mathbb{R}, \psi(x) \in \mathbb{C} \) and \( V(x) \) is a bounded real-valued function. The real parameter \( E \) is chosen in such a way that
\[
E > \sup_{x \in \mathbb{R}} V(x).
\]
(1.3)
The third equation is the equation of motion of a classical oscillator whose frequency varies with time
\[
\ddot{\nu}(t) = -\omega^2(\varepsilon t)\nu(t), \quad \nu(0) = u_0, \quad \dot{\nu}(0) = u_1.
\]
(1.4)
This equation is of the same type as (1.2) since we assume that the real-valued function \( \omega^2(t) \) is bounded and such that
\[
\inf_{t \in \mathbb{R}} \omega^2(t) > 0.
\]
(1.5)

* Received by the editors May 23, 1993; accepted for publication (in revised form) January 14, 1994.
† Centre de Physique Théorique, Centre National de la Recherche Scientifique Marseille, Luminy Case 907, F-13288 Marseille Cedex 9, France.
‡ Département de Mathématiques, Ecole Polytechnique Fédérale de Lausanne, CH-1015 Lausanne, Switzerland.

944
For the first two equations we are interested in the behavior of the solution for \( t \to +\infty \) or \( x \to +\infty \), when the behavior for \( t \to -\infty \) or \( x \to -\infty \) is fixed. Moreover we want to analyze this scattering situation when \( \varepsilon \) tends to zero and \( h = 1 \) for equation (1.1), the so-called adiabatic limit, or \( \hbar \) tends to zero for equation (1.2), the so-called semiclassical limit. For the initial value problem (1.4), we consider the adiabatic invariant \( J \) defined as twice the ratio of the energy to the frequency

\[
J(t, \varepsilon) = \frac{\lvert \psi(t) \rvert^2 + \omega^2(\varepsilon)\lvert \psi(t) \rvert^2}{\omega(\varepsilon)}
\]

in the limit \( \varepsilon \to 0 \). More precisely, we are interested in its total variation during the whole evolution

\[
\Delta J(\varepsilon) = J(+\infty, \varepsilon) - J(-\infty, \varepsilon).
\]

In this respect, we consider (1.4) more as a scattering problem than as an initial value problem. All three problems are very closely related. Let \( x = ct \) be a rescaled time for equations (1.1) and (1.4). Then equation (1.1) becomes with \( \varphi(x) = \psi(t(x)) \) and \( \hbar = 1 \)

\[
\begin{equation}
\frac{d\varphi(x)}{dx} = H(x)\varphi(x).
\end{equation}
\]

On the other hand, defining \( u(x) = u(t(x)) \) and

\[
\begin{equation}
\varphi(x) = \begin{pmatrix} u(x) \\ \frac{du(x)}{dx} \end{pmatrix},
\end{equation}
\]

equation (1.4) is equivalent to

\[
\begin{equation}
\frac{d\varphi(x)}{dx} = \begin{pmatrix} 0 & 1 \\ \omega^2(x) & 0 \end{pmatrix} \varphi(x), \quad \varphi(0) = \begin{pmatrix} u_0 \\ iu_1 \end{pmatrix}.
\end{equation}
\]

Similarly, with

\[
\begin{equation}
\psi(x) = \begin{pmatrix} \psi(x) \\ x \psi'(x) \end{pmatrix}
\end{equation}
\]

and setting \( h = \varepsilon \), equation (1.2) becomes

\[
\begin{equation}
\frac{d\psi(x)}{dx} = \begin{pmatrix} 0 & 1 \\ E - V(x) & 0 \end{pmatrix} \psi(x).
\end{equation}
\]

Thus the three equations (1.7), (1.9), and (1.11) are particular cases of

\[
\begin{equation}
\begin{aligned}
\frac{d\varphi(x)}{dx} &= A(x)\varphi(x),
\end{aligned}
\end{equation}
\]

where \( A(x) \) is a linear operator on \( \mathcal{H} = C^2 \) with two distinct real eigenvalues. Our purpose is to study a scattering problem for (1.12) in the "semiclassical" limit \( \varepsilon \) tends to zero under the hypothesis that \( A(x) \) is analytic, to have two distinct real eigenvalues for all \( x \in \mathbb{R} \), and has well-defined limits when \( x \to \pm\infty \). It is natural to express the solutions of (1.12) as linear combinations of eigenvectors of \( A(x) \):

\[
\begin{equation}
\begin{aligned}
\varphi(x) = \sum_{i=1}^{2} c_i(x) e^{-i/\varepsilon \int_{\varepsilon}^{x} \sigma_i(x') dx'} \varphi_i(x),
\end{aligned}
\end{equation}
\]

where \( A(x)\varphi_i(x) = \epsilon_i(x)\varphi_i(x) \). Our conditions on the behavior of \( A(x) \) for large \( |x| \) imply that

\[
\begin{equation}
\lim_{x \to \pm\infty} c_i(x) = c_i(\pm\infty)
\end{equation}
\]

exist, so that the following scattering problem is well defined:

Given \( c_j(\pm\infty) \), \( j = 1, 2 \) find \( c_i(\pm\infty) \), \( j = 1, 2 \), i.e., find the matrix \( S \) defined by

\[
\begin{pmatrix} c_1(+\infty) \\ c_2(+\infty) \end{pmatrix} = \begin{pmatrix} S_{11} & S_{12} \\ S_{21} & S_{22} \end{pmatrix} \begin{pmatrix} c_1(-\infty) \\ c_2(-\infty) \end{pmatrix}.
\]

There is a "canonical" choice of eigenvectors of \( A(x) \) specified (up to a global factor) by the condition

\[
\begin{equation}
P_i(x) \frac{d\varphi_i(x)}{dx} = 0,
\end{equation}
\]

where \( P_i(x) \) is the eigenprojection corresponding to \( \sigma_i(x) \). Condition (1.16) has a geometrical interpretation in terms of parallel transport which we give below. In particular, it is immediate to verify that for \( A(x) \) given by (1.9) or by (1.11) with the identification \( \omega^2(x) = E - V(x) \), the eigenvectors associated with \( \sigma_i(x) = (1/\omega(x)) \)

\[
\begin{equation}
\begin{pmatrix} 1 \\ \sqrt{\omega(x)} \end{pmatrix}, \quad \varphi_2(x) = \begin{pmatrix} 1 \\ -\sqrt{\omega(x)} \end{pmatrix}
\end{equation}
\]

satisfy (1.16), so that (1.13) gives the solutions of (1.9) and (1.11) as superpositions of the two well-known WKB-Brillouin (WKB) functions

\[
\begin{equation}
e^{-i/\varepsilon \int_{x}^{x_0} \sigma_i(x') dx'} \varphi_i(x).
\end{equation}
\]

When this choice of eigenvectors is made, a solution \( \varphi(x) \) of (1.12) characterized by \( c_j(-\infty) = 1 \) and \( c_k(-\infty) = 0 \), \( k \neq j \), satisfies

\[
\begin{equation}
\sup_{x \in \mathbb{R}} \lvert \varphi(x) - e^{-i/\varepsilon \int_{x}^{x_0} \sigma_i(x') dx'} \varphi_i(x) \rvert = O(\varepsilon).
\end{equation}
\]

Consequently,

\[
\begin{equation}
S = 1 + O(\varepsilon).
\end{equation}
\]

The approximations (1.19) and (1.20) are true without assuming analyticity of \( A(x) \). On the other hand, if analyticity holds, we can approximate the solutions of (1.12) and
thus determine the matrix $S$ up to error terms $O(\exp(-\kappa e^{-1})), \kappa > 0$ (see Corollary 2.5).

$S_{kl} = s\theta(e)\delta_{kl} + O(\exp(-\kappa e^{-n})), \quad k, l = 0, \ldots, n$

where $s\theta(e) = O(1)$. These results are corollaries of the iterative scheme presented in §2, which will be used in §3. Actually they are derived for $A(z)$ a $n \times n$ matrix whose eigenvalues are assumed to be real and nondegenerate for any $z \in \mathbb{R}$.

The asymptotic formula (1.21) imply in particular that the nondiagonal terms of $S$ are $O(\exp(-\kappa e^{-n})).$ These terms are important in applications because they are related, for equation (1.1), to the probability of a quantum transition between the two levels of the system or, in the case of equation (1.2), to the above bottom reflection coefficient and, in the case of equation (1.4) to the quantity $\Delta_k$. Under further hypotheses on the analytic behavior of the eigenvalues of $A(x)$ we show that it is possible to find an asymptotic expression for $S_{kl}$ or $S_{11}$ accurate up to exponentially small relative corrections. The asymptotic formula is expressed by means of the complex degeneracy points of the analytic continuations of eigenvalues $s\theta(e)$. If there are $p$ contributing degeneracy points, the asymptotic expression reads (see Theorem 3.7 and (2.43), (2.45))

$S_{11} = \sum_{k=0}^{p} e^{i\theta(k,e)} e^{i\gamma^*(k,e) - \frac{\kappa}{\tau}} e^{-\tau e^{-n}} O(e^{-\kappa e^{-n}}), \quad k, \tau > 0, \quad \theta, \gamma^* \in \mathbb{C}$

where $\theta(k,e)$ is $O(1)$ and $\Im \gamma^*(k,e) = -\tau + O(e^2), k = 1, \ldots, p$. It should be noted that the error term is smaller by an exponentially decreasing factor than the least significant term in the sum (1.22). This asymptotic formula is proven in §3, which is the main part of the paper. It is obtained by combining our iterative scheme with a method due to Fröman and Fröman [1]. We give in §4 explicit formulae in terms of $A(x)$ for the expressions $\theta(k,e)$ and $\gamma^*(k,e)$ appearing in (1.22). The consequences of our asymptotic analysis of the matrix $S$ for the applications mentioned above are formulated in §4 as well. Finally, we give in the appendix an explicit example which is shown numerically to fit in the framework developed in this paper.

Let us come back to the choice of eigenvalues satisfying (1.16). Let $M$ be some manifold, which we suppose to be embedded in $\mathbb{R}^n$, and let $P$ be a smooth projection valued map, $m \rightarrow P(m)$, defined on $M$, $P(m)$ being a projection (not necessarily orthogonal) of some given Hilbert space. The map $P$ defines a bundle $F$ with base $M$, whose fiber over $m \in M$ is the set of elements $(m', \phi)$ with $\phi \in P(m')$. The bundle $F$ is embedded in the trivial bundle $\mathcal{M} \times \mathcal{N}$ and has a natural connection defined by $P$. Indeed, let $f = (m', \phi) \in F$; any tangent vector $v_f$ at $f$ can be viewed as a velocity vector of a curve $c(t) = (c_1(t), c_2(t))$ with $c_1(t) = P(c_1(t))c_1(t)$ and $c_2(t) = f$, i.e., $c(t) = (c_0(t), 0)$. The vertical vectors at $f$ are velocity vectors of curves $c(t)$ with $c_1(t) = m'$, since in this case $c_2(t) = P(m')$. Conversely, any vector of the form $(c_0(t), 0)$ is horizontal. Therefore, we have a decomposition of $v_f$ into a vertical vector $P(m')c_2(t)$ and a horizontal vector $(c_0(t), (1 - P(m'))c_2(t))$, hence a connection. Let $l \rightarrow \gamma^*(k,e)$ be a path in $M$ and $\phi(t)$ be a function $\gamma^*(k,e)\mathcal{N}$ be a vector field along $\gamma^*(k,e)\mathcal{N}$. This vector field is parallel if and only if the velocity vector $\gamma(t, \phi(t))$ is horizontal for all $t$, i.e., if and only if $D_t \gamma^*(k,e)\mathcal{N} = 0$, which is precisely (1.16).

Before ending this introduction let us make some very brief comments on the vast amount of literature devoted to the exponential decay of nondiagonal elements of the matrix $S$. We do not attempt at all to give an exhaustive account of it, but we want to set our work in context relative to the main results. We quote these results according to their content and not chronologically. The reader may find further references in the books [2] and [3]. The intermediate result (1.21) is not new, see [2], [3] and references therein, but we nevertheless obtain a new derivation of it in §2. For recent related results see also [4]. The asymptotic expression (1.22) generalizes several rigorous results which were obtained either in the case of equations (1.7) and (1.11) or in the study of $\Delta_k$. When one complex eigenvalue degeneracy only contributes, it has been known since publication of the works [4], [5], [6] that

$S_{11} = e^{-\delta \tau} e^{-\gamma^*} + O(e^{-n}), \quad \Im \tau < 0$

with $\theta = \pi/2$ for equation (1.11) and, providing $A(x)$ is a real symmetric matrix, for equation (1.7) as well. It was shown recently that when $A(x)$ is a hermitian matrix in (1.7), $\theta$ can take any complex value [7], see also [8]. A corresponding asymptotic formula for $\Delta_k$ in this situation can be found in authors [9], [10], [11]. See also [12] for more recent related results. The expression (1.23) was then generalized in two ways for equations (1.7) and (1.11). First, when several eigenvalue degeneracy points contribute to the asymptotics of $S_{11}$, it was proven using standard stretching and matching techniques [9], [13].

$S_{11} = \sum_{k=0}^{p} e^{-i\theta(k, e)} e^{-i\gamma^*(k, e) - e^{-n}} O(e^{-n}), \quad \forall \theta \in \mathbb{C}, \Im \gamma^* < 0$

where $0 < \alpha < 1$ and $\Im \gamma^*(k, e) = -\tau + O(e^2), k = 1, \ldots, p$. The leading term of (1.24) gives rise to the so called "Stückelberg oscillations" as $e \rightarrow 0$, a phenomenon which is illustrated numerically in [13]. Note also that the error term is $O(e^{-n})$ instead of $O(e^2)$, which is a common drawback of the method employed to get (1.24). Then, higher-order corrections to formula (1.23) were studied systematically in [14], [15] for equation (1.11) and in [16] for equation (1.7):

$S_{11} = e^{-i\theta(e)} e^{-i\gamma^*(e) - e^{-n}} O(e^{-n}), \quad \forall \theta \in \mathbb{C}, \Im \gamma^* < 0$

where $0 < \alpha < 1$ and $\Im \gamma^*(k, e) = -\tau + O(e^2), k = 1, \ldots, p$. The leading term of (1.24) gives rise to the so called "Stückelberg oscillations" as $e \rightarrow 0$, a phenomenon which is illustrated numerically in [13]. Note also that the error term is $O(e^{-n})$ instead of $O(e^2)$, which is a common drawback of the method employed to get (1.24). Then, higher-order corrections to formula (1.23) were studied systematically in [14], [15] for equation (1.11) and in [16] for equation (1.7):

In conclusion we give a formula for the logarithm of $S_{11}$ since we can write for $p = 1$

$\ln S_{11} = -\gamma^*(e) - i\theta(e) + O(e^{-n})$

2. Approximate solution. The results of this section will be used in §3. We consider a slightly more general problem than in the introduction. Let $\mathcal{H} = \mathbb{C}^n$, with the usual scalar product, and $A(z, x) e \in \mathbb{R}$, be a linear operator on $\mathcal{H}$. We study the equation $(\gamma = \frac{d}{dz})$

$\text{is} U(z, x) = A(z) U(z, x_0), \quad U(x_0, x_0) = 1, \quad (1.26)$
under the condition that \( A(z) \) is analytic in \( z \) and for each \( z \) the spectrum of \( A(z) \) consists of \( n \) distinct real eigenvalues \( \varepsilon_1(z) < \cdots < \varepsilon_n(z) \), with corresponding eigenprojections \( P_1(z), \ldots, P_n(z) \). Note that the evolution \( U \) is not unitary in general.

In order to find an approximate solution of (2.1) we first consider another problem. Let \( \psi(z) \) be a solution of

\[
iz\psi'(z) = A(z)\psi(z).
\]

If \( Q(z_0) \) is a projection such that \( Q(z_0)\psi(z_0) = \psi(z_0) \), then for any \( z \) we have a projection \( Q(z) \) such that \( Q(z)\psi(z) = \psi(z) \). Indeed, if \( U(z, z_0) = 1 \), we take

\[
Q(z) = U(z, z_0)Q(z_0)U(z_0, z).
\]

The projection \( Q(z) \) is a solution of

\[
izQ'(z) = [A(z), Q(z)]
\]

with the notation \([A, B] = AB - BA\). Let us suppose that at \( z_0 \) we have a complete set of projections \( Q_i(z_0) \), i.e., \( Q_i(z_0)Q_j(z_0) = Q_i(z_0) \delta_{ij} \sum_j Q_j(z_0) = 1 \). Then the \( Q_i(z) \) form a complete set of projections as well and using the fact that for any projection \( P(z) \) we have \( P(z)P'(z)P(z) = 0 \), it follows that

\[
Q_j'(z) = \sum_m Q_m'(z)Q_m(z), Q_j(z).
\]

Therefore we have for all \( j \)

\[
[A(z) - iz\sum_m Q_m(z)Q_m(z), Q_j(z)] = 0.
\]

We look for approximate solutions of this equation. Since \([A(z), P_j(z)] = 0\), the eigenprojections \( P_j(z) \) are approximate solutions of (2.6) up to an error term \( O(\varepsilon) \). Let

\[
A_1(z) := A(z) - izK_0(z),
\]

with

\[
K_0(z) := \sum_m P_m'(z)P_m(z).
\]

By perturbation theory, if \( \varepsilon \) is small enough, \( A_1(z) \) has \( n \) distinct eigenvalues \( \varepsilon_{1,1}(z) \) with corresponding eigenprojections \( P_{1,1}(z), \ldots, P_{1,n}(z) \), such that \( \varepsilon_{1,j}(z) = \varepsilon_j(z) + O(\varepsilon^2) \) and \( P_{1,j}(z) = P_j(z) + O(\varepsilon) \). Indeed, \( \varepsilon_{1,j}(z) = \varepsilon_j(z) - iz\sum P_j(z)K_0(z) + O(\varepsilon^2) \). The projections \( P_{1,j}(z) \) are approximate solutions of (2.6) up to an error term \( O(\varepsilon^2) \) since \([A_1(z), P_{1,j}(z)] = 0\).

\[
K_1(z) := \sum P_{1,m}'(z)P_{1,m}(z)
\]

and

\[
A_2(z) := A(z) - izK_1(z).
\]

Again, for \( \varepsilon \) small enough, \( A_2(z) \) has \( n \) distinct eigenvalues \( \varepsilon_{2,1}(z) \) with corresponding eigenprojections \( P_{2,1}(z) \). Since \( A_2(z) = A_1(z) + izK_1(z) \) and \( K_0(z) - K_1(z) = O(\varepsilon) \), \( P_2(z) \) is an approximate solution of (2.6) up to an error term \( O(\varepsilon^2) \). We can iterate this procedure. At the \( q \)th iteration we have approximate solutions \( P_{q,1}(z) \), up to order term \( O(\varepsilon^{q+1}) \), which are eigenprojections of

\[
A_q(z) := A(z) - izK_{q-1}(z)
\]

with

\[
K_{q-1}(z) = \sum P_{q-1,m}'(z)P_{q-1,m}(z).
\]

We now construct approximate solutions for (2.1). Let \( Q_m(z) \) be a complete smooth family of projections of \( \mathcal{H} \), \( Q_m(z)Q_m(z) = \delta_m Q_m(z) \), and \( \sum_m Q_m(z) = 1 \). We say that an evolution \( V(x, z') \), \( V'(x, z') = 1 \), \( V(x, z_0) \) is the solution of an equation of the type

\[
V'(x, z_0) = \left( B(z) + \sum_m Q_m(z)Q_m(z) \right) V(x, z_0), \quad V(x_0, z_0) = 1,
\]

where \( B(z) \) is such that

\[
[B(z), Q_m(z)] = 0 \quad \forall m.
\]

Reciprocally, any smooth evolution satisfying (2.14) and (2.15) possesses the intertwining property (2.13). The idea is to construct approximate solutions of (2.1) by choosing evolutions which follow the decomposition of \( \mathcal{H} \) into

\[
\mathcal{H} = \bigoplus_m P_m(z)\mathcal{H}.
\]

Therefore we define \( U_q(x, z_0) \) as the solution of

\[
izU_q(x, z_0) = (A_q(x) + izK_q(x))U_q(x, z_0), \quad U_q(x_0, z_0) = 1
\]

The next lemma, which is actually Proposition 2.1 of [19], gives the main estimate which we need to control the error term for the approximate solution \( U_q(x, z_0) \). This lemma is also used in §3.
For any \( z \in \mathbb{C} \) and \( r > 0 \) let \( D(z; r) = \{ z' \in \mathbb{C} : |z' - z| < r \} \) and \( \partial D(z; r) = \{ z' \in \mathbb{C} : |z' - z| = r \} \). Given \( z_0 \in \mathbb{C} \) and \( r_0 > 0 \) let \( A(z) \) be analytic in \( D(z_0; r_0) \) with a spectrum consisting of \( n \) distinct eigenvalues \( \varepsilon_j(z) \) with corresponding eigeprojection \( P_j(z) \) for all \( z \in D(z_0; r_0) \). We define \( A_0(z) = K_a(z), P_j(z), \) and \( e_j(z) \) as above by the iteration method based on (2.11) and (2.12). We set \( R(z, \lambda) = (A(z) - \lambda I)^{-1} \).

**Lemma 2.1.** Let \( z_0 \in \mathbb{C}, r_0 > 0 \) and \( A(z) \) be defined on \( D(z_0; r_0) \) with the above properties. Let \( r_1 > 0 \) and \( D_j = D(e_j(z_0); 2r_1) \) be \( n \) disjoint discs in \( \mathbb{C}, j = 1, \ldots, n \), such that for all \( z \in D(z_0; r_0) \)

\[
e_j(z) \in D(e_j(z_0); r_1).
\]

Let

\[
a = a(z_0) := \sup_j \sup_{z \in D_j} \sup_{z \in D(z_0; r_0)} |R(z, \lambda)| < \infty
\]

and

\[
b = b(z_0) := \sup_{z \in D(z_0; r_0)} \|K_0(z)\| < \infty.
\]

Then there exist \( \kappa = \kappa(a, b) > 0 \) and \( c = c(r_0, r_1, a, b) < \infty \) such that

\[
\|K_j(z) - K_{j-1}(z)\| \leq \kappa \epsilon_j \kappa!
\]

for all \( z \in D(z_0; r_0) \), all \( 0 < \epsilon \leq \kappa\), and all \( q \leq q^*(\epsilon) = \lfloor \frac{\sqrt{\epsilon}}{\kappa} \rfloor \), where \( \lfloor y \rfloor \) is the integer part of \( y \) and \( \kappa \) is the basis of the neperian logarithm.

**Remark.** The proof of this lemma is given in [19] for the case \( P_1 + P_2 = \mathbb{1} \) in the general situation where the spectrum of the (possibly unbounded) operator \( A(z) \) is separated in two parts for any \( z \in D(z_0; r_0) \) and \( \dim P_j(z) \mathcal{H} \leq \infty \). However, the proof is the same for the case \( \sum_{j=1}^n P_j(z) = 1, n \geq 2 \), apart from the obvious changes due to the presence of more than two projectors.

**Corollary 2.2.** Let the hypothesis of Lemma 2.1 be satisfied. Then for all \( \kappa = \kappa^*(\epsilon) \):

\[
e_j(z) = e_j(z) + O(\epsilon^b).
\]

**Proof.** Since \( P_j(z)K_0(z)P_j(z) = 0 \) the statement is true for \( q = 1 \). For \( q \geq 2 \) we have

\[
\|A_0(z) - A_1(z)\| \leq \frac{1}{s-1} \sum_{m=1}^{s-1} \|K_m(z) - K_{m-1}(z)\| \leq \epsilon b \sum_{m=1}^{s-1} e^{m \sigma_{\mathcal{M}} \lambda} = O(\epsilon^b)
\]

and the statement follows from perturbation theory.

We now apply Lemma 2.1 and Corollary 2.2 to control the norm of \( U_\varepsilon(x, z_0) \). It is crucial that \( U_\varepsilon \) has the decomposition of \( \mathcal{H} \) into \( \Theta \mathcal{H} \mathcal{M} \mathcal{M} P_m(z) \mathcal{H} \).

**Corollary 2.3.** Let \( r_0 > 0 \) be such that for each \( z \in \mathbb{R} \) the hypotheses of Lemma 2.1 are satisfied on \( D(z; r_0) \) with constants \( r_1 \) and \( a(z) \) independent of \( \epsilon \) and \( q \). Then for \( \varepsilon \in \varepsilon^* \) and \( q \leq q^* \)

\[
\|U_\varepsilon(x, z_0)\| \leq \exp \left( O \left( \int_{z_0}^x b(x') dx' \right) \right).
\]

**Proof.** We introduce the evolution \( W_\varepsilon(x, z_0) \),

\[
W_\varepsilon(x, z_0) = K_0(x)W_\varepsilon(x, x_0), \quad W_\varepsilon(x, z_0) = 1.
\]

From Lemma 2.1 we have

\[
\|K_0(x)\| \leq \exp \left( O \left( \int_{z_0}^x b(x') dx' \right) \right).
\]

Let us choose \( \epsilon \) eigenvectors \( \psi_{\epsilon,j}(x) \) of \( A_\varepsilon(x) \) at \( x = 0 \). The vectors

\[
\psi_{\epsilon,j}(x) := W_\varepsilon(x, 0)\psi_{\epsilon,j}(0), \quad j = 1, \ldots, n
\]

are eigenvectors of \( A_\varepsilon(x) \) since \( W_\varepsilon(x, 0) \) interpolates between \( P_\varepsilon(x) \) and \( P_\varepsilon(x) \) and \( \psi_{\epsilon,j}(x) \psi_{\epsilon,j}(0) \) by definition.

\[
P_\varepsilon(x)\psi_{\epsilon,j}(x) = 0, \quad j = 1, \ldots, n.
\]

Let us write \( U_\varepsilon(x, z_0) := W_\varepsilon(x, z_0)\phi_\varepsilon(x, z_0) \). The unknown operator \( \phi_\varepsilon(x, z_0) \) is the solution of

\[
\im \phi_\varepsilon(x, z_0) = \phi_\varepsilon(x, z_0)A_\varepsilon(x)W_\varepsilon(x, z_0)\phi_\varepsilon(x, z_0), \quad \phi_\varepsilon(x, z_0) = 1.
\]

The operator \( W_\varepsilon(x_0, z_0)A_\varepsilon(x)W_\varepsilon(x, z_0) \) has eigenvalues \( \psi_{\epsilon,j}(z) \) with eigenvectors \( \phi_{\epsilon,j}(z) \). Therefore

\[
\phi_{\epsilon,j}(x) = \exp \left( -i \epsilon^{-1} \int_{z_0}^x \psi_{\epsilon,j}(x') dx' \right) \phi_{\epsilon,j}(0), \quad j = 1, \ldots, n.
\]

From Corollary 2.2 and the reality of \( \psi_{\epsilon,j} \),

\[
\left| \int_{z_0}^x \psi_{\epsilon,j}(x') dx' \right| \leq O(\epsilon^2) \left| \int_{z_0}^x b(x') dx' \right|
\]

hence

\[
\|U_\varepsilon(x, z_0)\| \leq \exp \left( O(1) \right) \left| \int_{z_0}^x b(x') dx' \right|.
\]

Note that in the above proof we have factorized the evolution \( U_\varepsilon(x, z_0) \) as the product

\[
U_\varepsilon(x, z_0) = W_\varepsilon(x, z_0)\phi_\varepsilon(x, z_0),
\]

where \( \phi \) only is singular in the limit \( \varepsilon \to 0 \) and \( \|\phi\| = O(1), \|W_\varepsilon\| = O(1) \). Since in our simple case \( \phi \) is known explicitly, the solution \( \phi(z) \) of

\[
\epsilon i \psi(x) = (A_\varepsilon(x) + \epsilon K_0(x))\psi(x), \psi(z_0) = \psi_0
\]

(2.28)
can be written as
\[
\psi(x) = U_0(x, x_0)\psi(0)
\]
\[
= \sum_{j \geq 1} c_{\phi_j}(x_0) \exp \left(-i \epsilon^{-1} \int_{x_0}^{x} e_{\phi_j}(x') \, dx'\right) \varphi_{\phi_j}(x),
\]
where the \(c_{\phi_j}(x_0)\) are defined by the identity
\[
\psi_0 = \sum_{j \geq 1} c_{\phi_j}(x_0) \varphi_{\phi_j}(x).
\]

**Theorem 2.4.** Let \(r > 0\) and \(g > 0\) and let \(A(x)\) be analytic in \(\Omega_r = \{z = x + iy : x, y \in \mathbb{R}, |y| < r\}\). Let the spectrum of \(A(x)\) consist of \(n\) real distinct eigenvalues \(e_j(x), j = 1, \ldots, n\), such that for all \(x \in \mathbb{R}\)
\[
|e_k(x) - e_j(x)| \geq g, \quad k \neq j.
\]
Let
\[
\|K_0(x)\| = \left\| \sum_{j \geq 1} P_j^*(x) P_j(x) \right\|
\]
be an integrable function of \(x\) which tends to zero as \(|x| \to 0\). Then there exist constants \(C^* > 0\), \(C' < \infty\), \(\kappa > 0\) such that the above-constructed matrix \(U_0^*(x, x_0)\) approximates the solution \(U(x, x_0)\) of the equation
\[
isU^*(x, x_0) = A(x)U(x, x_0),
\]
\[
U(x_0, x_0) = 1
\]
in such a way that
\[
\sup_{x, x_0 \in \mathbb{R}} \|U(x, x_0) - U_0^*(x, x_0)\| \leq C' \exp(-\kappa|x|).\]

**Remarks.** i) Neither \(U\) nor \(U_0^*\) are unitary in general; however, both their norms are \(O(1)\) as \(\epsilon \to 0\).

ii) Note that \(\lim_{t \to \pm \infty} A(x)\) need not exist, since we only require that \(\lim_{t \to \pm \infty} P_j(x) = P_j(\pm \infty)\) exists.

iii) The exponential decay rate is given by \(\kappa = 1/\epsilon^r\) (see (2.33)) where \(r\) is defined in Lemma 2.1. The decay rate obtained by this method is certainly not optimal but has the merit, however, to be explicit and rather simple to determine. It should be noted also that in the general case (i.e., \(n > 2\)), it is an open problem to determine the optimal decay rate.

iv) Similar results were also obtained by different methods: Nenciu [20] considered and studied a formal series expansion in \(\epsilon\) satisfying (2.4) and Martines [21] and Sjöstrand [22] used microlocal analysis techniques. In particular, the question raised in the preceding remark is addressed in [21]. However, the estimates needed in §3 are proved in [19] only.

**Proof.** By standard arguments of perturbation theory we can verify the hypothesis of Corollary 2.3 with \(b(x)\) integrable on \(\mathbb{R}\) (see, e.g., §2 of [23]). We recall that
\[
q^*(x) = \left[ \frac{1}{\epsilon \epsilon^r} \right]
\]
We can also write \( \psi(x) \) as \((\epsilon_j^n \equiv \psi_{\nu,j})\)
\[
\psi(x) = \sum_{j \geq 1} \epsilon_j^n(x) e^{-i/\epsilon \int_0^x \epsilon_j^n(s') ds'} \psi_j^n(x).
\]
(2.42)
\[
= \sum_{j \geq 1} \epsilon_j^n(x) e^{-i/\epsilon \int_0^x \epsilon_j^n(s') ds'} e^{-i/\epsilon \int_0^x (\epsilon_j^n(s') - \epsilon_j^n(s)) ds'} \psi_j^n(x).
\]
From (2.39), (2.42), and \( \lim_{x \rightarrow -\infty} \| P_{\nu,j}(x) - P_j(x) \| = 0 \) we have
\[
\lim_{x \rightarrow -\infty} e^{-i/\epsilon \int_0^x \epsilon_j^n(s') ds'} P_j(x) \psi(x) = \psi_j^n(-\infty)
\]
(2.43)
\[
eq e^{-i/\epsilon \int_0^x (\epsilon_j^n(s') - \epsilon_j^n(s)) ds'} c_j^n(-\infty) \psi_j^n(-\infty).
\]
On the other hand, with the definitions \( W_q(\pm \infty, \pm x_0) = W_q(\pm \infty, \pm 0) W_q(x_0, \pm \infty), 0 \leq q < q^*, \)
we have
\[
\psi_j^n(\infty) = W_q(\infty, -\infty) \psi_j^n(-\infty)
\]
\[
= W_q(\infty, -\infty) W_q(-\infty, x_0) \psi_j^n(x_0)
\]
\[
= W_q(\infty, -\infty) W_q(-\infty, 0) \psi_j^n(0)
\]
\[
= e^{-i/\epsilon \int_0^x \epsilon_j^n(s') ds'} c_j^n(0).
\]
(4.44)
The last equality defining the factor \( e^{-i\theta_j} \) where \( \theta_j \) is in general complex. Thus, similarly,
\[
eq e^{-i/\epsilon \int_0^x \epsilon_j^n(s') ds'} e^{-i\theta_j} c_j^n(0) = c_j^n(\infty).
\]
(2.45)
Let \( \psi \) be a solution of (2.38) characterized by \( c_j^n(\infty) = 1 \) and \( c_k(-\infty) = 0 \) for \( k \neq j \) which we decompose as in (2.42). From Theorem 2.4 and (2.29) an approximate solution of \( \psi(x) \) is obtained by replacing \( \epsilon_j^n(x) \) by \( \epsilon_j^n(x_0) \) in (2.42), and we have
\[
\sup_{x \in \mathbb{R}} |c_j^n(x) - c_j^n(x_0)| = O(e^{-\epsilon x_0^{-1}}), \quad j = 1, \ldots, n.
\]
(2.46)
Therefore
\[
c_k(\pm \infty) = O(e^{-\epsilon x_0^{-1}}), \quad k \neq j
\]
(2.47)
and
\[
c_j^n(\infty) = e^{-i\theta_j} e^{-i/\epsilon \int_0^x \epsilon_j^n(s') ds'} + O(e^{-\epsilon x_0^{-1}}).
\]
(2.48)
The matrix \( S \) defined in the introduction is then given by the following corollary.

**Corollary 2.5.**
\[
S_{kj} = e^{-i\theta_j} e^{-i/\epsilon \int_0^x \epsilon_j^n(s') ds'} \delta_{kj} + O(e^{-\epsilon x_0^{-1}}).
\]

**Remark.** It should be recalled that we did not write explicitly the \( \epsilon \)-dependence of \( \epsilon_j^n \) or \( P_{\nu,j} \), but in Corollary 2.5 we have \( \delta_j^n = \beta_j^n(\epsilon) \) and \( \epsilon_j^n(x') = \epsilon_j^n(x', \epsilon) \).

3. Asymptotics of the nondiagonal part of the matrix \( S \).

3.1. Stokes lines. From now on, we deal with the case \( \mathcal{H} = \mathcal{C}_1 \); we compute in this section an asymptotic expression for \( S_{12} \), which, in the simplest case, reads
\[
S_{12} = e^{-i\rho(x)} e^{-i\rho(x') e^{-1} + O(e^{-\epsilon x_0^{-1}})})
\]
(3.1)
The idea is to combine our iterative scheme (2.11), (2.12) with an analysis in the complex plane by a method due to Prüfer and Prüfer [1]. To perform the analysis we need some precise information about the analytic extension of \( A(x) \) into the complex plane. In particular, we must control the Stokes lines of the problem (Condition II below). Thus, in this subsection we introduce the notion of Stokes lines and give the conditions needed to make use of the method of [1] in the next subsection.

Without restricting the generality we impose \( tr A(\bar{s}) = 0 \). Thus we have \( A(x)^2 = \rho(x^2) \), with this identity defining the function \( \rho(z) \). The eigenvalues of \( A(x) \) are then \( e^{i\theta_1}(x) = e^{i\theta_2}(x) \) and \( e^{i\theta_2}(x) = \sqrt{\rho}(x) \), with \( \sqrt{1} = 1 \).

The corresponding eigeprojections are given by
\[
P_j(x) = \frac{1}{2} \left( 1 + A(x) \epsilon_j^n(\delta_j^n) \right)
\]
(3.2)
On \( \mathbb{R} \) the eigenvalues are real and distinct and we suppose that there exists \( g > 0 \) with \( \rho(x) > g \), for all \( x \in \mathbb{R} \).

Let \( \Omega \) be a domain of \( \mathbb{C} \), symmetric with respect to the real axis, containing \( \mathbb{R} \), on which \( A \) has an analytic extension. Since \( \rho \) is real on \( \mathbb{R} \) we have for any \( x \in \Omega, \rho(\bar{z}) = \rho(z) \). The analysis of \( S_{12} \) is done by working in the upper half-plane only, whereas the analysis of \( S_{21} \) is performed in the lower half-plane, as we shall see below. The eigenvalues and eigeprojections also have analytic extensions in \( \Omega \), but it is clear that the zeros of \( \rho \) in \( \Omega \) are singular points for these objects. Some of these singularities play a dominant role in the determination of \( S_{jk}, j \neq k \).

As in \( \mathbb{R} \) we introduce new operators \( A_k(x) \) for all \( x \in \Omega \setminus \{ z' : \rho(x') = 0 \} \), by the iteration scheme (2.11) and (2.12). In our case we can write
\[
K_1(x) = P_{12}(x) P_1(x) + P_{22}(x) P_2(x)
\]
(3.3)
\[
= [P_{12}(x), P_1(x)] = \frac{1}{4\rho(x)} [A'(x), A(x)],
\]
where \( t = \frac{1}{2s} \) and we compute for all \( g \)
\[
A_0(x) = A(x) - \epsilon e^{i/\epsilon \int_{-\infty}^{x} e^{-1} + O(e^{-\epsilon x_0^{-1}})}
\]
(3.4)
\[
= A(x) - \frac{\epsilon}{4\rho(x) - x} [A_{-1}(x), A_{-1}(x)].
\]
Indeed, we have \( tr A(x) = 0 \), because the trace of a commutator is zero. Thus \( \rho(x) \) is defined by \( A^2(x) = \rho(x) \). Hence the eigenvalues \( e^{i\theta}(x) \) of \( A(x) \) and \( P_{12}(x) \) is given by an expression similar to (3.2). Equation (3.4) clearly shows that although the eigenvectors and eigeprojections are multivalued in \( \Omega \) when we perform the analytic continuation, this is not the case for \( A_k(x) \). In the above construction we must avoid the zeros of \( \rho(x) \) for \( g^* \leq q < 1 \).

**Condition I.** The set \( X = \{ x \in \Omega : \rho(x) = 0 \} \) is a finite set. Let \( r_2 > 0 \) such that \( D(z_2, r_2) \cap D(z_2, r_2) = \emptyset \) for all \( z_2 \neq z_2 \) in \( X \) and let
\[
\hat{\Omega} = \Omega \setminus \bigcup_{x \in X} D(z_2, r_2).
\]
(3.5)
Semiclassical asymptotics for scattering systems

There exist constants $\gamma' > 0$ and $C' < \infty$ such that uniformly on $\Omega$

\begin{equation}
|\rho(z)| \geq \gamma', \quad \|P_\gamma(z)\| \leq C'.
\end{equation}

Remark. As we shall see in conditions II and III below, we must satisfy (3.6) on a subset of $\Omega$ only.

Condition I allows us to verify the hypotheses of Lemma 2.1 uniformly on $\Omega$.
Moreover, the operators $A_\gamma(z)$ are holomorphic on $\Omega$, provided $\varepsilon$ is small enough.
Indeed for any $\varepsilon \leq \varepsilon^*$ and $\gamma \leq \gamma^*$

\begin{equation}
\rho_\gamma(z) = \rho(z) + O(\varepsilon^2).
\end{equation}

(The proof is the same as that of Corollary 2.2.) We define eigenvectors of $A_\gamma(z)$, $z \in \Omega$, by the method of $\S 2$.
Let $\varphi_j(0)$ be an eigenvector of $A_\gamma(0)$ for the eigenvalue $\varepsilon_j^*(0)$, $j = 1, 2$. Let $W_\gamma(z,0)$ be the analytic continuation of $W_\gamma(z,0)$ along a path $\alpha$ in $\Omega$, starting at 0 and ending at $z$, where

\begin{equation}
W_\gamma(z,0) = K_\epsilon(z)W_\gamma(z,0), \quad z \in \mathbb{R},
\end{equation}

\begin{equation}
W_\gamma(0,0) = 1.
\end{equation}

The operator $W_\gamma(z,0)$ is a (local) solution of

\begin{equation}
W_\gamma(z,0) = K_\epsilon(z)W_\gamma(z,0),
\end{equation}

\begin{equation}
W_\gamma(z,0) = K_\epsilon(z)W_\gamma(z,0).
\end{equation}

The main property of $W_\gamma(z,0)$, which follows from (3.9) (see (2.13) and (2.14)), is that the vectors

\begin{equation}
\varphi_j^\gamma(z,0) \equiv W_\gamma(z,0)\varphi_j^\gamma(0), \quad j = 1, 2
\end{equation}

are two eigenvectors of $A_\gamma(z)$, which are obtained by analytical continuation of $\varphi_j^\gamma(0)$ along $\alpha$. The vector $\varphi_j^\gamma(z,0)$ is an eigenvector for the eigenvalue $\varepsilon_j^*(z,0)$, which is the analytic continuation of $\varepsilon_j^*(0)$ along $\alpha$.

Lemma 3.1. Let $z_j$ be a simple zero of $\rho$ in $\Omega$ and let $\eta_1$ be a simple closed path
around $D(x_1; r_1)$, counterclockwise oriented and enclosing no other disc $D(x_2; r_2$) with $\rho(x_2) = 0$.
Then for $\varepsilon$ small enough,
1) the total variation of the argument of $\rho$ along $\eta_1$ is $2\pi i$,
2) if $\eta$ starts at $z = 0$, then there exist two complex numbers $\theta_j, j \neq k, j, k = 1, 2$;
such that

\begin{equation}
W_\gamma(0)\varphi_j^\gamma(0) := e^{\theta_j}\varphi_j^\gamma(0), \quad j \neq k.
\end{equation}

and

\begin{equation}
e^{\theta_k}e^{\theta_j} = -1, \quad j \neq k.
\end{equation}

Proof. 1) Using (3.7), we can write

\begin{equation}
\rho_\gamma(z) = \rho(z)g(z)
\end{equation}

with $|g(z)| < 1$ for all $z \in \eta$. Thus

\begin{equation}
0 = \frac{1}{2\pi i} \int_\eta g(z) dz = \frac{1}{2\pi i} \int_\eta \rho_\gamma(z) dz - \frac{1}{2\pi i} \int_\eta \varphi_j^\gamma(z) dz
\end{equation}

\begin{equation}
= \frac{1}{2\pi i} \int_\eta \varphi_j^\gamma(z) dz - 1.
\end{equation}

2) $\varphi_j^\gamma(0)$ is an eigenvector of $A_\gamma(0)$ for the eigenvalue $\varepsilon_j^*(0)$. After analytical continuation $\varepsilon_j^*(0)\eta$ is an eigenvector of $A_\gamma(0)$ and by 1) it is equal to $-\varepsilon_j^*(0) = \varepsilon_j^*(0), k \neq j$. Thus $\varepsilon_j^*(0)\eta = W_\gamma(0)\varphi_j^\gamma(0)$ is an eigenvector for the eigenvalue $\varepsilon_j^*(0)$
and therefore proportional to $\varphi_j^\gamma(0)$. Finally, the last identity is a consequence of

\begin{equation}
\text{det} W_\gamma(0) = 1 \text{ since } \text{tr}K_\epsilon(z) = 0.
\end{equation}

Let $\Sigma$ be a simply connected domain in $\Omega$, which contains the real axis.
In $\Sigma$ the analytic continuations of $\varphi_j^\gamma(z)$ and $\varphi_j^\gamma(z)$ are path independent so that we write $\varphi_j^\gamma(z)$ instead of $\varphi_j^\gamma(z,0)$ and so on. Let $\psi(z)$ be a solution of

\begin{equation}
\varepsilon z^\psi(z) = A\psi(z), \quad z \in \Sigma.
\end{equation}

We decompose $\psi(z)$ along the eigenvectors of $A_\gamma(z)$,

\begin{equation}
\psi(z) = \sum_{j=1}^2 c_j^\gamma(z)e^{-i\epsilon\int_{\Omega_{\gamma}} z^\psi(z) dz} \varphi_j^\gamma(z),
\end{equation}

and we derive a differential equation for the unknown coefficients $c_j^\gamma(z)$ using the identities

\begin{equation}
A(z) = A_\gamma(z) + \varepsilon K_\epsilon \varphi_j^\gamma(z)
\end{equation}

and

\begin{equation}
\varphi_j^\gamma(z) = K_\epsilon(z)\varphi_j^\gamma(z).
\end{equation}

By performing scalar products with $W_j^{-1}(z)\varphi_j^\gamma(0), j = 1, 2$, where $\Omega$ denotes the adjoint, we get a set of linear equations to be solved for $c_j^\gamma(z)$. Let $R$ be the constant matrix defined by

\begin{equation}
R = \left( \begin{array}{cc} \langle \varphi_1^\gamma(0), \varphi_1^\gamma(0) \rangle & \langle \varphi_1^\gamma(0), \varphi_2^\gamma(0) \rangle \\
\langle \varphi_2^\gamma(0), \varphi_1^\gamma(0) \rangle & \langle \varphi_2^\gamma(0), \varphi_2^\gamma(0) \rangle \end{array} \right)^{-1}
\end{equation}

the elements of which, denoted by $r_{jk}$, are $O(1)$. We obtain finally

\begin{equation}
c_j^\gamma(z) = \sum_{k=1}^2 \exp(i\epsilon^{-1}\Delta_j^{\gamma}(z))a_{jk}(z)c_k^\gamma(0),
\end{equation}

where

\begin{equation}
\Delta_j^{\gamma}(z) = \int_0^{z} (\varepsilon_j^\gamma(z') - \varepsilon_k^\gamma(z')) dz'
\end{equation}

and

\begin{equation}
a_{jk}(z) = -\sum_{l=1}^2 r_{lj}(\varphi_l^\gamma(0))W_\gamma^{-1}(z)(K_\epsilon(z') - K_\epsilon^{-1}(z))W_\gamma(z')\varphi_k^\gamma(0).
\end{equation}

We have a good control of $a_{jk}(z)$ using Lemma 2.1 but the factor $\exp(i\epsilon^{-1}\Delta_j^{\gamma}(z))$ may cause trouble when we consider the limit $\varepsilon \rightarrow 0$ because $\Delta_j^{\gamma}(z) \neq 0$. Since $\varepsilon_j^\gamma(z) = \varepsilon_j(z) + O(\varepsilon^2)$, we must actually control the factor $\exp(i\epsilon^{-1}\Delta_j^{\gamma}(z))$, where

\begin{equation}
\Delta_j^{\gamma}(z) = \int_0^{z} \left( \varepsilon_j(z') - \varepsilon_k(z') \right) dz'.
\end{equation}
The function $\Delta_{jk}$ is equal, up to a factor $\pm 2$, to the function

$$\psi(z) := \int_{0}^{z} \sqrt{\rho(z')} dz', \quad (3.22)$$

which is naturally associated with the quadratic differential $\rho(z) dz^2$.

**DEFINITION.** A Stokes line $\alpha$ is a curve in $\Omega \setminus \{z : \rho(z) = 0\}$ such that

1. $\text{Im} \psi(z)$ is a constant along $\alpha$,
2. $\alpha$ is maximal with property 1), and
3. one of the boundary points of $\alpha$ at least is a zero of $\rho(z)$.

There are different terminologies in the literature. Sometimes our Stokes lines are called anti-Stokes lines and vice versa (see below). A Stokes line is always a simple curve and in our case it is contained either in the upper half-plane or in the lower half-plane. Near a simple zero $z_0$ of $\rho(z)$ the level-lines of $\text{Im} \psi(z)$ are homeomorphic to the level-lines

$$\text{Im} z^{3/2} = \text{constant} \quad \text{around} \ z = 0.$$ 

For any simple zero $z_0$ of $\rho(z)$ there are exactly three Stokes lines which have $z_0$ as boundary point. We call them the Stokes lines of $z_0$ (see Fig. 1).

**CONDITION II.** A) There exists in the upper half-plane a nonempty finite set of simple zeros of $\rho(z)$, $\{z_1, ..., z_p\}$ with the following properties (see Fig. 2):

1. There exists a Stokes line $l_i$, parameterized by $(t_i, t_{i+1})$, such that 
   $\lim_{t \to t_i} l_i(t) = z_i, \lim_{t \to t_{i+1}} l_i(t) = z_{i+1}, i = 1, ..., p - 1$
2. There exists a Stokes line $l_0$, parameterized by $(\infty, t_1)$, such that 
   $\lim_{t \to \infty} l_0(t) = z_1, \lim_{t \to t_1} \text{Re} l_0(t) = -\infty, \lim_{t \to \infty} \text{Im} l_0(t) = a^-$
3. There exists a Stokes line $l_p$, parameterized by $(t_p, \infty)$, such that 
   $\lim_{t \to t_p} l_p(t) = z_p, \lim_{t \to \infty} \text{Re} l_p(t) = \infty, \lim_{t \to \infty} \text{Im} l_p(t) = a^+$

B) Along any vertical line $\text{Re} z = x$ going from the real axis to $l_0$ or $l_p$, $\text{Im} \psi(z)$ is strictly monotone, provided $|x|$ is large enough.

**Remark:** Condition II describes the situation illustrated in Fig. 2.

In our case, if Condition II is satisfied then an analogous condition holds in the lower half-plane. It follows from Theorem 2.1 in [7] that the region $\Omega$ in the upper half-plane between the real axis and the closure of the Stokes lines $l_0, ..., l_p$ is a simply connected region in $\Omega$ which does not contain zeros of $\rho$ in its interior. In [7], part B of Condition II follows from the existence of limiting matrices when $t$ tends to infinity. As already noted, such limiting matrices are not supposed to exist here. Let $r > 0$ and let

$$\Sigma_r = \{z \in \mathbb{C} | \text{dist}(z, \Lambda) \leq r \text{ and } |z - z_i| \geq r, i = 1, ..., p\}. \quad (3.24)$$

**CONDITION III.** There exists $r > r_3$ sufficiently small so that $\Sigma_r$ is a simply connected region in $\Omega$ containing the real axis and such that, for any zero $z_i, i = 1, ..., p$, each Stokes line of $z_i$ in the disc $D(z_i, r)$ intersects the boundary of the disc at a single point, $D(z_i, r) \cap D(z_j, r) = \emptyset$ (see Fig. 3).

The function

$$\delta(z) := \sup_{x \to \pm \infty} \left| \text{Re} \xi(x + iy) \right| \quad (3.25)$$

tends to zero at infinity and is integrable on $\mathbb{R}$.

**Remark.** As we already mentioned, we need to verify Condition I on $\Sigma_r$ only and not on $\Omega$ since we shall integrate the differential equation (3.18) along a path in $\Sigma_r$.

**3.2. The Fröman–Fröman method.** We suppose that Conditions I–III are satisfied and we study equation (3.18) on $\Sigma_r$. The hypotheses of Lemma 2.1 are thus verified uniformly on $\Sigma_r$, so that there exists a $\psi^* = \psi^*(z)$ independent of $z \in \Sigma_r$, provided $\varepsilon$ is small enough. Let us rewrite equation (3.18) as a Volterra equation

$$c_1^*(z) = c_1^*(z_0) + \int_{z_0}^{z} a_{11}(z')c_1^*(z') dz' + \int_{z_0}^{z} a_{12}(z')e^{-\epsilon \Delta_{11}(z')}c_2^*(z') dz' \quad (3.26)$$

and

$$c_2^*(z) = c_2^*(z_0) + \int_{z_0}^{z} a_{21}(z')c_1^*(z') dz' + \int_{z_0}^{z} a_{22}(z')e^{-\epsilon \Delta_{11}(z')}c_2^*(z') dz' \quad (3.27)$$

**LEMMA 3.2.** If Conditions I–III hold then

$$\lim_{z \to \pm \infty} c_i^*(z) = c_i^*(\pm \infty) \text{ exist and } \lim_{z \to \pm \infty} \sup_{x \to \pm \infty} |c_i^*(z + iy) - c_i^*(z) + iy)| = 0.$$
In (3.32) \( s' \leq s \) and \( \Delta_{2}(s') = -\Delta_{2}(s') \). Using (3.29) and the hypothesis on the path we have

\[
|\exp(-e^{-1}(\text{Im} \Delta_{12}(s) - \text{Im} \Delta_{12}(s')))| \leq \exp(-e^{-1}(\text{Im} \Delta_{12}(s) - \text{Im} \Delta_{12}(s')) + O(e)) = O(\exp(O(e))).
\]

Let \( \|X_{1}\| = \sup_{0 < s < s_{1}} |X_{1}(s)| \). We get from (3.31), (3.32), and (3.33), using (2.28),

\[
\|X_{1}\| \leq 1 + O(e^{-e^{-1}})\|X_{1}\| + \|X_{2}\|,
\]

\[
\|X_{2}\| \leq O(e^{-e^{-1}})(\|X_{1}\| + \|X_{2}\|),
\]

so that for \( s \) small enough \( \|X_{1}\| + \|X_{2}\| \leq 2 \). Using this a priori estimate in (3.31) and (3.32) we have

\[
\sup_{0 < s < s_{1}} |X_{1}(s) - 1| = O(e^{-e^{-1}})
\]

and

\[
\sup_{0 < s < s_{1}} |X_{2}(s)| = O(e^{-e^{-1}}).
\]

Equations (3.35) and (3.36) allow us to determine the first column of \( T(z, z_{0}) \),

\[
T(z, z_{0}) = \begin{pmatrix}
1 + O(e^{-e^{-1}}) & T_{22}(z, z_{0}) \\
O(e^{-e^{-1}}) & T_{22}(z, z_{0})
\end{pmatrix}.
\]

Since \( a_{11}(z) + a_{22}(z) = O(e^{-e^{-1}}) \), we get from the Liouville formula

\[
det T(z, z_{0}) = \exp(O(e^{-e^{-1}})) = 1 + O(e^{-e^{-1}}).
\]

Moreover \( T^{-1}(z, z_{0}) = T(z, z_{0}) \), hence

\[
T(z, z_{0}) = \begin{pmatrix}
1 + O(e^{-e^{-1}}) & T_{22}(z, z_{0}) - T_{21}(z, z_{0}) \\
T_{22}(z, z_{0}) & T_{11}(z, z_{0})
\end{pmatrix}.
\]

The reverse path \( \alpha^{-1} \) from \( z_{0} \) to \( z \) is such that \( s \rightarrow \text{Im} \Delta_{12}(\alpha^{-1}(s)) \) is nonincreasing from \( s_{1} \) to \( s_{0} \). If \( c_{1}(z_{0}) = 0 \) and \( c_{2}(z_{0}) = 1 \) then we can estimate \( c_{1}(z_{0}) \) and \( c_{2}(z_{0}) \) as above, introducing new variables \( Y_{2}(s) = c_{2}(-\alpha^{-1}(s)) \) and \( Y_{1}(s) = c_{1}(-\alpha^{-1}(s)) \). Thus we can estimate the second column of (3.39). The coefficient \( T_{22}(z, z_{0}) \) is estimated using \( \det T(z, z_{0}) = 1 + O(e^{-e^{-1}}) \).

A Stokes line is a good path because \( \text{Im} \Delta_{12}(z) \) remains constant along this line. The following corollary is thus immediate.

**Corollary 3.4.** If there is a Stokes line going from \( z_{0} \) to \( z \), then

\[
T(z, z_{0}) = \begin{pmatrix}
1 + O(e^{-e^{-1}}) & O(e^{-e^{-1}}) O(e^{-e^{-1}}) \\
O(e^{-e^{-1}}) & 1 + O(e^{-e^{-1}})
\end{pmatrix}.
\]

We now come to the difficult part of the method. We must control the matrix solution \( T(z, z_{0}) \) along a portion of \( \partial D(z_{1}, r) \), which is not a good path in the sense that \( \text{Im} \Delta_{12}(z) \) is not monotone. We must establish two lemmas. The first lemma
gives a monodromy matrix around the singularity $z_1$, and is easily proven. The second and main lemma is more difficult to establish. Its proof is based on Lemmas 3.3 and 3.5 and on a clever use of elementary identities between the coefficients of products of $2 \times 2$ matrices and their inverses [1]. This method has a definite advantage over the use of stretching and matching techniques to compute asymptotics in the sense that it allows us to obtain better estimates on the remainders (see (1.19) in the introduction). However, it can only be used for simple zeros of the function $\rho(z)$, whereas the stretching and matching method works in more general situations [24].

We consider now the neighborhood of a zero of $\rho(z)$, say $z_2$. Let $\delta$ be the boundary of the disc $D(z_1; r)$ counterclockwise oriented, going from $\zeta_5$ to $\zeta_6$ as in Fig. 5. On this figure the solid lines are the Stokes lines of $z_1$, and the dashed lines are the anti-Stokes lines of $z_1$, i.e., the lines along which $\text{Re} \Delta_{12}(z) \equiv \text{Re} \Delta_{12}(z_1)$. The arrows indicate the directions in which $\text{Im} \Delta_{12}(z)$ is nondecreasing along the boundary of $D(z_1; r)$.

We compute the matrix $T(\zeta_6, \zeta_5)$ along $\delta$.

**Lemma 3.5.**

\[
T(\zeta_6, \zeta_5) = \begin{pmatrix}
0 & e^{\i \theta} \int_{\zeta_5} \psi_1^* e^{-\i \theta_{z_5}} \\
0 & 0
\end{pmatrix}.
\]

**Proof.** Let us consider $\psi(z)$ at $z = \zeta_5$, the solution of which we have obtained by integration along the Stokes line $\zeta_4$ up to $\zeta_6$. We have

\[
\psi(\zeta_6) = \sum_{j=1}^{2} c_j(\zeta_6) e^{-\i \theta} \int_{\zeta_5} \psi_j^* e^{-\i \theta_{z_5}},
\]

where in (3.40) the integration from 0 to $\zeta_5$ is along $\alpha$ as in Fig. 6 and, similarly, $\psi_j^*(\zeta_6)$ is the analytical continuation of $\psi_j^*(0)$ along $\alpha$.

We make the analytical continuation of (3.40) along $\delta$ up to $\zeta_6$. Since $\psi(z)$ is holomorphic at $z_1$ we have $\psi(\zeta_6) = \psi(\zeta_5)$ and we can write

\[
\psi(\zeta_6) = \sum_{j=1}^{2} c_j(\zeta_6) e^{-\i \theta} \int_{\zeta_5} \psi_j^* e^{-\i \theta} e^{\i \theta_{z_5}},
\]

where now $\psi_j^*(\zeta_6)$ is the analytical continuation of $\psi_j^*(0)$ along $\alpha$ and then along $\delta$. But this is the same as the analytical continuation of $\psi_j^*(0)$ along $\eta$ and then along $\alpha$ as in Fig. 6. By Lemma 3.1 we therefore have

\[
\psi_j^*(\zeta_6) = e^{\theta_{z_6}} \psi_j^*(\zeta_5).
\]

Similarly we have

\[
\int_{\alpha} e_j^* + \int_{\delta} e_j^* = \int_{\eta} e_j^* + \int_{\alpha} e_j^*.
\]

Hence, by comparing (3.40) and (3.41),

\[
c_j(\zeta_6) e^{-\i \theta} \int_{\zeta_5} \psi_j^* e^{-\i \theta_{z_5}} = c_j(\zeta_6), \quad k \neq j.
\]

**Lemma 3.6.** For $\varepsilon$ small enough

\[
T(\zeta_6, \zeta_5) = \begin{pmatrix}
1 + O(e^{-\alpha/\varepsilon}) & O(e^{-\alpha/\varepsilon}) e^{-\i \theta_{z_5}} (1 + O(e^{-\alpha/\varepsilon})) \\
O(e^{-\alpha/\varepsilon}) e^{-\i \theta_{z_5}} (1 + O(e^{-\alpha/\varepsilon})) & 1 + O(e^{-\alpha/\varepsilon})
\end{pmatrix}.
\]

**Proof.** The following computations will involve expressions such as $e^{-\i \theta_{z_5}}$ for $\nu = 0, 2, 4, 6$. These expressions are almost equal. Indeed

\[
\Delta_{jk}(z) = \Delta_{jk}(z) + O(e^{2\varepsilon})
\]

and for this choice of $\zeta_6$ we have

\[
\text{Im} \Delta_{12}(\zeta_6) = \text{Im} \Delta_{12}(z_1), \quad \nu = 0, 2, 4, 6
\]

since these points are on the Stokes lines of $z_1$. Hence, in particular,

\[
e^{\i \theta_{z_1}} \text{Im} \Delta_{12}(\zeta_6) = O(e^{\i \theta_{z_1} \text{Im} \Delta_{12}(z_1)}), \quad \nu = 0, 2, 4, 6.
\]

Finally note that (see Fig. 6)

\[
\int_{\eta} e_1^* = \int_{\eta} e_1 + O(e^2) = \Delta_{12}(z_1) + O(e^2).
\]
Let us denote the coefficient $j_{k}$ of the matrix $T(\zeta_{k}, \zeta_{k})$ by $t_{jk}(\alpha, \beta)$ and consider the identity

$$T(\zeta_{k+1}, \zeta_{k}) = T(\zeta_{k+1}, \zeta_{k+2})T(\zeta_{k+2}, \zeta_{k}).$$

Using (3.38) again

$$\det T(\zeta_{k}, \zeta_{k}) = t_{12}(\mu, \nu)t_{22}(\mu, \nu) - t_{22}(\mu, \nu)t_{21}(\mu, \nu) = 1 + O(e^{-\alpha \nu^{-1}})$$

and we obtain for $\nu = 0, 2, 4$

$$t_{11}(\nu + 1, \nu) = t_{11}(\nu + 1, \nu + 2),$$

$$t_{12}(\nu + 1, \nu) = t_{12}(\nu + 1, \nu + 2),$$

$$t_{21}(\nu + 1, \nu) = t_{21}(\nu + 1, \nu + 2),$$

$$t_{22}(\nu + 1, \nu) = t_{22}(\nu + 1, \nu + 2),$$

These identities express, in particular, the forms of the matrix $T(\zeta_{k}, \zeta_{k})$ as functions of the element $t_{21}(2, 0)$ and other elements matrices that we can control by means of Lemma 3.3:

$$t_{11}(2, 0) = 1 + O(e^{-\alpha \nu^{-1}}),$$

$$t_{22}(2, 0) = 1 + O(e^{-\alpha \nu^{-1}}),$$

$$t_{21}(2, 0) = O(e^{-\alpha \nu^{-1}}),$$

We are thus led to the determination of $t_{21}(2, 0)$. Note that these estimates are true for the elements of $T(\zeta_{k}, \zeta_{k})$ if we replace the arguments (2, 0) by (6, 4). Consider now the identity

$$T(\zeta_{k}, \zeta_{k})T(\zeta_{k}, \zeta_{k}) = T(\zeta_{k}, \zeta_{k})T(\zeta_{k}, \zeta_{k}).$$

Using Lemma 3.1 and $\epsilon_{1}^{+} = -\epsilon_{1}^{-}$ to compute $T(\zeta_{k}, \zeta_{k}) = T(\zeta_{k}, \zeta_{k})^{-1}$, we obtain for the coefficient 22 of (3.37)

$$t_{22}(3, 2)t_{11}(2, 0)e^{2\alpha \nu^{-1}} = t_{22}(3, 2)t_{21}(2, 0)e^{2\alpha \nu^{-1}} = 1 + O(e^{-\alpha \nu^{-1}}).$$

and for the coefficient 21 of (3.37)

$$t_{21}(3, 2)t_{12}(2, 0)e^{2\alpha \nu^{-1}} = t_{22}(3, 2)t_{21}(2, 0)e^{2\alpha \nu^{-1}} = 1 + O(e^{-\alpha \nu^{-1}}).$$

This lemma and Corollary 3.4 allow us to obtain an asymptotic expression for $\Delta_{\nu, 21}$ beyond all orders by integrating (3.18) from $-\infty$ to $+\infty$ along the paths described above. Let us recall that we have

$$\text{Im} \Delta_{i2}(\nu) = \text{Im} \Delta_{i2}(\nu), \quad i = 1, \ldots, p.$$
Thus, along the Stokes lines we use the matrices given by Corollary 3.4 and which we can write as
\[(3.73) \quad T := T(z, z_0) = \begin{pmatrix} 1 + O(e^{-\varepsilon z}) & O(e^{-\varepsilon z}) e^{-\varepsilon z} + O(e^{-\varepsilon z}) \\ O(e^{-\varepsilon z}) e^{-\varepsilon z} + O(e^{-\varepsilon z}) & 1 + O(e^{-\varepsilon z}) \end{pmatrix}.\]

On the other hand, when we go from one Stokes line, \(l_j-1\), to the next one, \(l_j\), we use the matrix given by Lemma 3.6:
\[(3.74) \quad S_j := \begin{pmatrix} 1 + O(e^{-\varepsilon z}) & O(e^{-\varepsilon z}) e^{-\varepsilon z} + O(e^{-\varepsilon z}) \\ e^{-i\varepsilon \int_{l_j}^{l_{j-1}} e^{-i\theta_2(z)} (1 + O(e^{-\varepsilon z})) - i \varepsilon \lambda_1(z)} & 1 + O(e^{-\varepsilon z}) \end{pmatrix},\]
where \(\int_{l_j} e^{-i\varepsilon \theta_2(z)} dz\) and \(\theta_2(z)\) are the quantities associated with the simple zero \(z_j\) of \(\rho(z)\). Therefore if we start at \(-\infty\) with the values \(c_j(-\infty) = 1\) and \(c_j(0) = 0\), then the coefficients \(c_j(+\infty)\) and \(c_j(+\infty)\) are obtained by computing
\[(3.75) \quad \begin{pmatrix} c_j(\infty) \\ c_j(\infty) \end{pmatrix} = T_{l_j-1} T_{l_j-2} \cdots T_1 \begin{pmatrix} 1 \\ 0 \end{pmatrix},\]
which proves the final theorem of this section, (restoring the \(z\) dependence):

**Theorem 3.7.** Under Conditions I–III, the solution of (3.18) such that \(c_j(-\infty) = 1\) and \(c_j(-\infty) = 0\) is given at \(z = +\infty\) by
\[c_j(\infty) = 1 + O(e^{-\varepsilon z}),\]
and
\[c_j(\infty) = \sum_{k=1}^e e^{-i\varepsilon \int_{l_j} e^{-i\theta_2(z)} dz} e^{-i\theta_2(z)} + O(e^{-\varepsilon z}) \rho(z) e^{-i\lambda_1(z)} + O(e^{-\varepsilon z}).\]

where \(\Im \int_{l_j} e^{-i\varepsilon \theta_2(z)} dz = \Im \lambda_1(z) + O(e^{-\varepsilon z})\) and \(\theta_2(z)\) is \(O(1)\).

4. Applications.
4.1. Explicit formulae. Let us start by deriving explicit formulae for the eigenvectors \(\varphi_j(z)\) of \(A_{\sigma}(z)\) defined by (3.16). They will then allow us to give the precise relation between the coefficients \(c_j(z)\) defined by the expansion
\[(4.1) \quad \varphi(z) = \sum_{j=1}^2 c_j(z) e^{-i\varepsilon \int_{l_j} e^{-i\theta_2(z)} dz} \varphi_j(z)\]
and the coefficients \(c_j(z)\) defined by
\[(4.2) \quad \varphi(z) = \sum_{j=1}^2 c_j(z) e^{-i\varepsilon \int_{l_j} e^{-i\theta_2(z)} dz} \varphi_j(z)\]
Note that here we have chosen \(z_0 = 0\). Consider the operator \(A_{\sigma}(z), z \in \Sigma\), where \(\Sigma\) is a simply connected domain of \(\Omega\). We can write
\[(4.3) \quad A_{\sigma}(z) = \begin{pmatrix} ic(z) & \alpha(z) \\ b(z) & \overline{ic}(z) \end{pmatrix} \]
and
\[(4.4) \quad \varphi_{\sigma}(z) \equiv \rho_{\sigma}(z) = a(z) b(z) - (c(z))^2.\]

**Lemma 4.1.** The eigenvectors of \(A_{\sigma}(z)\) defined by (3.10) are given by
\[\varphi_j(z) = \frac{\chi_j(z)}{\|\chi_j\|_{(-\infty)}} e^{-i(-1)^j \alpha(z)}, \quad j = 1, 2,\]
where
\[\chi_j(z) = \begin{pmatrix} \alpha_j(z) \\ \sqrt{\frac{\alpha_j(z)}{\alpha_1(z)}} \end{pmatrix} \frac{(-1)^j \sqrt{\frac{\alpha_1(z)}{\alpha_0(z)}} - i \sqrt{\frac{\alpha_2(z)}{\alpha_1(z)}}}{\sqrt{\frac{\alpha_0(z)}{\alpha_1(z)}}} \]
and
\[\sigma(z) = \frac{1}{2} \int_{-\infty}^{\infty} \frac{\alpha(z) \alpha_0(u) - \alpha(z) \alpha_0(u)}{\sqrt{\rho_0(u) \alpha_0(u)}} du\]
for any \(z \in \Sigma \setminus Y_1\) and \(Y_1 = \{z \in \Sigma : a_1(z) = 0\}\).

**Remarks:** i) Any traceless matrix can be written under the form given above; the lemma actually requires the existence of distinct eigenvalues only. It is true in particular for the operator \(A(z)\) written as in (4.5) without indices \(\sigma\).
ii) The vectors \(\varphi_j(z)\) are actually analytic in the whole set \(\Sigma\) since the operator \(W_{\sigma}(z)\) is analytic in \(\Sigma\).

**Proof.** A direct verification shows that the vectors \(\chi_j(z)\) are eigenvectors of \(A_{\sigma}(z)\) for the eigenvalues \(c_j(z) = (-1)^j \sqrt{\rho_0(z)}\). We set the notation
\[(4.5) \quad \rho_0(z) = \frac{1}{2} \sqrt{\rho_0(z)}\]
and we introduce the eigoprojectors (see (3.2))
\[(4.6) \quad P_{\sigma, j} = \frac{1}{2} \begin{pmatrix} 1 + (-1)^j \frac{\alpha_0(z)}{\rho_0(z)} & (-1)^j \frac{\alpha_0(z)}{\rho_0(z)} \\ (-1)^j \frac{\alpha_0(z)}{\rho_0(z)} & 1 + (-1)^j \frac{\alpha_0(z)}{\rho_0(z)} \end{pmatrix} \]
The vectors \(\varphi_j(z)\) must satisfy \(P_{\sigma, j}(z) \varphi_j(z) = 0\) (see (2.2)). We compute, dropping the arguments,
\[(4.7) \quad \chi_j = \begin{pmatrix} \frac{1}{2} \sqrt{\frac{\rho_0(z)}{\rho_0(z)}} \frac{\alpha(z)}{\rho_0(z)} \\ i \frac{\alpha(z)}{\rho_0(z)} \end{pmatrix} + \frac{i}{\sqrt{\rho_0(z)}} \frac{\alpha(z)}{\rho_0(z)} \chi_j\]
and
\[(4.8) \quad P_{\sigma, j} \chi_j = i \frac{(-1)^j \frac{\alpha(z)}{\rho_0(z)} - \frac{\alpha(z)}{\rho_0(z)} \alpha(z)}{\rho_0(z)} \chi_j.\]
Consequently, the vectors
\[(4.9) \quad \varphi_j = \frac{e^{-i(-1)^j \alpha(z)}}{\|\chi_j\|_{(-\infty)}} \chi_j\]
normalized to 1 at \( z = -\infty \), satisfy condition (2.22).

**Corollary 4.2.** Let \( z_k \in X \) and let \( \eta_k \) be a counterclockwise-oriented loop based at the origin which encircles the disc \( D(z_k, r) \) only and passes through no point of \( Y_* \). Then the quantity \( e^{i \varphi_3 (k)} \) defined in Lemma 3.1 is given by

\[
e^{i \varphi_3 (k)} = -i e^{i n_k^* \pi} \frac{\chi(z = -\infty)}{|\chi(z = -\infty)|} e^{-i/2 \int_{\eta_k} (e^{i \theta_*'} - e^{i \theta_* + \pi} / \sqrt{\rho_*}) d\theta} e^{-2 i \theta_* (0)},
\]

where \( n_k^* \in \mathbb{Z} \) depends on \( \alpha_* \) and \( \eta_k \).

**Proof.** It is always possible to choose a loop \( \eta_k \) as described. By Lemma 3.1 we have

\[
\sqrt{\rho_* (0) |\eta_k|} = e^{i x} \sqrt{\rho_* (0)}
\]

and

\[
a_* (0 |\eta_k|) = e^{2 i n_k^*} a_* (0)
\]

with \( n_k^* \in \mathbb{Z} \) since \( a_* (z) \) is single valued in \( \tilde{\Omega} \). As a consequence

\[
\chi_3^\pm (0 |\eta_k|) = -i e^{i n_k^*} \chi_3^\pm (0).
\]

Finally,

\[
\tilde{a}_* (0 |\eta_k|) = \frac{1}{2} \int_{\eta_k} \left( \frac{e^{i \theta_*'}}{\sqrt{\rho_*}} + \frac{e^{-i \theta_*'}}{\sqrt{\rho_*}} \right) d\theta
\]

so that

\[
\varphi_3^\pm (0 |\eta_k|) = \varphi_3^\pm (0) (-i) e^{i n_k^*} \chi_3^\pm (0) e^{-i/2 \int_{\eta_k} (e^{i \theta_*'} - e^{-i \theta_*'}) d\theta} e^{-2 i \theta_* (0)}.
\]

Consider now the two decompositions (4.1) and (4.2). The relation between the coefficients associated with the choice of eigenvectors made in Lemma 4.1 is given by the following corollary.

**Corollary 4.3.** The coefficients \( c_j^\pm (\pm \infty) \) and \( c_j (\pm \infty) \) defined by (4.1), (4.2), and Lemma 4.1 are such that

\[
c_j (\pm \infty) = c_j (\pm \infty) e^{-i/2} \int_0^{\infty} \left( e^{i \theta_*'} - e^{-i \theta_*'} \right) d\theta
\]

for \( j = 1, 2 \).

**Proof.** We write the operator \( A \) under the form

\[
A(z) = \begin{pmatrix} i c(z) & a(z) \\ b(z) & -i c(z) \end{pmatrix},
\]

where we can assume, without loss of generality, that

\[
\lim_{z \to 0^+} a(z) = a(\pm \infty) \neq 0.
\]
ii) If $A(x)$ belongs to class 2 or 3, then
\[
|\phi_1(x)|^2 - |\phi_2(x)|^2 = |\phi_1'(x)|^2 - |\phi_2'(x)|^2 = I, \quad x \in \mathbb{R},
\]
where $I$ is constant.

Proof. The first assertion is a direct consequence of the fact that $U(x, x_0)$, $W(x, x_0)$, and $W_p(x, x_0)$ are unitary if $A(x)$ and $A_p(x)$ are self-adjoint. Assume now that $A(x)$ belongs to the second class and let
\[
G = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}.
\]

If $\psi(x)$ is solution of equation (1.12),
\[

i\epsilon \psi(x)' = A(x)\psi(x),
\]
then $\overline{G \psi(x)}$ is another solution of this equation. Indeed, $G^2 = 1$ so that we can write
\[
is G \psi(x)' = -G i \epsilon \psi(x)' = -G A(x) G \psi(x)
\]
and we compute
\[
\overline{G A(x) G} = A(x), \quad x \in \mathbb{R}.
\]

Therefore, as $\text{tr} A(x) = 0$, the following determinant is constant for any real $x$:
\[
det(\phi(x), \overline{\phi(x)}) = \text{constant}.
\]

Observe that the eigenvectors constructed in Lemma 4.1 satisfy the identity
\[
\overline{G \phi_j(x)} = \phi_k(x), \quad j \neq k
\]
since $\sigma(x)$ is real and $\| \chi_j(x) \|$ is independent of $j = 1, 2$ for real $a(x), b(x)$, and $c(x)$. Then we obtain from the reality of $\epsilon_j(x)$ and $c_0(x) = -c_0(x)$ that
\[
\overline{G \psi(x)} = c_1(x) e^{-i/2 \int_0^x c_0(x') dx'} \phi_2(x) + c_2(x) e^{-i/2 \int_0^x c_0(x') dx'} \phi_1(x).
\]

It remains to use the multilinearity of the determinant to get
\[
det(\phi(x), \overline{\phi(x)}) = (|c_1(x)|^2 - |c_2(x)|^2) \det(\phi_1(x), \phi_2(x));
\]
we compute
\[
det(\phi_1(x), \phi_2(x)) = \frac{\sqrt{\rho(-\infty)}}{\sqrt{\rho(-\infty) + b(-\infty)}}
\]
using $\rho(x) = a(x) b(x) - (c(x))^2$. The identities (4.28) and (4.29) are also true for the eigenvectors $\phi_j(x)$ due to Lemma 4.4. Hence the same argument and (4.17) show that
\[
det(\phi(x), \overline{\phi(x)}) = (|c_1(x)|^2 - |c_2(x)|^2) \frac{\sqrt{\rho(-\infty)}}{\sqrt{\rho(-\infty) + b(-\infty)}} = \text{constant}.
\]

(4.33)
\[
\overline{\psi(x)} = -i \psi(x).
\]

Finally we compute
\[
det(\psi(x), \overline{\psi(x)}) = (|c_1(x)|^2 - |c_2(x)|^2) \frac{\sqrt{\rho(-\infty)}}{\sqrt{\rho(-\infty) + b(-\infty)}} = \text{constant}.
\]

Remark. It follows from (4.29) that if $c_0(x)$ and $c_0(x)$ are solutions of (3.18), then $c_0(x)$ and $c_0(x)$ provide another solution of (3.18) when $A(x)$ belongs to class 2 or 3. The corresponding symmetry property when $A(x)$ belongs to class 1 is that if $c_0(x)$ and $c_0(x)$ satisfy (3.18), then $c_0(x), c_0(x)$ satisfy (3.18) as well. This property can be derived from (3.18) directly by using the anti-self-adjointness of $K(x, q), q \leq q^*$ in this case [13].

4.3. Main applications. a) Let $A(x)$ be a $2 \times 2$ hermitian matrix, $x \in \mathbb{R}$, as in equation (1.7). The equation
\[
id \frac{dx}{dx} = A(x) \psi(x), \quad \epsilon \to 0
\]
describes the adiabatic limit of the dynamics of a two-level quantum mechanical system. The squared modulus of the element $S_{21}$ gives the probability $P(x)$ of a quantum transition over infinite time between the two eigenstates of the system.

Corollary 4.6. If $A(x)$ is hermitian and satisfies Conditions I-III,
\[
P(x) = |S_{21}|^2 = \sum_{k=1}^p e^{-i/2 \int_{x_k}^{x_{k+1}} c'(x') dx'} e^{-t/2} \left[ 1 + O(e^{-\alpha x}) \right] e^{-t/2} \ln S_{21}(x),
\]

b) Let $A(x)$ be the matrix (1.11)
\[
A(x) = \begin{pmatrix} 0 & 0 \\ -E - V(x) & 1 \end{pmatrix}
\]
associated with the semiclassical regime of Schrödinger equation
\[
-\frac{\hbar^2}{2m} \frac{d^2 \psi(x)}{dx^2} + V(x) \psi(x) = E \psi(x), \quad \epsilon \to 0,
\]
where $\inf_{x \in \mathbb{R}} E - V(x) > 0$. A solution $\psi(x)$ of (1.11) characterized by the asymptotic conditions $c_1(-\infty) = 0, c_2(-\infty) = 1$ describes a particle coming from the right whose energy is strictly above the potential barrier $V(x)$. The reflection coefficient $R(e)$ for this scattering process is then defined by $R(e) = |S_{12}(\infty, \infty)|^2$. As it stands here, it cannot be computed from the knowledge of $S_{21}$. However, as a consequence of Lemma 4.5 and the remark following it, we can write
\[
R(e) = \frac{|b_1(\infty, \infty)|^2}{1 + |b_2(\infty, \infty)|^2},
\]
where \( \delta_1(-\infty) = 1 \) and \( \delta_2(-\infty) = 0 \). Hence we have the following corollary.

**Corollary 4.7.** If \( A(x) \) given by \( (4.46) \) satisfies conditions I-III,

\[
\mathcal{R}(\varepsilon) = \frac{|S_{21}|^2}{1} \approx \sum_{k=1}^{\infty} e^{-i\varepsilon \int_{\varepsilon}^{\infty} \varepsilon_{1}(x') dx'} e^{-i\varepsilon_{2}(k, x)} \varepsilon + O(e^{-\varepsilon^{-1}})e^{-\varepsilon_{2}(1)13(\varepsilon)},
\]

\[
\mathcal{C}(\varepsilon) = \frac{|S_{12}|^2}{1} \approx \sum_{k=1}^{\infty} e^{-i\varepsilon \int_{\varepsilon}^{\infty} \varepsilon_{1}(x') dx'} e^{-i\varepsilon_{2}(k, x)} \varepsilon + O(e^{-\varepsilon^{-1}})e^{-\varepsilon_{2}(1)13(\varepsilon)},
\]

\[
(4.46) \quad J(x, \varepsilon) = \frac{\varepsilon^2 u(x)^2 + \omega^2(x) u(x)^2}{\omega(x)}.
\]

Note that we do not require the initial values \( u_0 \) and \( u_1 \) to be real. Let us express \( \Delta J(\varepsilon) \) in terms of the elements of the matrix \( S \). We set

\[
\Omega(z) = \begin{pmatrix} \omega(z) & 0 \\ 0 & 1/\omega(z) \end{pmatrix},
\]

so that we have with \( \varphi(x) \) defined by \( (1.8) \)

\[
J(x, \varepsilon) = \langle \varphi(x)|\Omega(z)|\varphi(x) \rangle.
\]

Writing

\[
\varphi(x) = \sum_{j=1}^{2} \bar{d}_j(x) e^{-i\varepsilon \int_{\varepsilon}^{\infty} \varepsilon_{1}(x') dx'} \varphi_j(x),
\]

where

\[
\varphi_j(x) = \left( \frac{1}{\sqrt{\omega(x)}} \right) \frac{1}{(1+i\sqrt{\omega(x)})} \exp \left( \frac{\omega(-\infty)}{1+i\sqrt{\omega(-\infty)}} \right),
\]

we compute

\[
(4.46) \quad J(x, \varepsilon) = 2 \frac{\omega(-\infty)}{1 + \omega(-\infty)} \left| (d_1(x))^2 + |d_2(x)|^2 \right|.
\]

Let us introduce the coefficients \( \bar{d}_j(x) \) by

\[
(4.47) \quad \varphi(x) = \sum_{j=1}^{2} \bar{d}_j(x) e^{-i\varepsilon \int_{\varepsilon}^{\infty} \varepsilon_{1}(x') dx'} \varphi_j(x),
\]

satisfying the initial condition

\[
(4.48) \quad \varphi(0) = \begin{pmatrix} u_0 \\ \bar{u}_1 \end{pmatrix} = \begin{pmatrix} d_1(0) \varphi_1(0) + d_2(0) \varphi_2(0) \end{pmatrix}.
\]

This last equation and Lemma 4.1 allow us to express the \( d_j(0) \) as functions of \( u_0 \) and \( u_1 \) and we have in particular \( d_j(0) = O(1) \). As a consequence of Corollary 4.3 we have

\[
|d_j(\pm\infty)| = |d_j(\pm \infty)|, \quad j = 1, 2, \quad \text{so that}
\]

\[
(4.49) \quad \Delta J(\varepsilon) = 2 \frac{\omega(-\infty)}{1 + \omega(-\infty)} \left| (d_1(\pm\infty))^2 + (d_2(\pm\infty))^2 - |d_1(-\infty)|^2 - |d_2(-\infty)|^2 \right|.
\]

Then it results from the linearity of equation \( (3.18) \) and from the remark following the proof of Lemma 4.5 that we can write

\[
(4.50) \quad \begin{pmatrix} \bar{d}_1(\varepsilon) \\ \bar{d}_2(\varepsilon) \end{pmatrix} = \alpha(\varepsilon) \begin{pmatrix} \alpha(\varepsilon) \\ \beta(\varepsilon) \end{pmatrix} + \beta(\varepsilon) \begin{pmatrix} \beta(\varepsilon) \\ \alpha(\varepsilon) \end{pmatrix},
\]

where the \( \alpha(\varepsilon) \) satisfy \( (3.18) \) as well with boundary conditions \( \alpha(\varepsilon) = 1, \beta(\varepsilon) = 0 \). These boundary conditions together with equation \( (2.46) \) allow us to express the constants \( \alpha(\varepsilon) \) and \( \beta(\varepsilon) \) as functions of the \( d_j(0) \) which are defined by the initial condition \( (4.48) \):

\[
(4.51) \quad \begin{pmatrix} \bar{d}_1(-\infty) \\ \bar{d}_2(-\infty) \end{pmatrix} = \begin{pmatrix} \alpha(0) + O(e^{-\varepsilon^{-1}}) \\ \beta(0) + O(e^{-\varepsilon^{-1}}) \end{pmatrix}.
\]

We can now express the total variation of the adiabatic invariant as a function of the matrix \( S \) and the initial conditions using \( (4.49) \) and Lemma 4.5:

\[
(4.52) \quad \Delta J(\varepsilon) = 2 \frac{\omega(-\infty)}{1 + \omega(-\infty)} \left[ 4\text{Re} \left[ \bar{d}_1(-\infty) \bar{d}_2(-\infty) e^{2i\varepsilon \int_{\varepsilon}^{\infty} \varepsilon_{1}(x') dx'} S_{11} S_{21} \right] 
+ 2 \left| S_{21} \right|^2 \left| (d_1(-\infty))^2 + (d_2(-\infty))^2 \right| \right].
\]

Hence, by \( (4.51) \) and Corollary 4.3, we have the following corollary.

**Corollary 4.8.** If \( A(x) \) given by \( (4.39) \) satisfies conditions I-III,

\[
\Delta J(\varepsilon) = 2 \frac{\omega(-\infty)}{1 + \omega(-\infty)} \left[ 4\text{Re} \left[ \bar{d}_1(-\infty) \bar{d}_2(-\infty) e^{2i\varepsilon \int_{\varepsilon}^{\infty} \varepsilon_{1}(x') dx'} S_{11} S_{21} \right] 
+ 2 \left| S_{21} \right|^2 \left| (d_1(-\infty))^2 + (d_2(-\infty))^2 \right| \right].
\]

If \( d_1(-\infty) \bar{d}_2(-\infty) = 0 \)

\[
\Delta J(\varepsilon) = 4 \frac{\omega(-\infty)}{1 + \omega(-\infty)} \left[ \left| e^{2i\varepsilon \int_{\varepsilon}^{\infty} \varepsilon_{1}(x') dx'} S_{11} S_{21} \right| \right] \left| (d_1(-\infty))^2 + (d_2(-\infty))^2 \right|.
\]
If \( d_1(-\infty) d_2(-\infty) \neq 0 \)

\[
\Delta J(\varepsilon) = 8 \frac{\omega(\infty)}{1 + \omega(\infty)} \text{Re} \left\{ d_1(0) d_2(0) \sum_{k=1}^{2} e^{-i/\varepsilon} \int_0^1 e^{i(x,\varepsilon)} d\varepsilon - e^{i\alpha_1(\varepsilon,\varepsilon)} \right\} + O(e^{-\alpha_1}) e^{-i \lambda \Delta \varepsilon(\varepsilon)},
\]

where the quantities \( d_i(0) = O(1) \) are determined by the initial condition (4.45).

Remark. i) The coefficients \( d_i \) are \( O(1) \) since the initial conditions \( u_0 \) and \( u_1 \) are independent of \( \varepsilon \).

ii) The condition \( d_1(-\infty) d_2(-\infty) \neq 0 \) is equivalent to \( d_1(0) d_2(0) \neq 0 \). From (4.45) and (4.46) we compute

\[
d_1(0) = \frac{1}{2} \sqrt{\frac{1 + \omega(\infty)}{\omega(\infty)}} \left( u_0 \sqrt{\omega(0)} - \frac{i}{\sqrt{\omega(0)}} u_1 \right),
\]

\[
d_2(0) = \frac{1}{2} \sqrt{\frac{1 + \omega(\infty)}{\omega(\infty)}} \left( u_0 \sqrt{\omega(0)} + \frac{i}{\sqrt{\omega(0)}} u_1 \right),
\]

so that \( d_1(-\infty) d_2(-\infty) \neq 0 \) is equivalent to \( u_1 \neq \pm i u_0 u_0 \). This condition is always true for real initial values \( u_0 \) and \( u_1 \).

Appendix. We briefly describe in this appendix an explicit example of potential \( V(x) \) for which the semiclassical above barrier reflection coefficient can be computed by applying the general theory developed in this paper. Consider the potential

\[
V(x) = \frac{1}{1 + x^4}
\]

and choose an energy level \( E > 1 \). Then the function

\[
p(x) = \rho(x) = E - \frac{1}{1 + x^4}
\]

is positive for any \( x \in \mathbb{R} \). This function is meromorphic in \( \mathbb{C} \) with first-order poles at the points

\[
y_k = \mp((\pi^2)/4) + i k (\pi/2), \quad k = 0, 1, 2, 3
\]

and first-order zeros at the points

\[
x_k = \left( 1 - \frac{1}{E} \right)^{1/4} \exp((\pi^2)/4 + i k (\pi/2)), \quad k = 0, 1, 2, 3.
\]

Hence the matrix \( A(x) \) given by (3.11) has an analytic continuation in the set \( \mathbb{C} \setminus (y_0, y_3, y_4, y_5) \). The Stokes lines are obtained by studying the level lines of the multivalued function \( \int_0^\gamma d\varepsilon \rho_p(x') \) in the set \( \Omega \). By a numerical study, we see that these lines behave in the first quadrant of the complex plane as described in Fig. 7.

We can show by exploiting the symmetries of the function \( \rho \) that these lines are symmetric with respect to both the real and imaginary axes. Hence, Conditions I, II, and III are satisfied and the above barrier reflection coefficient can be computed asymptotically as \( \hbar \) goes to zero using the method explained above. In particular, we see from Corollary 4.2 that in the first-order asymptotic formula, \( \theta_0(k, \varepsilon) = 0 \) is real since the function \( c(x) \equiv 0 \) and \( ||x_1(\pm \infty)|| = ||x_2(\pm \infty)|| \); see (4.7). Hence, it remains to compute \( \int_0^\gamma \rho(x) d\varepsilon, k = 1, 2 \), to get the first-order asymptotic formula for \( R(\varepsilon) \). Moreover, the presence of two first-order zeros in the upper half-plane linked by a Stokes line shows that an interference phenomenon takes place (Stückelberg oscillations) at the first order already, even though the potential barrier displays only one bump only. The high-order corrections can be systematically computed using the theory developed in this paper; we omit this computational aspect here.
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