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Abstract

This paper focuses on how to treat uncertainty in health monitoring of hybrid systems by using a model-based method. The Hybrid Particle Petri Nets (HPPN) formalism is defined in the context of health monitoring to model hybrid systems and to generate diagnosers of such systems. The main advantage of this formalism is that it takes into account knowledge-based uncertainty and uncertainty in diagnosis process. The HPPN-based diagnoser deals with occurrences of unobservable discrete events (such as faults) and is robust to false observations. It also estimates the continuous state of the system by using particle filtering. Finally, HPPN can represent the system degradation that is often dealt with using probabilistic tools. A hybrid technique is thus used to group all this knowledge and to deduce the diagnosis results. The approach is demonstrated on a three-tank system. Experimental results are given, illustrating how different kinds of uncertainty are taken into account when using HPPN.

1. Introduction

Real systems have become so complex that it is often impossible for humans to capture and explain their behaviors as a whole, especially when they are exposed to failures. It is therefore necessary to develop tools that can support operator tasks but that also reduce the global costs due to unavailability and repair actions. An efficient health monitoring technique has to be adopted to detect, isolate (diagnosis) and predict faults (prognosis) leading to failures.

Recent industrial systems exhibit an increasing complexity of dynamics that are both continuous and discrete. It has become difficult to ignore the fact that most systems are hybrid (Henzinger, 1996). In (Chanthery & Ribot, 2013), we extended the diagnosis approach proposed in (Bayoudh, Trévé-Massuyes, & Olive, 2008) in order to integrate diagnosis and prognosis for hybrid systems. The approach uses hybrid automata and stochastic models for the system degradation. Diagnosis is performed using a Discrete Event System (DES) approach.

The main drawback of this approach is that the DES-oriented diagnosis framework explodes in number of states and it does not seem to be the most suited for the incorporation of the prognosis task. Prognosis is indeed a probabilistic prediction process and is highly subject to uncertainty. The health monitoring task usually has to take into account the different sources of uncertainty, such as model approximation, partial observability of the system and measurement noise. Diagnosis should help the decision making process. In case of ambiguity in diagnosis results, the traditional diagnoser fails at providing relevant information. By taking all uncertainty sources into account, the method we propose succeeds in quantifying each diagnosis result.

Our previous works introduced a two-level framework called Hybrid Particle Petri Nets (HPPN). (Gaudel, Chanthery, Ribot, & Le Corronc, 2014) proposed to use the behavioral level of the HPPN (HPPN-BL) to both specify the system behavior, which is hybrid but also uncertain, and track the system current health state with a diagnoser representation. (Gaudel, Chanthery, & Ribot, 2014) extended this work by introducing the hybrid level of the HPPN (HPPN-HL). The purpose of the hybrid level is to represent system hybrid characteristics, such as degradation, which can depend on both the discrete and continuous parts of the system. Getting some information about the degradation of the system is a significant advantage for elaborating a more precise diagnosis and to perform prognosis. This paper recalls these two contributions and illustrates all the concepts step by step with a running example.
consisting in a three-tank system. The main contribution of the paper is to expose simulation results of the implemented HPPN-based health monitoring method. Experimental results are given, illustrating how different kinds of uncertainty are taken into account when using HPPN.

The paper is organized as follows. Section 2 presents related work on health monitoring based on Petri net formalism in the case of hybrid systems under uncertainty. Section 3 recalls the HPPN-BL formalism. Section 4 presents how HPPN-BL is applied to health monitoring and explains the generation of a behavioral diagnoser using the HPPN formalism. Section 5 presents the HPPN-HL formalism. Section 6 explains how HPPN-HL is applied to health monitoring and enrich the diagnosis results. Section 7 provides the results obtained by testing the HPPN-based health monitoring method on a three-tank system, focusing on the uncertainty management. Some conclusions and future work are discussed in the final section.

2. RELATED WORK

The diagnoser approach was introduced by (Sampath, Sen-gupta, Lafortune, Sinnamohideen, & Teneketzis, 1995). The diagnoser is basically a monitor that is able to process any possible observable event on the system. It consists in recording these observations and providing the set of possible faults whose occurrence is consistent with the observations. However, this approach is restricted to DES and does not manage uncertainty.

Some approaches, such as (Boubour, Jard, Aghasaryan, Fabre, & Benveniste, 1997) (Koutsoukos et al., 2002), (Ru & Hadjicostis, 2009), (Basile, Chiacchio, & Tommasi, 2009), (Genc & Lafortune, 2007) proposes a distributed version of the diagnoser in “Petri net diagnosers”. In (Cabasino et al., 2014), the authors study the diagnosability of a system, inspired by the diagnosability approach for finite state automata proposed by (Sampath et al., 1995). They used the Modified Basis Reachability Graph in order to build the reachability diagnoser that is represented as a graph. However, none of these approaches take into account continuous aspects, nor do they consider uncertainties in the system. (Soldani et al., 2007) proposes an approach for the localization of intermittent faults. This article proposes some clues for dealing with partial observability in the discrete event framework. It proposes a method based on Petri net modeling the normal functioning of the system observable behavior. The detection step consists in comparing the flow of observable events emitted by the monitored system to the flow predicted by the model. A localization mechanism, based on the diagnoser approach, points out the set of events potentially responsible for the faults.

Some works (Koutsoukos et al., 2002), (Ru & Hadjicostis, 2009), (Basile, Chiacchio, & Tommasi, 2009), (Jianxiong et al., 2013) try to take into account uncertainty.
3. Behavioral Level of Hybrid Particle Petri Nets

This section recalls the behavioral level of the Hybrid Particle Petri Nets formalism (HPPN-BL). This formalism is directly inspired from (Zouaghi et al., 2011a) and adapted to fit diagnosis requirements. First the model structure is detailed, then its online use is presented.

Throughout the paper, a running example of the three-tank system, described in Figure 1, is used to illustrate the definitions and concepts, and the proposed extensions to diagnosis.

![Three-tank system description](Image)

The tanks are configured in a series circuit. The water comes from Pump 1 into tank $T_1$. Flow $Q_1(t)$ delivered by the pump is supposed to be constant. The tank $T_2$ empties with flow $Q_{20}(t)$. The available measurements at time $t$ are the water level in tank $T_1$ denoted $h_1(t)$ and the total mass of water in the three-tank system denoted $W(t)$. Valves $v_{13}$ and $v_{32}$ allow the flow to transfer between tanks. They are controlled by discrete control inputs $open_{v_{13}}, close_{v_{13}}, open_{v_{32}}$ and $close_{v_{32}}$. Fault events $f_1, f_2$ and $f_3$ model leaks that may occur in tanks $T_1, T_2$ and $T_3$. The leak $f_1$ is three times larger than $f_2$ and $f_3$. $f_4$ and $f_5$ are fault events that may occur on the valves. The valve $v_{13}$ (respectively $v_{32}$) may become stuck closed $f_4$ (respectively $f_5$). The goal of the system is to maintain the water level in tank $T_2$ greater than a minimum value $h_{2\text{min}}$. The leak in tank $T_1$ is considered too large and therefore leads to system failure when $f_1$ occurs because the system is not able to achieve the goal anymore. Leaks in tanks $T_2$ and $T_3$ are separately not large enough to prevent the goal achievement, but the occurrences of the two leaks lead to system failure. Both $f_4$ and $f_5$ prevent the water delivered by the pump to reach the tank $T_2$ and then lead to system failures. It is then supposed that the system is in a failure mode either if $f_1$ or $f_4$ or $f_5$ occurs, or if $f_2$ and $f_3$ occur.

3.1. Definition

The HPPN formalism is an extension of Petri nets. A Petri net is a directed bipartite graph, in which a node can be either a place or a transition. The directed arcs cannot link two places or two transitions. Places may contain tokens. The distribution of tokens over the places is called the marking of the net. A transition may be fired if it is enabled (ie. there is enough tokens in its input places). The firing of a transition consumes the required tokens in its input places and creates tokens in its output places.

The HPPN-BL is defined as a tuple $< P, T, Pre, Post, X, C, \gamma, \Omega, M_0 >$ where:

- $P$ is the set of places, partitioned into numerical places $P^N$ and symbolic places $P^S$.
- $T$ is the set of transitions (numerical $T^N$, symbolic $T^S$ and mixed $T^M$).
- $Pre$ and $Post$ are the incidence matrices of the net, of dimension $|P| \times |T|$.
- $X \subset \mathbb{R}^n$ is the state space of the numerical state vector.
- $C$ is the set of dynamic equation sets of the system associated with numerical places, representing continuous state evolution.
- $\gamma(p^S)$ is the application that associates tokens with each symbolic place $p^S \in P^S$.
- $\Omega$ is the set of conditions (numerical $\Omega^N$ and symbolic $\Omega^S$) associated with transitions.
- $M_0$ is the initial marking of the net.

The marking of the net is composed of tokens, that can be numerical tokens (particles) or symbolic tokens (configurations).

A numerical place $p^N \in P^N$ is associated with a set of dynamic equations representing the continuous behavior of the system. Numerical places thus model system continuous dynamics. Numerical places are marked by a set of particles $\pi_k^i = [x_k^i, w_k^i]$ with $i \in \{1, ..., |M_k^N|\}$ where $M_k^N$ is the set of all the particles in the net at time $t_0$. Particles are defined by their corresponding numerical state vector $x_k^i \in X$ and their weight $w_k^i \in [0, 1]$ at time $t_0$. The set of particles represents a distribution over the value of the numerical state vector.

Symbolic places model the discrete states of the system. A symbolic place $p^S \in P^S$ is marked by configurations $\delta_k^j$ with $j \in \{1, ..., |M_k^S|\}$ where $M_k^S$ is the set of configurations in the net at time $t_0$. The set of configurations represents all the possible current modes of the system.

The marking $M_k$ of the HPPN-BL at time $t_0$ consists of both kinds of tokens:

$$M_k = \{M_k^S \cup M_k^N\}. \tag{1}$$

Example 1 For the three-tank system, there exist 4 nominal discrete states, denoted $nom_1, nom_2, nom_3, nom_4$, representing the conditions on the valves defined in Table 1.
fault event \( f_j \), \( 1 \leq j \leq 5 \) may occur in any nominal mode and leads to anticipated fault mode \( 1f_j, 2f_j, 3f_j, 4f_j, \) respectively, so that 16 one-fault modes exist. For example, if \( f_2 \) occurs in nominal mode \( nom_3 \), the system evolves in mode \( 3f_2 \). Multiple faults are considered and faults are assumed to be independent, that is to say that \( x_{f_1} f_j \) is the same mode as \( x_{f_2} f_i \). For the three-tank system, 20 two-fault modes are determined.

Each discrete state is represented by a symbolic place. For example the set \( P_{\text{nom}} = \{ nom_{1}, nom_{2}, nom_{3}, nom_{4} \} \) represents the nominal discrete states of the system. Each nominal discrete state is associated with a set of dynamic equations representing the different continuous behaviors of the system. For some cases, two or more discrete states have the same dynamic equations, so it is not necessary to define different continuous behaviors for all these discrete states. Each identified continuous dynamic is represented by a numerical place, for example the set of nominal behaviors \( P_{\text{nom}} = \{ D_1, D_2, D_3, D_4 \} \) where \( D_1, D_2, D_3, D_4 \) are the system dynamics defined in Table I, with \( S_1, S_2, S_3, S_4 \) the tank sections and \( K_1, K_2 \) real coefficients. All continuous dynamics of the three-tank system are provided in the appendix.

### 3.2. Firing Rules

A transition models a change in the continuous dynamics and/or a change of system mode. A symbolic transition is conditioned by an observable discrete event. A numerical transition is conditioned by a set of constraints on continuous observable variables. Finally, a mixed transition is conditioned by an observable discrete event and a set of constraints on continuous observable variables.

Let \( Pre(t_j) \) be the set of input places of a transition \( t_j \in T \):

\[
Pre(t_j) = \{ p_i | Pre(i, j) \neq 0, i \in [1, .., |P|] \}. \tag{2}
\]

Post \((t_j)\) is the set of its output places:

\[
Post(t_j) = \{ p_i | Post(i, j) \neq 0, i \in [1, .., |P|] \}. \tag{3}
\]

\( \forall p_i \in P, M_k(p_i) \) is the set of tokens in \( p_i \) at time \( k \) and \( m_k(p_i) = |M_k(p_i)| \) is the number of tokens in \( p_i \) at time \( k \).

**Definition 1** A numerical or a symbolic transition \( t_j \) is fire-enabled at time \( k \) if:

\[
\forall p_i \in Pre(t_j), m_k(p_i) \geq Pre(i, j). \tag{4}
\]

A numerical transition \( t_j^N \in T^N \) is associated with numerical conditions \( \Omega^N(t_j^N), \) where \( \Omega^N(t_j^N)(\pi) = 1 \) if the particle satisfies the conditions. For example, if \( \pi = [x, w] \) follows the constraint equation \( c \) and \( b \) is a trigger value, numerical conditions can be defined as \( \Omega^N(t_j^N)(\pi) = (c(x) > b) \).

\( \Omega^S(t_j^S) = \text{occ}(e) \) are the symbolic conditions assigned to a symbolic transition \( t_j^S \in T^S \). \( \text{occ}(e) \) is a boolean indicator of the occurrence of the discrete event \( e: \text{occ}(e) = 1 \) if \( e \) occurs. Then, a configuration \( \delta \) satisfies symbolic conditions \( \Omega^S(t_j^S) \) when \( \Omega^S(t_j^S)(\delta) = 1 \), i.e., when the event \( e \) occurs.

Firing rules of a transition \( t_j \in T \) use the following set of variables over their domains of definition. It is assumed that:

\[
p^N = (Pre(t_j) \cap P^N), p^N = (Post(t_j) \cap P^N), \]

\[
p^S = (Pre(t_j) \cap P^S), p^S = (Post(t_j) \cap P^S).
\]

If \( t_j \in (T^N \cup T^M) \), let \( \mathcal{S}^N(p^N) \) be the set of particles in \( p^N \) that satisfy the conditions \( \Omega^N(t_j) \) at time \( k \):

\[
\mathcal{S}^N(p^N) \subseteq M_k^N(p^N) \text{ with } \pi \in \mathcal{S}^N(p^N) \text{ if } \Omega^N(t_j)(\pi) = 1 \text{ at time } k.
\]

The numerical firing uses the concept of classical firing with the particles satisfying the numerical conditions and the concept of pseudo-firing (ie. duplication) for the configurations. The duplication of configurations represents uncertainty about the occurrence of an unobservable discrete event.

**Definition 2** The firing of a fire-enabled numerical transition \( t_j^N \in T^N \) at time \( k \) is defined by:

\[
\begin{align*}
M_{k+1}^N(p^N) &= M_k^N(p^N) \setminus \mathcal{S}_k^N(p^N) \\
M_{k+1}^N(p^N) &= M_k^N(p^N) \cup \mathcal{S}_k^N(p^N), \tag{5}
\end{align*}
\]

\[
\begin{align*}
M_{k+1}^S(p^S) &= M_k^S(p^S) \setminus \mathcal{S}_k^S(p^S) \\
M_{k+1}^S(p^S) &= M_k^S(p^S) \cup \mathcal{S}_k^S(p^S). \tag{6}
\end{align*}
\]

An example of a numerical firing at time \( k \) is illustrated in Figure 2(a) adapted from (Zouaghli et al., 2011a).

![Figure 2](image-url)
Table 1. Three-tank system example: state equations for nominal discrete states.

<table>
<thead>
<tr>
<th>Valve state</th>
<th>State equations</th>
</tr>
</thead>
</table>
| nom1        | \[
D_1 \left\{ 
\begin{align*}
    h_1(t) &= \frac{1}{S_1} \left( Q_1(t) - K_{13} \sqrt{h_1(t) - h_3(t)} \right) \\
    h_2(t) &= \frac{1}{S_2} \left( K_{32} \sqrt{h_3(t) - h_2(t)} - Q_{20}(t) \right) \\
    h_3(t) &= \frac{1}{T} \left( K_{13} \sqrt{h_1(t) - h_3(t)} - K_{32} \sqrt{h_3(t) - h_2(t)} \right)
\end{align*}
\right.
\] |
|           |                 |
| v_{13} = open |                 |
| v_{32} = open |                 |
| nom2        | \[
D_2 \left\{ 
\begin{align*}
    h_1(t) &= \frac{1}{S_1} Q_1(t) \\
    h_2(t) &= \frac{1}{S_2} \left( K_{32} \sqrt{h_3(t) - h_2(t)} - Q_{20}(t) \right) \\
    h_3(t) &= \frac{K_{13}}{S_3} \sqrt{h_1(t) - h_3(t)}
\end{align*}
\right.
\] |
|           |                 |
| v_{13} = closed |                 |
| v_{32} = open |                 |
| nom3        | \[
D_3 \left\{ 
\begin{align*}
    h_1(t) &= \frac{1}{S_1} Q_1(t) \\
    h_2(t) &= \frac{Q_{20}(t)}{S_2} \\
    h_3(t) &= \frac{K_{13}}{S_3} \sqrt{h_1(t) - h_3(t)}
\end{align*}
\right.
\] |
|           |                 |
| v_{13} = closed |                 |
| v_{32} = closed |                |
| nom4        | \[
D_4 \left\{ 
\begin{align*}
    h_1(t) &= \frac{1}{S_1} (Q_1(t) - K_{13} \sqrt{h_1(t) - h_3(t)}) \\
    h_2(t) &= \frac{Q_{20}(t)}{S_2} \\
    h_3(t) &= \frac{K_{13}}{S_3} \sqrt{h_1(t) - h_3(t)}
\end{align*}
\right.
\] |
|           |                 |
| v_{13} = open |                 |
| v_{32} = closed |               |

Definition 3. The firing of a fire-enabled symbolic transition \( t_j^S \in T^S \) at time \( k \) is defined by:

\[
\begin{align*}
M^N_{k+1}(p^N) &= M^N_k(p^N) \\
M^N_{k+1}(p^N) &= M^N_k(p^N) \cup M^N_k(p^N), \\
M^S_{k+1}(p^S) &= M^S_k(p^S) \\
M^S_{k+1}(p^S) &= M^S_k(p^S) \cup M^S_k(p^S).
\end{align*}
\] (7)

Figure 2(b) illustrates an example of a symbolic firing. The symbolic transition \( t_j^S \) has only symbolic conditions and is fire-enabled. No configuration satisfies the symbolic conditions \( \Omega^S(t_j^S) \), however, all the tokens are duplicated.

Mixed transitions (also called hybrid transitions in (Zouaghi et al., 2011a)) model the interactions between discrete events and system continuous dynamics. A mixed transition merges a symbolic transition with a numerical transition to consider the correlation between discrete observations and continuous observations. A mixed transition \( t_j^M \in T^M \) is then associated with both numerical conditions \( \Omega^N(t_j^M) \) and symbolic conditions \( \Omega^S(t_j^M) \).

Definition 4. A mixed transition \( t_j^M \in T^M \) is fire-enabled at time \( k \) if \( \forall p_i \in \text{Pre}(t_j^M) \):

\[
\begin{align*}
    m_k(p_i^S) &\geq \text{Pre}(i,j), \quad \text{if} \quad p_i^S \in \text{Pre}(t_j^M) \cap P^S \\
    m_k(p_i^N) &\geq 0, \quad \text{if} \quad p_i^N \in \text{Pre}(t_j^M) \cap P^N.
\end{align*}
\] (9)

The mixed firing uses the concept of classical firing with the particles satisfying the numerical conditions and the concept of pseudo-firing with the configurations. The pseudo-firing of configurations models uncertainty about the occurrence of an observable discrete event that is supported by a change of continuous dynamics.

Definition 5. The firing of a mixed transition \( t_j^M \in T^M \) at time \( k \) is defined by:

\[
\begin{align*}
M^N_{k+1}(p^N) &= M^N_k(p^N) \cap \Omega^N(t_j^M) \\
M^N_{k+1}(p^N) &= M^N_k(p^N) \cup \Omega^N(t_j^M), \\
M^S_{k+1}(p^S) &= M^S_k(p^S) \\
M^S_{k+1}(p^S) &= M^S_k(p^S) \cup \Omega^S(t_j^M).
\end{align*}
\] (10)

An example of a mixed firing is illustrated in Figure 2(c). \( t_3^M \) is a mixed transition therefore it has symbolic conditions and numerical conditions. The configuration in place \( p_2^N \) is duplicated. Regarding the numerical part, particles \( \pi^N \) and \( \pi^S \) satisfy \( \Omega^N(t_3^M) \) so they are moved to \( p_1^N \). Furthermore, \( \pi^S \) stays in place \( p_1^S \) because it does not satisfy \( \Omega^S(t_3^M) \).

3.3. State Estimation

HPPN-BL hybrid estimation is based on the marking evolution and on the particle filtering: a prediction step and a correction step are performed on the tokens.

For the sake of clarity, in this paper, it is assumed that a hybrid state is represented by a couple \( (p_i^S, p_i^N) \). The initial marking of the HPPN-BL is \( M_0 = \{M_0^S, M_0^N\} \) and the estimated marking at time \( k \) is \( \hat{M}_k = \{\hat{M}_k^S, \hat{M}_k^N\} \) where \( \hat{M}_k = M_{k+1} \).

The observations start at time \( k = 1 \), \( O_1 = (O_1^S, O_1^N) \) where \( O^S \) and \( O^N \) respectively represent the observations corresponding to the symbolic part and the numerical part.

(1) The prediction step is based on the evolution of the marking of the HPPN-BL and on the estimation of the parti-
The evolution of the three-tank system is illustrated in Figure 4. There are 8 degraded modes defined by the occurrence of fault events $f_2$ or $f_3$ and 28 failure modes defined either by the occurrence of $f_1$, or $f_3$, or $f_5$, or by the occurrence of $f_2$ and $f_3$. 16 one-fault modes and the 20 two-fault modes are identified.

4.1. Behavior Modeling

With the definition of the HPPN-BL, it is possible to model a hybrid system behavior in a health monitoring context. Numerical places can represent the system continuous dynamics, and symbolic places can represent the different discrete health states of the system. Thus, a hybrid state $(p^S_t, p^N_t)$ will represent a health mode of the system. Let $Q = \{q_m\}$ denote the set of health modes of the system:

$$q_m = (p^S_t, p^N_t) \in Q \text{ if } \exists t \in T, (p^S_t, p^N_t) \in (\text{Post}(t))^2.$$  

(12)

Symbolic conditions are used to model the occurrence of observable discrete events belonging to $\Sigma_o$ and unobservable discrete events belonging to $\Sigma_{uo}$ (faults, mission events, interaction with the environment, ...). $\Sigma = \Sigma_o \cup \Sigma_{uo}$ is defined as the set of discrete events of the system. Numerical conditions model an observable change of continuous dynamics. System continuous dynamics are represented by differential equations.

A generic example of a system behavioral model is described in Figure 5. In this example, the system has three continuous behaviors represented by $p^S_1$, $p^S_2$, $p^S_3$, and four health states $p^S_1$, $p^S_2$, $p^S_3$, and $p^S_4$. Using Equation (12), five health modes are distinguishable.

Health modes $q_1 = (p^S_1, p^S_3)$ and $q_2 = (p^S_1, p^S_4)$ are two nominal modes switching from one to the other when sym-
Symbolic conditions $\Omega^S(t_1^q) = (\text{occ}(e_1))$ or symbolic conditions $\Omega^S(t_2^q) = (\text{occ}(e_2))$ are satisfied. Symbolic transitions $t_1^q$ and $t_2^q$ represent the occurrence of observable events $e_1 \in \Sigma_o$ and $e_2 \in \Sigma_o$ supporting a change of continuous dynamics between $p_5^N$ and $p_6^N$, respectively. Health modes $q_3 = (p_2^S,p_6^N)$ and $q_4 = (p_3^S,p_6^N)$ are two degraded modes reachable from health mode $q_1$ by satisfying the symbolic conditions $\Omega^S(t_3^q) = (\text{occ}(f_1))$ and $\Omega^S(t_4^q) = (\text{occ}(f_2))$, respectively. Symbolic transitions $t_3^q$ and $t_4^q$ represent the occurrence of two unobservable fault events $f_1 \in \Sigma_{uo}$ and $f_2 \in \Sigma_{uo}$, respectively. Finally, $q_5 = (p_4^S,p_7^N)$ is a failure mode in which both events $f_1$ and $f_2$ occurred and that is reachable from the two degraded modes. $\Omega^N(t_5^q) = (\text{occ}(f_1))$ represent the occurrence of $f_1$ and $\Omega^S(t_6^q) = (\text{occ}(f_2))$ represent the occurrence of $f_2$.

**Example 3** The behavioral model of the three-tank system is limited to only two nominal modes and three failure modes for illustration purposes in Figure 6. Four dynamic equation sets are associated with $D_1$, $D_2$, $D_{1f_1}$, and $D_{2f_1}$, and five discrete health states are represented by $\text{nom}_1$, $\text{nom}_2$, $12f_4$, $1f_1$, and $2f_1$. Five health modes are defined. Health modes $q_1 = (\text{nom}_1,D_1)$ and $q_2 = (\text{nom}_2,D_2)$ are nominal modes in which the system switches from one to the other when the condition $\text{occ}(close_{v_{13}})$ or $\text{occ}(open_{v_{13}})$ is satisfied. Notations are simplified in the illustration with only the discrete event shown for the sake of readability. Three failure modes $q_3 = (12f_4,D_2)$, $q_4 = (1f_1,D_{1f_1})$, $q_5 = (2f_1,D_{2f_1})$ can be reached from nominal modes $q_1$ or $q_2$ by satisfying conditions $\text{occ}(f_1)$ or $\text{occ}(f_2)$ (simplified in $f_1$ and $f_4$ for illustration purposes).

The next section presents the methodology to build a state tracker object called a *diagnoser* from the behavioral system model.

**4.2. Behavioral Diagnosis**

In health monitoring context, diagnosis aims at tracking the system current health state. A common way in DES framework is to generate a diagnoser of the system from its model (Sampath et al., 1995). A diagnoser is basically a monitor that is able to process any possible observable event on the system. It consists in recording these observations and providing the set of possible faults whose occurrence is consistent with these observations.

Concerning hybrid systems, one approach is to build a hybrid diagnoser (Bayoudh et al., 2008) from a hybrid automation. The idea is to abstract the continuous part of the system to work with a discrete view of the system. This abstraction is done by using consistency tests, which take the form of a set of residuals. The diagnoser method is then directly applied to the resulting discrete event system. In previous work (Chanthery & Ribot, 2013), we extended this approach in order to integrate diagnosis and prognosis for hybrid systems. The main drawback of this approach is that the DES oriented diagnosis framework is not the most suited to incorporate the highly probabilistic prognosis task. Using the HPPN-BL, we succeeded in capturing knowledge-based and observation-based uncertainty. Consequently, we proposed a new diagnoser built from a HPPN-BL (Gaudel, Chanthery, Ribot, & Le Corronc, 2014). The classical diagnoser is a fi-
nite state machine. Although this theoretical object is very interesting for studying properties of a system, such as di-
agnosability or controllability, it is absolutely not suited to
eMBEDDED systems, because the diagnoser state number ex-
plodes for large models. Consequently, we choose to build a
in a HPPN-BL model for the following reasons:

- it is not necessary to transform the specification of the
  system behavior another formalism,
- the HPPN model captures uncertainty, so the integration
  with prognosis becomes more natural,
- this representation is more compact than a hybrid au-
  tomaton description, so the problem of embeddability of
  the diagnoser is reduced.

The diagnoser takes as inputs the HPPN-BL specifying the
system behavior and the set of online observations on the
system. The output of the diagnoser is an estimation of the
system behavior and the set of online observations on the

4.2.1. Diagnoser Generation Based on HPPN-BL

Let us suppose that the system behavioral model is a HPPN-
BL given by a tuple \( < P, T, Pre, Post, X, F, \gamma, \Omega, M_0 > \) as
defined in Section 3.1.

The set of places of the diagnoser remains the same as the one
of the system behavioral model. Concerning the transitions,
two aspects have to be taken into account.

First, it is necessary to follow the system continuous dynam-
ics with information resulting from the observed variables.
Two sources of information can be taken into account:

- It is possible to generate a set of residuals from the set of
differential equations \( C \) of the model. The residual
generation has been widely studied in diagnosis stud-
ies. Fundamental results can be found in (Maquin et al.,
1997). In the case where the system equations are linear,
residuals can be generated by computing a set of analyt-
cal redundancy relations (ARR) with the parity space
approach (Staroswiecki & Comtet-Varga, 2001). The
parity space approach has been extended to multi-mode
systems in (Cocquempot, El Mezyani, & Staroswiecki,
2004).

- In our case, we consider that is possible to
generate a residual \( r_i \) (or to simply have one by expert
knowledge) for some numerical places \( p_i^N \). Then,
numerical conditions \( \Omega^N(t_i) \) are associated with a transi-
ton \( t_i \) linking two numerical places \( p_j^N \) and \( p_k^N \) and
carry a satisfaction test \( r_i \), with \( (i, j, l) \in \{1, \ldots, |P^N| \}^2 \) and
\( l \in \{1, \ldots, |T| \} \). However, for some other places, only
discrete information is available. The HPPN framework
encompasses these characteristics and the diagnoser gen-
eration is adapted. If a residual \( r_i \) is available, this means
that \( \Omega^N(t_i)(\pi) \) is satisfied when \( r_i \) is satisfied for \( \pi \).

Residuals allow for checking the consistency of obser-
vations with the model constraints. Since residuals are
computed from observable continuous variables, they can be
evaluated online with the incoming observations given
by the sensors.

- The numerical correction process is used to update the
  prediction, by comparing the predicted particle values to
observations with the model constraints. Since residuals
are linear, the numerical correction process is used to
update the prediction, by comparing the predicted particle values to

Secondly, because the diagnoser only captures the observable
behavior of the system, a condition representing the occur-
rence of an unobservable discrete events would never be satis-
ified. The management of unobservable discrete event is done
following these rules:

R1. For any mixed transition \( t^M \in T^M \) with symbolic condi-
tions \( \Omega^S(t^M_j) \) covering the occurrence of some unob-
serverable events and some observable events, remove the
symbolic part covering the occurrence of unobservable
events, because these conditions would never be satisfied.
The mixed transition \( t^M_j \) remains a mixed transition.

R2. For any mixed transition \( t^M \in T^M \) with symbolic condi-
tions \( \Omega^S(t^M_j) \) covering only the occurrence of unobserv-
able events, remove the symbolic part of the transition.
The mixed transition \( t^M_j \) is transformed in a numerical
transitions \( t^N_j \in T^N \).

R3. For any symbolic transition \( t^S_j \in T^S \) with symbolic condi-
tions \( \Omega^S(t^S_j) \) covering the occurrence of some unob-
serverable events and some observable events, remove the
symbolic part covering the occurrence of unobservable
events. The transition \( t^S_j \) remains a symbolic transition.

Concerning the observable discrete part of the system, occur-
rences of observable discrete events will be used as symbolic
conditions.

Once the system behavioral model is defined and all num-
berical conditions are computed from the residual generation, the
corresponding diagnoser can be generated with the following
steps:

**Step 1:** Add the available numerical conditions \( \Omega^N(t^S_j) \) to
symbolic transition \( t^S_j \in T^S \), with \( j \in \{1, \ldots, |T| \} \), if they
exist. As a result, the symbolic transition \( t^S_j \) will be upgraded
into a mixed transition \( t^M_j \in T^M \).
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Step 2: Manage the unobservable events with rules R1 to R4.

Ambiguity: The challenge of diagnosis is to have the ability to diagnose anticipated but unobservable faults in the system. In this context, modeling unobservable events can lead to ambiguity in the diagnoser. The occurrence of faults that cannot be distinguishable from the system observations will lead to ambiguous health states for the diagnoser. Therefore, a third step is needed during the diagnoser generation to track ambiguity. To do so, it is necessary to define a rule to merge two transitions of the same type. Two numerical transitions are mergeable if they are conditioned by the same change of dynamics and if they share the same symbolic places in their sets of inputs places.

Definition 6 (Mergeable numerical transitions)
Two numerical transitions \((t_i^N, t_j^N) \in (T^N)^2\), with \((i, j) \in \{1, ..., |T^N|\}^2\) and \(i \neq j\) are mergeable if:

\[
(\text{Pre}(t_i^N) = \text{Pre}(t_j^N)) \land (\text{Post}(t_i^N) \cap P^N \cap \text{Post}(t_j^N) \neq \emptyset).
\] (13)

Note that condition (13) implies that the two transitions share the same numerical condition: \(\Omega^N(t_i^N) = \Omega^N(t_j^N)\).

Definition 7 (Mergeable symbolic transitions)
Two symbolic transitions \((t_i^S, t_j^S) \in (T^S)^2\), with \((i, j) \in \{1, ..., |T^S|\}^2\) and \(i \neq j\) are mergeable if:

\[
(\text{Pre}(t_i^S) = \text{Pre}(t_j^S)) \land (\text{Post}(t_i^S) \cap P^S \cap \text{Post}(t_j^S) \neq \emptyset).\] (14)

Step 3: Merge all mergeable transitions while there are at least two mergeable transitions using the following definitions.

Definition 8 (Merging of two numerical transitions)
The merging of two mergeable numerical transitions \((t_i^N, t_j^N) \in (T^N)^2\), with \((i, j) \in \{1, ..., |T^N|\}^2\) and \(i \neq j\) is defined by two steps as follows:

1. Creation of a new transition \(t_{ij}^N\) characterized by:

\[
\begin{align*}
\text{Pre}(t_{ij}^N) & = \text{Pre}(t_i^N) \\
\text{Post}(t_{ij}^N) & = \text{Post}(t_i^N) \cup \text{Post}(t_j^N) \\
\Omega^N(t_{ij}^N) & = \Omega^N(t_i^N)
\end{align*}
\] (15)

2. Addition of \(t_{ij}^N\) and deletion of \(t_i^N\) and \(t_j^N\) in \(T\):

\[
T = (T \setminus \{t_i^N, t_j^N\}) \cup \{t_{ij}^N\}.
\] (16)

Definition 9 (Merging of two symbolic transitions)
The merging of two mergeable symbolic transitions \((t_i^S, t_j^S) \in (T^S)^2\), with \((i, j) \in \{1, ..., |T^S|\}^2\) and \(i \neq j\) is defined by two steps as follows:

1. Creation of a new transition \(t_{ij}^S\) characterized by:

\[
\begin{align*}
\text{Pre}(t_{ij}^S) & = \text{Pre}(t_i^S) \\
\text{Post}(t_{ij}^S) & = \text{Post}(t_i^S) \cup \text{Post}(t_j^S) \\
\Omega^S(t_{ij}^S) & = \Omega^S(t_i^S)
\end{align*}
\] (17)

2. Addition of \(t_{ij}^S\) and deletion of \(t_i^S\) and \(t_j^S\) in \(T\):

\[
T = (T \setminus \{t_i^S, t_j^S\}) \cup \{t_{ij}^S\}.
\] (18)

The resulting diagnoser of the model given in Figure 5 is presented in Figure 7.

Figure 7. Example of system diagnoser using the HPPN-BL.
4.2.2. Behavioral Diagnosis Result

The diagnosis result is given at each clock tick from the diagnoser state. By using the HPPN-BL and the state estimation process based on particle filtering described in Section 3.3, the diagnosis $\Delta_k$ at time $k$ is the distribution of health mode beliefs, which depends on particle values and weights and is deduced from the marking of the diagnoser at time $k$:

$$\Delta_k = \hat{M}_k = \{\hat{M}_k^S, \hat{M}_k^N\}. \quad (19)$$

The marking $\hat{M}_k$ indicates the belief on the fault occurrences. It gives the same information as a classical diagnoser in terms of fault occurrences, with the same ambiguity. The difference is that in a classical diagnoser, every possible diagnosis has the same belief degree. With a HPPN-BL-based diagnoser, the ambiguity is valued by particle weights.

As a consequence, using diagnosis for health management becomes easier. In the case of classical diagnoser, it is indeed very difficult to “choose” a system belief state in case of decision making. In the case of a HPPN-BL-based diagnoser, each possible state of the system is valued, so it is easy to evaluate the most probable state at each clock tick.

Another advantage is that several types of uncertainty are taken into account.

1. Configuration pseudo-firing during numerical transition firing may represent uncertainty about the occurrence of an unobservable discrete event, especially a fault event.
2. Configuration and particle pseudo-firing during symbolic transition firing may represent uncertainty about the non-occurrence of an observed discrete event, i.e. a false observation.
3. Configuration pseudo-firing during mixed transition firing may represent uncertainty about the occurrence of an unobservable discrete event, supported by a change of continuous dynamics.
4. The noise added on particle values during the prediction step models uncertainty about system dynamic equations and continuous observations.

5. Hybrid Level of Hybrid Particle Petri Nets

The previous part describes a way to use the HPPN-BL to monitor the system health state based on its behavioral model. It could be interesting to look at a higher level of representation to illustrate a different level of dynamics, or to have a more aggregate view of the system. For instance, in health monitoring context, it is interesting to take into account the degradation dynamics. Getting some information about the degradation of the system is a significant advantage for elaborating a more precise diagnosis and to perform prognosis.

The next sections describe the hybrid level of Hybrid Particle Petri Nets formalism (HPPN-HL). The purpose of HPPN-HL is to represent some hybrid state characteristics, and not just either continuous dynamics or discrete states. For example, it will be possible to study properties such as stability or diagnosability of hybrid systems, or to monitor degradation and build a prognosis process. As stated before, this paper focuses on the degradation laws for system health monitoring, which depend on health modes. A set of dynamic equations is used to monitor the hybrid information we focus on. The update of the degradation value at each clock tick defines a degradation diagnosis function.

5.1. Hybrid Level

The HPPN-HL is defined as a tuple $<P^H, T^H, H, F, \Omega^H>$ where:

- $P^H$ is the set of hybrid places.
- $T^H$ is the set of hybrid transitions.
- $H \subseteq \mathbb{R}^n$ is the state space of the hybrid state vector.
- $F$ is the set of dynamic equations of the system associated with hybrid places, representing hybrid state evolution.
- $\Omega^H$ is the set of conditions associated with the hybrid transitions.

A complete HPPN combines a behavioral level with a hybrid level and is thus defined as a tuple $<P, T, Pre, Post, X, C, H, F, \gamma, \Omega, M_0>$.

Hybrid places are used to compose the HPPN-HL and represent possible hybrid states. A hybrid state is a couple $(p^S_i, p^N_j)$. For the sake of clarity, $p^H_i = (p^S_i, p^N_j)$ denotes that a hybrid
place $p^H_i$ represents the hybrid state $(p^S_i, p^N_i)$. Because hybrid states are combinations of symbolic places and numerical places, the hybrid state set of a given behavioral model is always finite. However, only couples that are part of the set of output places of the same transition are considered as hybrid states:

$$p^H_i = (p^S_i, p^N_i) \in P^H \text{ if } \exists t_m \in T, (p^S_i, p^N_i) \in (Post(t_m))^2.$$  

Hybrid states that do not satisfy Equation (20) are considered as intermediate states. This means there is no information in the model about them.

A hybrid place is marked by hybrid tokens $h^i_k = [s^i_k, d^i_k]$ with $i \in \{1, \ldots, |M^H_k|\}$ where $M^H_k$ is the set of all the hybrid tokens in the net at time $k$. A hybrid transition is defined by a couple $s^i_k = (\delta^i_k, \pi^i_k)$ of tokens running in the HPPN-BL and its corresponding hybrid state vector $d^i_k \in H$. The whole marking at time $k$ of the HPPN is $M_k = \{M^S_k, M^N_k, M^H_k\}$. Hybrid tokens are created and deleted as follows.

Creation: Because of their dependency on configurations and particles, hybrid tokens are created at the same time as the creation of a configuration or a particle. If a hybrid token $h$ depends on a particle $\pi$ that is duplicated during the prediction step of the state estimation process in a new particle $\pi'$, then $h$ is also duplicated in $h'$ but $h'$ depends on the new particle $\pi'$.

Deletion: A hybrid token $h$ depending on a configuration $\delta$ and a particle $\pi$ is deleted when $\delta$ or $\pi$ is deleted during the online process of the HPPN-BL.

Considering the two rules above, the HPPN-HL online process totally depends on the HPPN-BL online process but both processes are simultaneous.

Any hybrid place is linked with all the other hybrid places through a hybrid transition $t^H_j \in T^H$.

$$\forall p_i \in P, \ M_k(p_i) \text{ is the set of tokens in } p_i \text{ at time } k \text{ and } m_k(p_i) = |M_k(p_i)| \text{ is the number of tokens in } p_i \text{ at time } k.$$  

Definition 10 A hybrid transition $t^H_j \in T^H$ is fire-enabled at time $k$ if:

$$\exists p^H_i \in Pre(t^H_j), \ m_k(p^H_i) \geq Pre(i, j) \quad (21)$$

A hybrid place is associated with a set of dynamic equations representing a hybrid state characteristics. The idea is to let a hybrid token $h^i = [s^i, d^i]$ evolve in the HPPN-HL according to symbolic and numerical places in which its associated configuration $\delta^i_k$ and its associated particle $\pi^i_k$, with $s^i = (\delta^i, \pi^i)$, are evolving.

To formally define the firing of hybrid transitions, we need to define the following notations: $P(\delta^i) = p^S_i$ and $P(\pi^i) = p^N_i$ denote the projections of $\delta^i$ and $\pi^i$ on the set of places $P$, $P(s^i) = (p^S_i, p^N_i)$ denotes the hybrid place of a couple $s^i = (\delta^i, \pi^i)$.

Each hybrid transition carries a set of hybrid conditions $\Omega^H(t^H_j)$ that are satisfied if $\Omega^H(t^H_j)(h^i) = 1$. Hybrid tokens $h^i$ are moved to another hybrid place $p^H$ if $P(s^i) = p^H$:

$$\forall h^i = [s^i, d^i], \ \Omega^H(t^H_j)(h^i) = \begin{cases} 1 & \text{if } P(s^i) = p^H \\ 0 & \text{otherwise.} \end{cases} \quad (22)$$

$S_k^H(p^H)$ is the set of hybrid tokens in $p^H$ satisfying the conditions $\Omega^H(t^H_j)$ at time $k$.

Definition 11 The firing of a fire-enabled hybrid transition $t^H_j \in T^H$ at time $k$ is defined by:

$$\begin{align*}
M_{k+1}^H(p^H) & = M_k^H(p^H) \setminus S_k^H(p^H) \\
M_{k+1}^H(p^H) & = M_k^H(p^H) \cup S_k^H(p^H). 
\end{align*} \quad (23)$$

An example of hybrid transition firing in a HPPN-HL is shown in Figure 9. There are two hybrid places $p^H_1 = (p^S_1, p^N_1)$ and $p^H_2 = (p^S_2, p^N_2)$. At time $k$, the two hybrid tokens $h^1_k = [s^1_k, d^1_k]$ and $h^2_k = [s^2_k, d^2_k]$ are following the characteristics of the hybrid state represented by $p^H_1$, so hybrid transitions $t^H_1$ and $t^H_2$ are fire-enabled. $P(s^1_k) = (p^S_1, p^N_1)$ but $P(s^2_k) = (p^S_2, p^N_2)$ so $\Omega^H(t^H_1)(h^1_k)$ is satisfied and $h^2$ is moved to $p^H_2$. $h^2$ thus follows at time $k + 1$ the characteristics of the hybrid state $p^H_2 = (p^S_2, p^N_2)$.

![Figure 9. Illustration of firing rules of fire-enabled hybrid transitions.](image-url)
where $F^j_k \in \mathcal{F}$ is the set of dynamic equations associated with the hybrid place $p^H_j$. Because $d^j_{k+1}$ depends on $d^j_k$, the continuity of the value $d^j$ can be ensured.

Figure 10 illustrates the evolution of the value $d^2$ of hybrid token $h^2$ of Figure 9. It shows that $d^j_{k+1}$ is computed with dynamic equations $F^j_k$. $F^j_{k+1}$ is associated with $p^H_j$ and depends on $d^j_k$, the value of $d^j$ at time $k$. This ensures the continuity between $F^j_k$ and $F^j_{k+1}$ at time $k+1$.

![Figure 10. Illustration of the continuities of hybrid token](image)

If $\mathcal{F}$ is not empty, the values $d^j_k$ can be taken into account in the decision making process at time $k$ that determines the marking at time $k+1$ of the HPPN-BL.

**6. Application to Degradation Monitoring**

This section introduces a way to represent uncertainty about degradation for each system health mode using probability measures.

**6.1. Degradation Modeling**

In the context of health monitoring, the HPPN-HL formalism is used to include degradation laws in the system model. We propose to consider health modes as hybrid states of a HPPN. The system description is enriched with a set of degradation laws modeling the degradation depending on health mode stress levels. The set of degradation laws is supposed to be accurately known. $\mathcal{F} = \{F^j, p^H_j \in P^H\}$ is the set of degradation laws associated with hybrid places of the system. $F^H_j$ is a vector of degradation laws for each anticipated fault in the hybrid place $p^H_j = (p^S_j, p^N_j)$:

$$F^H_j (t) = \begin{bmatrix}
  f^H_{p^1 j} (t) \\
  f^H_{p^2 j} (t) \\
  \vdots \\
  f^H_{p^N j} (t)
\end{bmatrix},$$

where $f^H_{p^j j}$ represents the probability distribution of the fault $f_j$ at any time in the hybrid place $p^H_j$ and $n$ is the number of anticipated faults.

**Example 5** The right side of Figure 11 represents the HPPN-HL of the three-tank system model illustrated by Figure 6. This partial model has five health modes (see Section 4.1), thus the corresponding HPPN-HL has five hybrid places $p^H_1 = (nom_1, D_1), p^H_2 = (nom_2, D_2), p^H_3 = (12 f_4, D_2), p^H_4 = (1 f_1, D_1 f_1), and p^H_5 = (2 f_3, D_2 f_3)$. Five hybrid transitions $t^H_1 \ldots t^H_5$ deliver accesses to the five hybrid places when associated hybrid conditions are satisfied (Equation (22)). Not all transitions are represented in Figure 11 for the sake of readability. Fault probability distributions $F^3$ associated with each hybrid place $p^H_j$ are represented with the 2-parameter Weibull model. By setting $\beta = 1$, the Weibull model describes random failures and is similar to the exponential law. The second parameter $\eta$ of the Weibull model depends on the system stress level in each health mode associated with a hybrid place:

$$f^H_j (t) = W(t, \eta_j (p^H_j)) = \int_{t_0}^t \frac{1}{\eta_j (p^H_j)} \exp \left( - \frac{t}{\eta_j (p^H_j)} \right) dt.$$ (26)

Fault probability distributions for leak faults $f_1, f_2$ and $f_3$ are defined with three different values for parameter $\eta$ ($\eta_{h_1} = 100000, \eta_{h_2} = 80000, \eta_{h_3} = 60000$) representing three different stress levels for the system health modes. Fault probability distributions associated with each hybrid place of Figure 11 are given in Table 2. All degradation laws of the three-tank system are provided in the appendix.

Fault probability distributions for $f_4$ and $f_5$ mainly evolve with the number of closings/openings. Thus, the parameter $\eta_{v_3}$ for the valve $v_{13}$ (resp. $\eta_{v_3}$ for the valve $v_{32}$) depends on a cycle coefficient $\alpha_{13}$ (resp. $\alpha_{32}$) that increases after each occurrence of discrete events $open_{v_{13}} or close_{v_{13}} (resp. open_{v_{32}} or close_{v_{32}})$:

$$f^H_{p^1 j} (t) = W(t, \eta_{v_{13}} (\alpha_{13})), \quad f^H_{p^2 j} (t) = W(t, \eta_{v_{32}} (\alpha_{32})).$$ (27)

At first, the system is supposed to be in health mode $(nom_1, D_1)$ and $\alpha_{13} = \alpha_{32} = 0$, $\eta_{v_{13}} = \eta_{v_{32}} = 20000$.

**6.2. Diagnosis Based on HPPN**

The diagnoser extended with the HPPN-HL is called a HPPN-based diagnoser. The HPPN-based diagnoser generation step does not modify the degradation model defined in Section 6.1. It is a HPPN that monitors both the behavior and the degradation of the system.

Using a HPPN-based diagnoser, the diagnosis $d_k$ of the system at time $k$ is the complete marking of the diagnoser. Equation (28) represents the distribution of health mode beliefs
and the system degradation for each mode:
\[ \Delta_k = \bar{M}_k = \{ \hat{M}_k^S, \hat{M}_k^N, \hat{M}_k^H \}. \]  
(28)

**Example 6** Figure 11 shows a part of the HPPN-based diagnoser for the three-tank system. It illustrates the interactions between the HPPN-BL and the HPPN-HL of the diagnoser. At time \( k \), two configurations and three particles are running in the HPPN-BL. One configuration is in the symbolic place \( \text{nom}_2 \) and the other one in the symbolic place \( 12f_4 \). Three particles \( \pi_1, \pi_2 \) and \( \pi_3 \) are in numerical place \( D_2 \). Three hybrid tokens are running in the HPPN-HL. \( h_1 \) and \( h_2 \) are in the hybrid place \( p_{14}^H \) because they are linked to the configuration in \( \text{nom}_2 \) and respectively \( \pi_1 \) and \( \pi_2 \). These two hybrid tokens follow degradation laws \( F_{p_{14}^H}^H \). \( h_3 \) is in the hybrid place \( p_{34}^H \) because it is linked to the configuration in \( 12f_4 \) and \( \pi_3 \). This hybrid token follows degradation laws \( F_{p_{34}^H}^H \). For this example, the result of diagnosis can be written as follows:
\[ \Delta_k = \{(\text{nom}_2, D_2, h^1), (\text{nom}_2, D_2, h^2), (12f_4, D_2, h^3)\}, \]
(29)
where the degradation vectors of hybrid tokens \( h^1, h^2 \) and \( h^3 \) at time \( k \) are respectively \( d_1^H = F_{p_{14}^H}^H (d_{k-1}^H) \), \( d_2^H = F_{p_{23}^H}^H (d_{k-1}^H) \) and \( d_3^H = F_{p_{34}^H}^H (d_{k-1}^H) \).

To sum up, the main steps of the proposed method are reminded in Algorithms 1 and 2.

**Algorithm 1 Offline process**
1: model ← CreateHPPNModel()
2: diagnoser ← GenerateHPPNDiagnoser(model)

**Algorithm 2 Online process**
Input: diagnoser, \( M_0 \)
1: for all \( O_k \) do
2: \( \hat{M}_k ← \text{StateEstimation}(\text{diagnoser}, \hat{M}_{k-1}, O_k) \)
3: \( \Delta_k ← \bar{M}_k \)
4: end for

The first offline step (Algorithm 1, line 1) is to model the system considered using the HPPN framework (see Sections 4.1 and 6.1). The second offline step (Algorithm 1, line 2) is to generate the HPPN-based diagnoser from the system model (see Sections 4.2 and 6.2). Then the online process (Algorithm 2) uses consecutive observations to update the diagnoser marking and compute diagnosis (see Sections 3.3, 4.2 and 6.2).

From the HPPN-based diagnoser are provided two estimations:
- The belief on the system *health modes* takes the form of a marking \( \{ \hat{M}_k^S, \hat{M}_k^N \} \) of the HPPN-BL,
Table 2. Three-tank system example: health modes degradation laws.

<table>
<thead>
<tr>
<th>Health mode</th>
<th>Valve state</th>
<th>Degradation laws</th>
</tr>
</thead>
<tbody>
<tr>
<td>$p^H_1 = (nom_1, D_1)$</td>
<td>$v_{13} = \text{open}$ $v_{32} = \text{open}$</td>
<td>$F_{p^H_1} = \begin{cases} f^p_{11}(t) = W(t, \eta_0) \ f^p_{21}(t) = W(t, \eta_0) \ f^p_{31}(t) = W(t, \eta_0) \end{cases}$</td>
</tr>
<tr>
<td>$p^H_2 = (nom_2, D_2)$</td>
<td>$v_{13} = \text{closed}$ $v_{32} = \text{open}$</td>
<td>$F_{p^H_2} = \begin{cases} f^p_{12}(t) = W(t, \eta_c) \ f^p_{22}(t) = W(t, \eta_0) \ f^p_{32}(t) = W(t, \eta_0) \end{cases}$</td>
</tr>
<tr>
<td>$p^H_3 = (12f_4, D_2)$</td>
<td>$v_{13} = \text{closed}$ $v_{32} = \text{open}$</td>
<td>$F_{p^H_3} = \begin{cases} f^p_{13}(t) = W(t, \eta_c) \ f^p_{23}(t) = W(t, \eta_0) \ f^p_{33}(t) = W(t, \eta_0) \end{cases}$</td>
</tr>
<tr>
<td>$p^H_4 = (1f_1, D_1f_1)$</td>
<td>$v_{13} = \text{open}$ $v_{32} = \text{open}$</td>
<td>$F_{p^H_4} = \begin{cases} f^p_{14}(t) = 1 \ f^p_{24}(t) = W(t, \eta_0) \ f^p_{34}(t) = W(t, \eta_0) \end{cases}$</td>
</tr>
<tr>
<td>$p^H_5 = (2f_1, D_2f_1)$</td>
<td>$v_{13} = \text{closed}$ $v_{32} = \text{open}$</td>
<td>$F_{p^H_5} = \begin{cases} f^p_{15}(t) = 1 \ f^p_{25}(t) = W(t, \eta_0) \ f^p_{35}(t) = W(t, \eta_0) \end{cases}$</td>
</tr>
</tbody>
</table>

- The belief on the system degradation state takes the form of a marking of the HPPN-based diagnoser $\Delta_k = M_k = \{M^S_k, M^N_k, M^H_k\}$.

The marking value $\{M^S_k, M^N_k\}$ represents the belief on the health modes through a probability distribution. The marking value $M^H_k$ represents the degradation state through a degradation distribution over the health modes. Because each hybrid token depends on a particle and a configuration, its degradation value is linked with the belief of its health mode. Consequently, the health mode belief and the degradation values can be considered in case of decision making in the context of health management.

7. CASE STUDY

The HPPN-based diagnoser generation has been implemented in Python 3.4. The tests described below were performed under Linux 4.9.2 (x86_64 - linear - gnu) on a 1.90 GHz x15 - 3437U CPU. Simulations use one CPU and a maximum of 2GB of RAM.

7.1. Three-Tank System Diagnoser

The three-tank model has been loaded, including its behavioral description and its degradation laws. The tank sections are $S_1 = S_2 = S_3 = 0.0154 m^2$ and the pipe section between tanks is $S_n = 5.10^{-5} m$. Noise is modeled as Gaussian noise. Gaussian noise with a 0 mean value and a standard deviation of 0.01$m$ has been added to each state equation. The measure of $h_1$ is subjected to Gaussian noise with a 0 mean and a standard deviation of 0.01$m$. The measure of the water mass is subjected to Gaussian noise with 0 mean and a standard deviation of 0.1$kg$. The initial state is $H_0 = [H_{10}, H_{20}, H_{30}] = [0.48, 0.55, 0.58]$ and valves $v_{13}$ and $v_{32}$ are open. The simulation sampling period is 60$s$ because of the slow system continuous dynamics. The complete three-tank model has 40 symbolic places, 28 numerical places and 120 transitions. When using the merging rules in the diagnoser generation, the HPPN-based diagnoser has only 40 transitions, which represents a transition number reduction of about 66%. It shows that the diagnoser generation method is efficient and will be able to manage models for real systems. The initial symbolic and numerical places are respectively $nom_1$ and $D_1$ and the initial hybrid places is $p^H_1 = (nom_1, D_1)$.

7.2. Results

Three scenarios have been simulated. Scenario 1 illustrates that the method is robust to occurrences of unobservable events, such as fault events. $f_1$ occurs at 660$s$ and the system ends in failure mode $(1f_1, D_1f_1)$. Figure 12 shows the mean value of the diagnoser particles compared to the real water levels. Areas around mean values represent particle value uncertainty.

Figure 13 shows the diagnoser health mode belief degrees compared to the real one at different times of the simulation. The black dot indicates the real health mode of the system.
Figure 12. Scenario 1: monitoring of water levels.

at every clock tick. The white dot indicates the health mode with the highest belief degree and the grey dots indicates the other health mode belief degrees. Health mode belief degrees are computed using a weighting function, which depends on the distributions $Pr_{DN}$ and $Pr_{DS}$ calculated during the state estimation process (see Section 3.3).

Figure 13 shows that the health mode with the highest belief degree is always the real one $(nom_1, D_1)$ at 540s and then $(1f_1, D_1 f_1)$ at 1020s and 1560s. The leak in tank $T_1$ was thus well diagnosed. The diagnoser also considers other health modes because of the similarity between continuous dynamics. However, the discrete part of the system is used to restrain the health mode distribution and exclude health modes that do not match with observations and dynamic equations, such as $(1f_1, D_1 f_1)$ at 540s and $(21f_1, D_2 f_1)$ during the whole simulation.

Scenario 2 illustrates that the proposed method is robust to occurrences of unobservable events where continuous dynamics are ambiguous. $close_{v_{13}}$ occurs and is observed at 660s and valve $v_{13}$ is closed, leading the system to health mode $(nom_2, D_2)$. Then at 1920s, $f_4$ occurs and the system ends in failure mode $(12f_4, D_2)$. Finally, $open_{v_{13}}$ occurs and is observed at 3180s, but the health mode of the system does not change.

Figure 14 shows the diagnoser health mode belief degrees compared to the real one at different times of the simulation. At 240s, the health mode with the highest belief degree is the real one $(nom_1, D_1)$. At 1020s, both health modes $(12f_4, D_2)$ and $(nom_2, D_2)$ have high belief degrees because the diagnoser particles follow the same dynamic equations $D_2$ properly. The belief degree of $(nom_2, D_2)$ is slightly higher than the one of $(12f_4, D_2)$ because configurations in symbolic place $nom_2$ entirely match with the discrete observations ($close_{v_{13}}$ at 660s). Still, the possibility that the observation of $close_{v_{13}}$ at 660s could have been a false observation is kept in the marking, and thus in the diagnosis and in the computed belief degree distribution. At 2520s, the health mode with the highest belief degree is still $(nom_2, D_2)$ because the occurrence of $f_4$ does not involve any change of continuous dynamics. Once again, the diagnosis carries the possibility that the system is in the real health mode $(12f_4, D_2)$ with a high belief degree. Considering that $f_4$ is unobservable and the continuous dynamics of the two health modes are similar, it is the best diagnosis that can be pro-
duced at this time. After open,\textsubscript{v,3} is observed, configurations in nom\textsubscript{2} do not match with the observations as well as before and then the belief degrees of the two health modes become the same. Scenario 2 shows that the diagnoser is robust to occurrences of fault events even in case of ambiguous continuous dynamics.

Scenario 3 illustrates that the proposed method is robust to knowledge-based uncertainty, such as faulty modeling of the discrete behavior of the system or unreliable continuous dynamics, and observation uncertainty, such as occurrences of unobserved observable events or false observations. In this scenario, the standard deviations of state equation noise and the noise associated with the measure of \( h_1 \) have been quintupled and the simulation sampling period has been doubled. Events close,\textsubscript{v,3} and open,\textsubscript{v,3} occur respectively at 720s and 2040s but none of them are observed. At 3360s, \( f_1 \) occurs, leading the system to failure mode \((1f_1, D_1 f_1)\).

Figure 15 shows the diagnosis of the system over time. The diagnoser monitors the three-tank health mode properly even if observable events are not observed and detects the fault \( f_1 \) in only one sample period. It also shows that the amplification of noise has consequences on the belief degree distribution: at 480s and 2040s, the real health mode is not the highest one but still remains in the diagnosis result. From 720s to 1920s, the diagnosis is ambiguous: \((12f_4, D_2)\) and \((\text{nom}_2, D_2)\) have the same belief degree due to the non-observation of close,\textsubscript{v,13}. However, some information such as \( f_4 \) probability could be useful for decision making during this period. Figure 16 shows the degradation monitoring of hybrid tokens in hybrid place \( p_{11}^{D_1} \) from 0s to 600s. Degradation is monitored by estimating \( f_4 \) occurrence probability and is the mean of all hybrid token values. At 600s, \( f_4 \) occurrence probability is around 0.006. This very low probability could be taken into account in case of decision making at time 720s, and then disambiguate diagnosis by preferring health mode \((\text{nom}_2, D_2)\).

Faults are always detected in one sampling period because HPPN consider all possibilities during the online process prediction step and keep matching marking during the correction step. Diagnosis computation times and token numbers are given in Table 3. \( |M^S|, |M^N| \) and \( |M^H| \) respectively represent the diagnoser configuration, particle and hybrid token number at the time the diagnosis is performed.

Table 3 shows that the average diagnosis computation time is around 6.5s and the average number of all the diagnoser tokens at any time is 44780. These metrics point out that the diagnosis computation time increases with the diagnoser token number but remains acceptable compared to the system time constraint.

Simulation results show that HPPN-based diagnosis is robust to different types of uncertainty. In Scenario 1, the diagnoser detects and identifies properly a leak fault in tank \( T_1 \), but always considers possibilities of other modes having almost the same dynamic equations. Scenario 2 illustrates how the diagnoser deals with undetectable fault occurrences. Finally, Scenario 3 shows that the diagnoser is robust in case of noisy knowledge and observations and introduces the need to consider degradation monitoring in case of diagnosis ambiguity.

### 8. Conclusion and Future Work

This article illustrates the HPPN approach to process health monitoring of hybrid systems under uncertainty. The HPPN approach takes into account knowledge-based and observation-based uncertainty.
A HPPN-based diagnoser has been defined to monitor both discrete and continuous behaviors of the system. The HPPN-BL-based diagnoser is enriched to consider a level representing a hybrid property depending on the hybrid state of the system. The article focuses on the degradation property, in order to introduce concepts that will be useful to perform prognosis and health management of hybrid systems under uncertainty. In addition, diagnosis results can be used as probability distributions for decision making. Throughout the paper, concepts are illustrated with a three-tank system example. The HPPN-based diagnoser deals with event occurrence possibility and knowledge imprecision. Three scenarios have been tested to illustrate the proposed method advantage. The HPPN-based diagnoser results are consistent with the expected ones. In future work, the HPPN-based diagnoser will be tested on a real three-tank system. The proposed method may be adapted to meet real system constraints. We also aim at formalizing and developing a prognosis process that will interleave diagnosis and prognosis methods to obtain more accurate results.

### NOMENCLATURE

- $P$: the set of places of a HPPN
- $P^N$: the set of numerical places of a HPPN
- $P^S$: the set of symbolic places of a HPPN
- $P^H$: the set of hybrid places of a HPPN
- $T$: the set of transitions of a HPPN
- $T^N$: the set of numerical transitions of a HPPN
- $T^S$: the set of symbolic transitions of a HPPN
- $T^M$: the set of mixed transitions of a HPPN
- $T^H$: the set of hybrid transitions of a HPPN
- $Pre(t)$: the set of input places of a transitions $t \in T$
- $Post(t)$: the set of output places of a transitions $t \in T$
- $X$: the state space of the numerical state vector
- $C$: the set of dynamic equation sets associated with numerical places, representing continuous state evolution of the system
- $H$: the state space of the hybrid state vector
- $F$: the set of dynamic equations associated with hybrid places
- $\Omega$: the set of conditions of a HPPN
- $\Omega^N$: the set of numerical conditions of a HPPN
- $\Omega^S$: the set of symbolic conditions of a HPPN
- $\Omega^H$: the set of hybrid conditions of a HPPN
- $M_k$: the marking of a HPPN at time $k$
- $M^N_k$: the set of particles of a HPPN at time $k$
- $M^S_k$: the set of configurations of a HPPN at time $k$
- $M^H_k$: the set of hybrid tokens of a HPPN at time $k$
- $M_k(p)$: the marking of the place $p$ at time $k$
- $m_k(p)$: the numbers of tokens in the place $p$ at time $k$
- $S_k(p)$: the tokens in $p \in Pre(t)$ that satisfy the conditions $\Omega^N(t)$ at time $k$
- $\pi_k$: a particle of $M^N_k$ in a HPPN at time $k$ with a value $x_k \in X$ and a weight $w_k \in [0, 1]$
- $\delta_k$: a configuration of $M^S_k$ in a HPPN at time $k$
- $h_k$: a hybrid token of $M^H_k$ in a HPPN at time $k$ with a value $d_k \in H$ and associated with a couple of tokens $s_k = (\delta_k, \pi_k)$
- $P(s_k)$: the hybrid place of a couple of token $s = (\delta_k, \pi_k)$ at time $k$
- $\Sigma$: the set of discrete events
- $\Sigma_o$: the set of observable discrete events
- $\Sigma_{uo}$: the set of unobservable discrete events
- $O_k$: the set of observations at time $k$
- $O^N_k$: the set of continuous observations at time $k$
- $O^S_k$: the set of discrete observations at time $k$
- $Q$: the set of health modes
- $\Delta_k$: the diagnosis at time $k$
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APPENDIX

This section provides the three-tank system model. Tables 4 and 5 detail state equations and degradation laws associated with the system health modes.
Table 4. Three-tank system example: state equations and degradation laws.

<table>
<thead>
<tr>
<th>Valve state</th>
<th>State equations</th>
<th>Degradation laws for leak faults</th>
</tr>
</thead>
</table>
| $v_{13}$ = open, $v_{32}$ = open | \( h_1(t) = \frac{1}{2} (Q_1(t) - K_{13} \sqrt{h_1(t)} - h_3(t)) \)
| $v_{13} = closed, v_{32} = open$ | \( h_1(t) = \frac{1}{2} (Q_1(t) - K_{13} \sqrt{h_1(t)} - h_3(t)) \)
| $v_{13} = open, v_{32} = closed$ | \( h_1(t) = \frac{1}{2} (Q_1(t) - K_{13} \sqrt{h_1(t)} - h_3(t)) \)
| $v_{13} = closed, v_{32} = closed$ | \( h_1(t) = \frac{1}{2} (Q_1(t) - K_{13} \sqrt{h_1(t)} - h_3(t)) \)

<table>
<thead>
<tr>
<th>Valve state</th>
<th>State equations</th>
<th>Degradation laws for leak faults</th>
</tr>
</thead>
</table>
| $v_{13} = open, v_{32} = open$ | \( h_2(t) = \frac{1}{2} (K_{32} \sqrt{h_3(t)} - h_2(t)) - Q_20(t) \)
| $v_{13} = closed, v_{32} = open$ | \( h_2(t) = \frac{1}{2} (K_{32} \sqrt{h_3(t)} - h_2(t)) - Q_20(t) \)
| $v_{13} = open, v_{32} = closed$ | \( h_2(t) = \frac{1}{2} (K_{32} \sqrt{h_3(t)} - h_2(t)) - Q_20(t) \)
| $v_{13} = closed, v_{32} = closed$ | \( h_2(t) = \frac{1}{2} (K_{32} \sqrt{h_3(t)} - h_2(t)) - Q_20(t) \)

<table>
<thead>
<tr>
<th>Valve state</th>
<th>State equations</th>
<th>Degradation laws for leak faults</th>
</tr>
</thead>
</table>
| $v_{13} = open, v_{32} = open$ | \( h_3(t) = \frac{1}{2} (K_{32} \sqrt{h_3(t)} - h_3(t)) \)
| $v_{13} = closed, v_{32} = open$ | \( h_3(t) = \frac{1}{2} (K_{32} \sqrt{h_3(t)} - h_3(t)) \)
| $v_{13} = open, v_{32} = closed$ | \( h_3(t) = \frac{1}{2} (K_{32} \sqrt{h_3(t)} - h_3(t)) \)
| $v_{13} = closed, v_{32} = closed$ | \( h_3(t) = \frac{1}{2} (K_{32} \sqrt{h_3(t)} - h_3(t)) \)

<table>
<thead>
<tr>
<th>Valve state</th>
<th>State equations</th>
<th>Degradation laws for leak faults</th>
</tr>
</thead>
</table>
| $v_{13} = open, v_{32} = open$ | \( f_1(t) = W(t, \eta_a) \)
| $v_{13} = closed, v_{32} = open$ | \( f_2(t) = W(t, \eta_a) \)
| $v_{13} = open, v_{32} = closed$ | \( f_3(t) = W(t, \eta_a) \)
| $v_{13} = closed, v_{32} = closed$ | \( f_4(t) = W(t, \eta_a) \)

<table>
<thead>
<tr>
<th>Valve state</th>
<th>State equations</th>
<th>Degradation laws for leak faults</th>
</tr>
</thead>
</table>
| $v_{13} = open, v_{32} = open$ | \( f_5(t) = W(t, \eta_a) \)
| $v_{13} = closed, v_{32} = open$ | \( f_6(t) = W(t, \eta_a) \)
| $v_{13} = open, v_{32} = closed$ | \( f_7(t) = W(t, \eta_a) \)
| $v_{13} = closed, v_{32} = closed$ | \( f_8(t) = W(t, \eta_a) \)
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Table 5. Three-tank system example: state equations and degradation laws.

<table>
<thead>
<tr>
<th>Valve state</th>
<th>State equations</th>
<th>Degradation laws for leak faults</th>
</tr>
</thead>
<tbody>
<tr>
<td>$v_{13} = \text{open}$, $v_{32} = \text{open}$</td>
<td>$D_{41f_1f_2}$</td>
<td>$f_1(t) = W(t, \eta_a)$</td>
</tr>
<tr>
<td>$h_1(t) = \frac{1}{3}Q_1(t) - K_{13}\sqrt{h_1(t) - h_3(t) - K_1\sqrt{h_1(t)}}$</td>
<td>$f_2(t) = W(t, \eta_a)$</td>
<td></td>
</tr>
<tr>
<td>$h_2(t) = \frac{1}{3}Q_{20}(t) - K_2\sqrt{h_2(t) - h_3(t) - K_2\sqrt{h_2(t)}}$</td>
<td>$f_3(t) = W(t, \eta_a)$</td>
<td></td>
</tr>
<tr>
<td>$h_3(t) = \frac{1}{3}Q_{20}(t)K_{32} - K_3\sqrt{h_2(t)}$</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

| $v_{13} = \text{open}$, $v_{32} = \text{open}$ | $D_{31f_1f_2}$ | $f_1(t) = W(t, \eta_a)$ |
| $h_1(t) = \frac{1}{3}Q_1(t) - K_{13}\sqrt{h_1(t) - h_3(t) - K_1\sqrt{h_1(t)}}$ | $f_2(t) = W(t, \eta_a)$ |
| $h_2(t) = \frac{1}{3}Q_{20}(t) - K_2\sqrt{h_2(t) - h_3(t) - K_2\sqrt{h_2(t)}}$ | $f_3(t) = W(t, \eta_a)$ |
| $h_3(t) = \frac{1}{3}Q_{20}(t)K_{32} - K_3\sqrt{h_2(t)}$ | |

| $v_{13} = \text{closed}$, $v_{32} = \text{open}$ | $D_{21f_1f_2}$ | $f_1(t) = W(t, \eta_a)$ |
| $h_1(t) = \frac{1}{3}Q_1(t) - K_{13}\sqrt{h_1(t) - h_3(t) - K_1\sqrt{h_1(t)}}$ | $f_2(t) = W(t, \eta_a)$ |
| $h_2(t) = \frac{1}{3}Q_{20}(t) - K_2\sqrt{h_2(t) - h_3(t) - K_2\sqrt{h_2(t)}}$ | $f_3(t) = W(t, \eta_a)$ |
| $h_3(t) = \frac{1}{3}Q_{20}(t)K_{32} - K_3\sqrt{h_2(t)}$ | |

| $v_{13} = \text{closed}$, $v_{32} = \text{closed}$ | $D_{41f_1f_2}$ | $f_1(t) = W(t, \eta_a)$ |
| $h_1(t) = \frac{1}{3}Q_1(t) - K_{13}\sqrt{h_1(t) - h_3(t) - K_1\sqrt{h_1(t)}}$ | $f_2(t) = W(t, \eta_a)$ |
| $h_2(t) = \frac{1}{3}Q_{20}(t) - K_2\sqrt{h_2(t) - h_3(t) - K_2\sqrt{h_2(t)}}$ | $f_3(t) = W(t, \eta_a)$ |
| $h_3(t) = \frac{1}{3}Q_{20}(t)K_{32} - K_3\sqrt{h_2(t)}$ | |