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Abstract—This paper deals with the electromagnetic modeling of large and complex electrical structures by means of large scale parallel systems, such as Grid Computing (GC) and supercomputer. Transmission-Line Matrix (TLM) modeling method is applied to homogeneous volumes. The planar structures are modeled with the mode matching approach. The results prove the benefits of the GC and supercomputer environments to solve electrically large structures. A prediction model for computing performances on grid, based on a hybrid approach that combines a historic-based prediction and an application profile-based prediction, has been developed. The predicted values are in good agreement with the measured values.
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I. INTRODUCTION

One of the biggest problem that science faces today is the huge amount of data to be processed very often in a entangled interdisciplinary context. Mathematics, physics, medicine, informatics or the other areas derived from them, are all dependent on usage of numerical resources. Therefore, parallel computing plays a crucial role in this scenario, even though could be quite expensive depending on the parallel architecture, as supercomputers, massively parallel processors (MPP). The huge spread of computers and the increasing development of the Internet and web tools favored the emergence of distributed-memory architectures, as clusters, grids, with a substantial costs reduction. Yet the grid offers much more than that. Grid Computing (GC) makes possible coupling and using as single unifying resource, a wide variety of resources distributed world wide as supercomputers, LANs, storage systems, different devices, in several interesting scenarios: collaborative engineering, data exploration, high-throughput computing (HTC), meta application and high-performance computing (HPC).

Most of the scientific simulations in weather forecasting, astrophysics or communication research are HPC applications and require large amounts of computational power that even supercomputers cannot fulfill. Here, we are interested to show the benefits and the performances of GC infrastructure applied to computing electromagnetics, a scientific domain that matches the continuous Maxwell’s equations to the numerical resources, a fundamental approach in the design of antennas, radars, satellites, computer chips, optical fiber system, mobile phone systems, etc.

This work deals with the large scale architectures numerical computation performance assessment of the electromagnetic larger structures. The approach is performed with a rigorous TLM/modal hybrid calculation of the electromagnetic field scattering phenomena inside larger structures, such as tunnels, airplane fuselage, on different computing environments: supercomputer, cluster and grid. A prediction model for the computing time is presented. The results obtained prove the suitability of distributed memory architectures to handle the computing of electromagnetics applications. The optimal exploitation of the number of resources and bandwidth, for a given type of problem, demonstrates the advantage of tayloring given the scientific problem to available architectural opportunities.

In Section II, works related to this are illustrated. The hybrid numerical method approach between TLM and Mode Matching involved in our work is defined in Section III. Moreover the parallelization of the hybrid approach to be executed on parallel computing platforms is outlined in Section IV. Section V presents a prediction model for the computing time. The simulations done and the results derived are outlined in Section VI.

II. RELATED WORK

In [1], parallel computing is presented as a useful tool for solving large problems faster. The results in terms of parallel computing speedup show the importance of a good match between the problem to calculate and the number of allocated computing resources. TLM has been implemented on massively parallel SIMD computers [2]. The effects on computing performance when TLM calculation is distributed across a network of workstations using parallel virtual machine (PVM), are analysed in [3]. In order to illustrate the improvements in computational electromagnetics that are achievable by massively parallel processing, a parallel finite element code is used to model a low frequency magnetics problem [4]. Processors communicate by passing messages.
The Research Institute of Electronic Science and Technology from Chengdu, China, provides a numerical tool for the parallel computation on grid, of the electromagnetic scattering fields in large complex environment, based on method of moment [5]. A guide [6] introducing CEM researchers in the field of computational grid, demonstrates that grid computing is a viable environment for parallel computing using a FDTD in a distributed programming paradigm, and also that is an effective way to produce lowcost and flexible cooperative and distributed engineering on computer-aided engineering (CAE) of aperture-array antennas. Another grid experiment [7] based on Transmission-Line Matrix (TLM) Modeling code computes highly complex electromagnetic structures with a good scalability and an optimal performance in terms of computation time by adapting the distributed resources to the given problem.

A hybrid numerical tool, similar to that presented in this paper, modeling the scattering phenomena by diakoptics procedure, is given in [8] and [9], where the discontinuity is discretized upon TLM and the homogeneous space by modal approach, given the low computing resources. In [10], the compromise done is reducing the TLM discretized space by setting the modal absorbing boundaries a few cells away from the discontinuities and considering only the first 4 or 5 modes.

A numerical approach, based on an asymptotic code and a PWB method, to evaluate the high frequency coupling in a complex oversized structure is described in [11].

III. TLM/MODAL HYBRID APPROACH

Computing the electromagnetic field inside a three-dimensional domain means solving Maxwell’s equations. Computational electromagnetics are positioned because of the limitation of the continuous field functions from Maxwell’s equations to only some samples defined at discrete points.

The calculation of electromagnetic structures with three dimensional large geometries inside and very fine detail discontinuities is a big challenge for manufacturers today and for scientists too. The space and time modeling of such structures with the TLM, requires fine discretization to make possible the description of the field around the elements with very small gaps. This would be impossible to calculate the field, given the amount of memory resources needed.

The realization of a hybrid algorithm coupling the time-domain TLM method and a modal approach, represents a solution to this problem. Modeling a structure with two numerical methods, one temporal and one modal, means decomposing the problem into two sub-structures. A subdomain discretized with TLM and the other modeled with the modal approach. This decomposition is known in the literature as time-domain diakoptic method. Subdomains are computed independently and connected together by convolution product at each time step between the impulse response of subdomain discretized with the TLM and numerical Green functions for the subdomain calculated analytically with modal approach. The TLM/modal hybrid approach presented in this work discretises the electromagnetic field inside volumes with TLM and models the field on multiscale planar structures by modal approach.

Transmission-Line Matrix (TLM) numerical method, [12]-[13], realizes the discrete model for a finite numbers of discretization points in time, of the physical domain, by filling the space with a network of transmission-lines crossed by electrical signals whose voltage and current correspond to the electric and magnetic fields. The intersection of these lines, that have the free-space impedance, is modelled with Symmetrical Condensed Node (SCN) [14]) scheme, whose scattering matrix is derived directly from the behavior of the fields. The SCN node is formed by six branches consisting of two uncoupled transmission lines arranged in space quadrature, representing two polarizations. So, each discrete node is represented by 12 values.

Mode-Matching method [13] is often used to model boundary problems, dispersions in guiding structures, that have separable geometry, each region having its own coordinate system. This method describes the electromagnetic field along

![Fig. 1. Schematic view of the TLM/modal hybrid modeling approach.](image)
the discontinuity by infinite series of normal modes at the junction surface. In numerical calculation, given the limited resources of calculation, amputation of the series is a major issue in the validity of results.

A general view over the TLM/modal hybrid approach can be observed in Fig. 1. The unterminated boundaries of the discretized TLM domain are the excitation/termination (input/output) reference planes. These reference planes are connected with a Modal Connection Network (MCN) to the modal representation of the EM field. The MCN converts the modal EM representation to the TLM representation, i.e., the modal form of the EM field to the voltage pulses propagating on TLM link lines having the free space impedance.

A set of Gaussian pulses excites the modes of the MCN at the excitation plane. The MCN transforms these pulses to the TLM form and so excites the TLM link lines.

The MCN can be represented by a transformer network [15], or equivalently, by a coupling matrix that converts the EM modal field to the TLM representation. The free space impedance has been used as the reference impedance of all ports of the MCN network.

The transformer network presented in [15] is lossless and consequently has the property that every mode not represented by the modal decomposition but present on the TLM link lines will be reflected back to the TLM domain. To relax this effect, as many modes have been used in the domain decomposition as there are TLM link lines. However, all the non-considered higher order modes are terminated with the free space impedance - which is the high frequency limit of the characteristic impedance of each mode. This is not an ideal termination (such a termination would be the real frequency-dependent characteristic mode impedance), but it relaxes the problem of reflections. If the higher order modes are not present at the reference planes, the terminating impedances are not excited and they play no role. This network can be seen as a generalized Wilkinson power divider.

The hybrid approach presented in this paper is validated by the electromagnetic simulation of the $TE_{10}$ mode propagation inside a lossless rectangular waveguide. The termination of the waveguide is modeled by the amplitude of the reflected mode obtained as a convolution product between the modal impulse response of the discontinuity and the amplitude of the incident mode.

IV. PARALLELIZATION OF THE APPLICATION

The performance of a parallel system can be illustrated by several indicators [16]. The speedup is a parameter used to evaluate the gain in terms of simulation time with N parallel computing processors compared to the same calculation on a single processor. The speedup is defined as the ratio between the time of the sequential and the parallel execution. The total simulation time equals the summation of the communication time and computing time of the longest task. The computational efficiency is the ratio between the speedup and the number of processes.

In order to avoid a heavy TLM calculation, the discretized domain can be divided into several sub-domains that will be computed in parallel on multiple CPUs that communicate between them to achieve the job. Architectures with distributed memory make possible the connection between CPUs by a communication network.

In the case of distributed architectures, one difficulty is given by the distribution of the calculation task on multiple processors with individual memory and the reconstruction of the final solution based on the results obtained by each CPU. A parallel programming paradigm that fits these characteristics is Message Passing - the interaction between processes is achieved by an exchange of messages.

MPI (Message-Passing Interface) is a standard programming based on the exchange of messages, in order to exploit remote computers or multiprocessors in heavy calculations by exchange of messages.

The parallel hybrid approach, based on message passing standard, is designed for SPMD (Single Program Multiple Data) programming model. Thus, all tasks run the same program on different data. The user specifies the number of sub-domains the structure will be decomposed, i.e. the number of processes MPI. Each sub-domain is attributed to a process. Each process receives a copy of the program. Communication between these processes is a point-to-point communication, based on sending and receiving messages in a synchronous mode. During several tests, we observed that the performance in terms of computing time drastically decreases when two or more processes run simultaneously on the same processor. In order to simulate as fast as possible, only two processes are executed on the computing node, each on a different processor.
time step, the TLM’s core formed by the steps *Scattering* and *Propagation* is applied to the discretized cells. Before moving to the next time step, each process communicates to his neighboring processes the intermediate simulation data.

During the simulation, the processor passes more than 90% of computation time on the TLM’s core. In *Scattering* block, the scattering phenomena occurred at each TLM cell, at each time step, is modelled. After the scattering process, in *Propagation* block the connection between the neighboring cells is realised. Thus, the incident signal on each cell at next time step is computed.

Let’s take a look on *Propagation* block implementation, outlined in Listing 1. All the TLM cells of the discretized structure are placed in a vector, which is processed with three loops corresponding to the number of TLM cells along the three axes - see Fig. 3. The connection is realized for each cell. In order to connect the current cell to his neighbors, jumpers inside the vector are done - see Fig. 4. Let’s consider the discrete coordinate of the current cell as \( \text{ind} \). The jumpers required to make the connections of the node with index \( \text{ind} \) with his neighbors are: \( \text{ind}_{-\text{ip}} \), \( \text{ind}_{-\text{jp}} \), \( \text{ind}_{-\text{kp}} \).

In order to not charge twice the same data in cache memory, the cell referenced with the index \( \text{ind}_{-\text{kp}} \) has to remain in the memory until it becomes the current cell. So, during the connection step the processor needs to access a total volume of data of: \( 2 \times n_x \times n_y \times 12 \times 8 \) bytes, where: 2 is the number of X-Y plans of TLM cells required (the plan of the current cell and the upper neighboring plan); \( n_x, n_y \) are the number of TLM cells on the X and Y axes; 12 represents the values caracterinzing the field polarizations on each cell; 8 is the number of bytes required to stock each value in memory.

As the discretized structure is larger, the amount of data to process becomes important and the memory used by the application increases too. In this scenario, the number of RAM access times (cache misses) during the simulation increases in order to give to the processor the required data. The computing time increases too. If the sequential time of the problem is affected by the cache misses phenomena, the performance metrics of the simulations will have discontinuities. The speedup could be superlinear and the parallel overhead negative.

### V. Prediction Model

The techniques for time prediction fall into two families: the historic-based prediction and the profile-based prediction. The final object of prediction techniques is to estimate the execution time of an application before it is launched. The historic-based prediction technique is used to predict the sequential or parallel time of the applications to be launched on clusters or grid computing. This technique estimates the execution time of an application according to the context of the execution, such as the architecture to run on and the input data, and to the past experiments. The profile-based prediction technique is used to determine the worst case execution time (WCET)
of an application. This technique estimates the WCET based on the analysis of the application code.

In order to reserve resources on the grid computing to launch simulations with TLM/modal hybrid application, a computation time prediction model based on a hybrid approach has been developed. The prediction model presented in this work combines both prediction techniques: historic and profile-based prediction. The simulations forming the history of experiments for the model were done on cluster Griffon, from Nancy site of Grid5000 platform. To measure only the computation time for simulations that are included in historic database, they were executed sequentially to avoid the communication time.

In order to estimate the computation time $T_{cal}$ of a simulation, we define a prediction model according to the algorithm of the application:

$$T_{cal} = c_1 + n_x n_y n_z t c_2,$$  

(1)

where $n_x,n_y,n_z$ represent the number of TLM cells on the three spatial directions, $t$ is the number of time steps and $c_i$, $i=1,2$, are the time coefficients corresponding to different blocks in the code of the application. The coefficients are determined by a linear programming formulation of a system of historic experiments.

To have a good agreement between the measured and predicted values for the computation time, the problem of the cache misses presented in Section IV has to be considered in the profile-based prediction of the TLM/modal hybrid application. For this, two predictive models for computation time have been designed.

First model for time estimation for structures whose space required to store $2*n_x*n_y*12*8$ bytes does not exceed the processor cache size. In this case the number of cache misses has not an important variation. Database forming simulations of this model keep the same condition. The second model estimates the computation time for structures whose space required to store $2*n_x*n_y*12*8$ bytes exceeds the processor cache size. This model takes into account the cache misses phenomena during the simulation of large structures. Database forming simulations of this model show a significant number of cache misses during execution.

The nodes that have conducted these simulations are equipped with Intel Xeon 5420 Processor. Up to 6 MB of L2 Cache can be allocated to one core. As the simulations were performed sequentially, the space required to store $2*n_x*n_y*12*8$ bytes is limited to 6MB.

For parallel computations, the communication time between processes has to be determined too. The communication time for one single sent message at a time step, $T_{com}$, is defined by:

$$T_{com} = \text{lat} + \text{msg/deb}$$  

(2)

where $\text{lat}$ is the network latency, $\text{msg}$ represents the size of the sent message between two processes and $\text{deb}$ is the network throughput. The size of the sent message depends on the number of TLM cells that are on the transversal surface.

The total simulation time of a parallel application with $n$ processes, is given by:

$$T_n = c_1 + n_x n_y n_z (t c_2 + 4 T_{com})$$  

(3)

where the coefficient 4 represents the worst case, when a task sends and receives from the two neighboring processes.

Considering a given structure $(n_x, n_y, n_z, t)$, we can determine also the maximum number of processes $n$ required for computing the structure with the efficiency of at least $e$:

$$n \leq \frac{c_1^A + n_x n_y n_z t (c_2^A - c_2^B)}{e(c_1^B + 4T_{com})},$$  

(4)

where the coefficients $c_i^A$, $i=1,2$, are the time coefficients from (1), corresponding to a structure with a memory space required of $2*n_x*n_y*12*8$ bytes; the coefficients $c_i^B$, $i=1,2$, are the time coefficients from (1), corresponding to a structure with a memory space required of $2*n_x*n_y/n*12*8$ bytes. Comparing these memory required space with the limit of the L2 cache memory of 6MB, one of the two models for the prediction of computation time presented above can be chosen.

VI. RESULTS

Grid5000 platform [17] - the French national research infrastructure for large scale parallel and distributed computing, can be used to run large TLM applications. The objective of this platform is to provide an experimental grid configurable, controllable and geographically distributed on 9 sites in France. These sites are connected by RENATER, the French network for research and teaching. This platform allows researchers to test algorithms for parallel programming.

The computing resources of Grid5000 can be managed by two tools: OAR and Kadeploy. OAR 2 is a batch management system that allows users to reserve computing nodes on clusters of Grid’5000. On each cluster from each site, there is a NFS server with a OAR server, which is responsible for the resource management. OAR Grid is a meta-scheduler that allows users to submit applications distributed across multiple sites. Kadeploy is a tool used to deploy a custom image for Linux kernel containing the application to address on the computing nodes. The computing nodes chosen for simulations in this work are placed on four different clusters of Grid5000 (Griffon, Chinechint, Paradent, Parapide)[18].

Hyperion is a supercomputer which belongs to the Calmip group. This machine was ranked 223th on the TOP 500 machines in November 2009, having a power of 33 Teraflop. The computing system consists of a cluster Altix ICE 8200 of 352 computing nodes, each node having two quad-core Nehalem EX clocked at 2.8 GHz with 8 MB cache per processor and 36 GB of RAM. The computing resources are managed through PBS scripts.

In order to evaluate the performance of our application on a large scale parallel system in terms of computing time, simulations have been performed on grid environment - Grid5000 and on supercomputer environment - Hyperion. The TLM/Modal hybrid approach is used to execute the
electromagnetic simulation of the $TE_{10}$ mode propagating inside a matched rectangular waveguide.

Fig. 5 displays the speedup versus the number of processes in case of a simulation with a large waveguide structure having the dimensions: 345 mm width, 173 mm height, 2432 mm length and a mesh step of 1mm. The speedup values are obtained from simulations performed on Grid5000 platform and Hyperion supercomputer. The speedup values obtained on grid are bigger than those from the supercomputer Hyperion because the grid processors are slower, which means that the computation time is higher.

Two structures with the dimensions 345 mm width, 173 mm height, 2432 mm length and a mesh step of 1mm, respectively 172 mm width, 86 mm height, 2432 mm length and a mesh step of 1mm have been computed on grid, using different number of processes. Fig. 6 displays the computation times versus the number of processes. The predicted values are in excelent agreement with the measured values. The measured values are obtained in sequential simulations done on cluster Griffon from Nancy site of Grid5000 platform. The two prediction models presented in Section V, of the form (1) are used to determine the estimated values for the computation times. The average error for the first structure is 0.94% while the maximum error is 1.76%. For the second structure, the average error is 2.18% and the maximum error is 6.14%.

Fig. 7 shows the simulation times on grid versus the number of processes, for various numbers of TLM cells. The predicted values are presented too. The communication time between the processes, given by (2) has been considered. The predicted values are in excelent agreement with the measured values. The average error is 9.2%.

In Fig. 8 it has been estimated the number of processes that are necessary for grid calculation of a problem with the efficiency of 43%, according to the prediction model given in 4. The discontinuities that appear in the surface are caused by the different calculation of the number of processes using the two predictive models of computation time presented in Section V, depending on the size structure, ie the memory space required for storing $2 \times n_x \times n_y \times 12 \times 8$ bytes. For the first structure, 107 processes are estimated, with an error of 16%, compared to the measured value, 128.

VII. CONCLUSIONS

This paper presents an original approach which combines hybrid CEM technique with grid computing in order to speed up the modeling of large electromagnetic problems. The study
has highlighted the role of parallelization scheme, grid versus supercomputer, with respect to the size of the problem and its repartition. The analysis of the simulation performances has allowed to extract practical rules for the estimation of the required resources for a given problem. The computing time prediction model outlined in this work (1), let us estimate the resource reservation time to simulate a given structure on grid. Also, characterizing the performance of the simulations on the computing grid, rules for the estimation of the required resources have been given in (4).
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