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Abstract—Automatic syntactic service composition problem consists in automatically selecting services, from a registry, by matching their input and output data. The composite service, resulting from this selection, allows producing a set of output data, needed by a user, from a set of input data, given by the user. Many approaches resolving the aforementioned problem do experimentations on the well-known Web Service Challenge (WSC) standard benchmark, which provides synthetic services. Since 2009, this challenge has extended the syntactic service composite problem to a Quality-Of-Service (QoS) based one, by describing the synthetic services with execution time and throughput values. In this article, we propose an original formulation of the QoS-aware automatic syntactic service composition problem in terms of scheduling problem with AND/OR constraints, using a directed graph structure. For the WSC-09 benchmark (considering execution time and throughput QoS criteria), our exact algorithm outperforms the related work. We also analyse the complexity of optimizing other QoS criteria (cost and reliability) and exhibit polynomial cases.

Index Terms—Service composition, Web Service Challenge, AND/OR constraints, QoS optimization.

1 INTRODUCTION

The QoS-aware automatic syntactic service composition problem consists in automatically composing services by matching their parameters (input and output data) such that the resulting composite service can produce a set of output data from a set of input ones while optimizing a Quality of Service (QoS) criterion.

Available services are grouped into a service registry. For example the Jena Geography Dataset1 groups almost 200 geography services that have been gathered from different web sites. Moreover, it exists standard synthetic data benchmarks, as the Web Service Challenge (WSC) one. As shown in [24], WSC proposes an incremental synthetic data benchmark. In 2005, it only focuses on syntactic web service composition, then it integrates OWL for Taxonomy in 2007, and structured data types in 2008 [3], and finally it introduces QoS criteria (execution time and throughput) in 2009 [14]. These benchmarks are still used by recent approaches. For example, authors in [23] experiment their approach on WSC-08, authors in [17] on WSC-08 and WSC-09 and authors in [22] on WSC09. In the last benchmarks, a WSDL standard file [5] describes the input and output data of all the services available in the registry. Input and output data are hierarchically organized in terms of concepts using ontology recorded in a OWL [4] standard file. A WSLA [15] file describes the QoS criteria of all available services.

In this article, we propose an original formulation of the QoS-aware automatic syntactic service composition problem in terms of scheduling problem with AND/OR constraints. This formulation allows to apply very efficient exact algorithm for optimizing the execution time and throughput criteria (as shown by our experimental results on WSC-09). We analyse the complexity of optimizing other types of QoS criterion and exhibit polynomial cases.

This article is organized as follows. Section 2 presents the syntactic service composition problem. Related work is reviewed in Section 3. Considering execution time and throughput criteria, the service composition problem is modelled as a scheduling one with AND/OR constraints in Section 4. Section 5 analyses the theoretical complexity of service composition problem for cost and reliability criteria. Finally Section 6 concludes.

2 SYNTACTIC SERVICE COMPOSITION PROBLEM

2.1 Problem description: the feasibility part

As the syntactic description of functions in programming language, any (SOAP, RESTful or Web API) service $s$ can be syntactically described by the set of its input data (i.e. the data needed by the service to be invoked), $in(s)$, and the set of its output data (i.e. the data produced by the service invocation), $out(s)$. We denote $S$ the set of services and $D$ the set of data.

Example 1. Let us consider an example with 9 services and 9 data:

<table>
<thead>
<tr>
<th>$s$</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
</tr>
</thead>
<tbody>
<tr>
<td>$in(s)$</td>
<td>M</td>
<td>J, M</td>
<td>L, M</td>
<td>P</td>
<td>M</td>
<td>P</td>
<td>M</td>
<td>N, P</td>
<td>L</td>
</tr>
<tr>
<td>$out(s)$</td>
<td>M</td>
<td>J, M</td>
<td>L</td>
<td>N</td>
<td>P</td>
<td>Q</td>
<td>B, Q</td>
<td>L</td>
<td>T</td>
</tr>
</tbody>
</table>

Table 1: An example of a service registry

A service registry can easily be represented by a directed graph $G = (X, U)$, called in the following ServiceData graph:

- vertices represent services and data: $X = D \cup S$,
- directed edges in $U$ represent two kinds of relation:
  1. an edge from $i \in S$ to $j \in D$ represents the fact

1. http://fusion.cs.uni-jena.de/professur/jgd/
that service \( i \) produces data \( j \) \((j \in \text{out}(i))\); (2) an edge from \( i \in D \) to \( j \in S \) represents the fact that service \( j \) needs data \( i \) to be executed \((i \in \text{in}(j))\).

Let us remark that \( G \) is a bipartite graph (there does not exist any directed edge linking two vertices belonging to \( S \) or two vertices belonging to \( D \)).

**Example 2.** The ServiceData graph associated with the service registry given in Table I is represented in Fig. 1. Vertices representing data are represented with circles while vertices representing services are drawn with squares. For example, vertex \( P \) is a data produced by services represented by vertices 4, 5 or 9 and, is an input of services 2, 6 and 8. Service represented by vertex 3 needs data \( L \) and \( M \) to be executed and produces data \( N \).

![Figure 1. The ServiceData graph associated with registry of Table 1](image)

Such graph can be, for example, easily built from the files provided by WSC-09 synthetic benchmark. This benchmark provides 5 test sets, each one containing one service registry described by 3 main files: services.wsdl describing services of the registry by their input/output, taxonomy.owl containing the ontology and Servicelevelagreements.wsla storing the QoS (response time and throughput) criteria values of each service. The first file, services.wsdl, contains all the services’ identifier and their input and output, each one being defined as an instance of the ontology (i.e. as a leaf in a concept hierarchy) stored in the second file taxonomy.owl. A service is then represented in the ServiceData graph by a vertex \( s \). Each input \( i \) of a service \( s \) is represented by vertex \( i \). Each output \( o \) of a service \( s \) is represented by several vertices, as many as the concept of \( o \) has ancestors in the ontology.

A user query, denoted \((I, O)\), is defined by a set \( I \subseteq D \) of data provided by the user and a set \( O \subseteq D \) of data required by the user. A service can be invoked only if all its input data are available. A data is available if it is computed by at least one service or if it is provided by user. In order to respond to a user query, the syntactic service composition problem is to select the set of services (representing the components of the resulting composite service) that provides, from the user input set \( I \), the set \( O \) of all outputs needed by the user.

We can formulate this problem on the ServiceData graph transformed as follows:

- we add a fictitious vertex \( d_0 \), representing an "empty" data, \( d_0 \) is included in \( D \) and \( I \); for each service \( s \) which does not need any input to be executed, we add an arc \((d_0, s) \in U \) (\( d_0 \) is included in \( \text{in}(s) \)),
- we add a fictitious vertex denoted \( s_0 \), which represents the beginning of the process; \( s_0 \) is included in \( S \) and for all \( i \in I \), we add an arc \((s_0, i) \in U \) (thus \( \text{out}(s_0) = I \)),
- we add a fictitious vertex denoted \( \text{End} \), which represents the end of the process; \( \text{End} \) is included in \( S \) and for all \( o \in O \), we add an arc \((o, \text{End}) \in U \) (thus \( \text{in}(\text{End}) = O \)).

A solution denoted \( C \) of the aforementioned composition problem can be expressed in terms of sub-graph. More precisely, given a query characterized by \( I \) and \( O \), a sub-graph \( G^C = (X^C, U^C) \) of the ServiceData graph \( G \) corresponds to a composite service \( C \) if and only if:

- \( s_0 \) and \( \text{End} \) belong to \( X^C \),
- if a vertex \( i \in D \) belongs to \( X^C \), at least one arc \((j, i) \in U \), with \( j \in S \), belongs to \( U^C \) (it is due to the fact that each data \( i \) has to be produced by at least one service),
- if a vertex \( i \in S \) belongs to \( X^C \), all arcs \((j, i) \in U \), with \( j \in D \), belong to \( U^C \) (it is due to the fact that each service \( i \) can be executed if and only if all its inputs data are available),
- \( G^C \) does not contain any directed cycle.

**Example 3.** Given the graph of Fig. 1 and the query described by \( I = \{J, K\} \) and \( O = \{Q, T\} \), we can propose the composite service \( \{6, 7, 8, 9\} \). This solution is associated with the sub-graph represented in bold arcs in Fig. 2.

![Figure 2. A composite service and the associated sub-graph](image)

Services can also be described by their Quality of Service (QoS) criteria. Among QoS criteria, we can find the execution time (i.e. the time needed by a service to produce output data from the input ones) and the throughput (i.e. the average rate of successful service execution). A service with the highest throughput and the lowest execution time represents a good performing service. In the following section, we present the most used criteria and the way to compute them.
2.2 Problems description: the optimality part

The QoS of a composite service \( C \) depends on the QoS of each service belonging to the composite service. In the following, we choose to present 4 famous QoS criteria which are representative of 4 different ways to aggregate individual QoS services:

- **Execution time.** Let us denote \( e(s) \geq 0 \) the execution time of service \( s \), \( \mathcal{P}^C \) the set of paths in \( G^C \) from \( s_0 \) to \( End \) and \( v_e(C) \) the value of the composite service \( C \) on the execution time criterion. We have:

\[
v_e(C) = \max_{\mu \in \mathcal{P}^C} \sum_{s \in \mu} e(s)
\]

This criterion has to be minimized and the associated problem is denoted ESC for Execution time Service Composition.

- **Throughput.** Let us denote \( t(s) \geq 0 \) the throughput of service \( s \) and \( v_t(C) \) the value of the composite service \( C \) on the throughput criterion. We have:

\[
v_t(C) = \min_{s \in C} t(s) = \min_{\mu \in \mathcal{P}^C} \min_{s \in \mu} t(s)
\]

This criterion has to be maximized and the associated problem is denoted TSC for Throughput Service Composition.

- **Cost.** Let us denote \( c(s) \geq 0 \) the cost of service \( s \) and \( v_c(C) \) the value of the composite service \( C \) on the cost criterion. We have:

\[
v_c(C) = \sum_{s \in C} c(s)
\]

This criterion has to be minimized and the associated problem is denoted CSC for Cost Service Composition.

- **Reliability.** Let us denote \( r(s) \), with \( 0 \leq r(s) \leq 1 \), the reliability of service \( s \) and \( v_r(C) \) the value of the composite service \( C \) on the reliability criterion. We have:

\[
v_r(C) = \prod_{s \in C} r(s)
\]

This criterion has to be maximized and the associated problem is denoted RSC for Reliability Service Composition.

The QoS values are modelized in the ServiceData graph as weight on vertices: a vertex representing a service has a weight equals to its QoS value, vertices associated to data and fictitious vertices (\( s_0 \) and \( End \)) have a neutral value (0 for the execution time and the cost values, 1 for the reliability value and \( +\infty \) for the throughput value).

For the first two criteria, the value of a composite service \( C \) is equal to the value of a particular optimal path in \( G^C \): the maximal path value for the execution time criterion and the minimal path value for the throughput criterion. The first criterion has to be minimized while the second one has to be maximized. That’s why these two criteria, maxmin-type (or equivalently minmax-type) criteria, can be similarly processed by computing optimal path. Polynomial-time algorithm has been proposed in [12], [13], [16] for solving the service composition problem with a maxmin-type criterion. This composition problem is the subject of the WSC-09 and a lot of papers have proposed different approaches to solve it.

At the opposite, the last two criteria (sum-type and product-type respectively) cannot be expressed in terms of path value in \( G^C \). They induce much more difficult optimization problems. Indeed in [10], [19], authors show that the service composition problem is NP-hard when a sum-type criterion (e.g number of services or cost) is minimized. In [10], the proof is based on a reduction to the set cover problem. A composition problem with a sum-type criteria is the subject of WSC-08 which appears to be much more difficult than WSC-09.

In this article, we analyse the four optimality problems and the main results are:

- We show that the minimal ESC problem is a well-studied project scheduling problem with AND/OR precedence constraints.
- The minimal ESC and maximal TSC problems can be solved with a polynomial-time algorithm (already proposed in the project scheduling context) directly applied on the associated ServiceData graph. This algorithm is more efficient on WSC-09 instances than already published algorithms [12], [13], [16].
- We analyse the particular difficulty of the NP-hard minimal CSC problem and we exhibit a polynomial case (associated with a particular class of ServiceData graph).
- We show that the maximal RSC problem is NP-hard and we exhibit also a polynomial case.

The next section presents the related approaches associated with the aforementioned problems.

3 Related work

QoS-aware automatic syntactic service composition problem has attracted a lot of attention from different fields in recent years. We choose to classify these approaches into four groups: search approaches, dependency graph approaches, planning graph approaches and integer linear programming ones.

3.1 Search approaches

In [11] and [13], the WSC-09 first run-up winners propose a polynomial-time algorithm to solve the minimal ESC and maximal TSC problems. Its worst case complexity, given in [13], is \( O(aS^2) \), with \( a \) the average number of services’ input data. This algorithm proceeds in two steps: in the first one, a forward search aims to eliminate useless services for satisfying the user’s query and, at the same time, computing optimal QoS values of useful services; in the second stage, a backtrack search is executed to determine the optimal composite service.

In [16], authors propose a more efficient polynomial-time algorithm for solving the minimal ESC problem: the first part is a search procedure determining, at each iteration, the minimal accumulated execution time of one service (this search procedure stops when all user outputs are reached)
and, the second part is a backtrack search in order to determine the optimal composite service. No theoretical complexity results are given. This algorithm is the closest one from ours. However, authors claim that the backtrack search can be rather long. From our point of view, this is due to the chosen data structures and we propose a more efficient graph-based data structure.

3.2 Dependency graph approaches

In [10], [12], authors represent the QoS-aware automatic syntactic service composition problem with another directed graph, called dependency graph. In the dependency graph, denoted \( H = (S, A) \), vertices only represent services. There is an arc in \( A \) from \( i \) to \( j \) if the intersection between the output of \( i \) and the input of \( j \) is not empty (i.e. service \( j \) needs a subset of the outputs produced by \( i \) to be executed, \( \text{in}(j) \cap \text{out}(i) \neq \emptyset \)). The arc is tagged with the subset of data belonging to the intersection.

Example 4. The dependency graph corresponding to the service registry given in Table 1 is represented in Fig. 3. Vertex \( s \) is drawn with a square divided into three columns: \( \text{in}(s) \) is given in the first column, \( s \) in the middle and \( \text{out}(s) \) in the latest one. For example, service 9 produces data \( N \) and \( P \) and service 6 needs data \( P \), so there is an arc from 9 to 6 with tag \( P \).

Remark 1. For building the dependency graph, one needs to read the service registry and, for each service, one has to match its inputs with the outputs of all the other services, inducing an \( O(|S|) \) complexity for each service (cf. [20]). Consequently, the building step of the dependency graph is \( O(|S|^2) \).

In [12], authors propose a new approach: to apply a Dijkstra-like algorithm on the dependency graph to solve the minimal ESC and maximal TSC problems. In their experimental results, we remark that the computational time is mainly due to the building step of the dependency graph (for example, for instances with 10000 services, the building time is 6000ms while the resolution time is 60ms). Moreover, this article includes inexact results: authors claim that their algorithm can be also applied to determine the optimal composite service on product-type criterion (reliability). We show in section 5.2 that it is not true since RSC problem is NP-hard. In [22], authors mention the inexact result of [12] to establish that the optimal QoS can be calculated in polynomial time, which is right only for throughput and execution time criteria.

3.3 Planning graph approaches

IA planning and graph-based approaches are also used for solving service composition problem. In [26], the planning graph model is applied for solving the following feasibility problem: does there exist a feasible composite service for satisfying the user’s request, without considering any QoS criterion? Considering QoS-aware composition problem, Chen and Yan in [6] propose a three steps algorithm to determine the best composite service considering maxmin (for example execution time) or sum-type (for example cost) criterion. First, they represent the service composition problem by a labelled planning graph. Second, they transform the labelled planning graph into a layered weighted graph. Third, an optimal service composite is found by applying Dijkstra shortest path algorithm. Steps 1 and 3 can be done by polynomial-time algorithms; the complexity of step 2 is not presented in [6]. Since the QoS-aware service composition with sum-type criterion is NP-hard, the step 2 is the critical non-polynomial part of the algorithm. Thus, this approach is not interesting for solving the service composition with maximin-type criterion since a polynomial-time algorithm has been already proposed in [11]. The same criticism can be done for the algorithmic study presented in [7].

3.4 Integer linear programming approaches

Integer Linear Programming (ILP) model have also been proposed for QoS-aware service composition in [9], [21], [25]. In [21], [25], a composite service is decomposed into stages: a stage contains one service or several services executed in parallel. The associated ILP model represents the problem of selecting one or several services per stages. Thus, the number of variables and constraints can be huge since there are proportional to the number of services and data times the number of stages. Moreover, the number of stages is not known; only upper bounds can be chosen (the worst one is to set the number of stages equals to the number of services). The size of the model does not allow to solve big size instances. In [9], authors propose a new ILP model containing a lower number of variables and constraints (proportional to the number of services and data). This model is able to optimize a QoS criterion while satisfying transactional requirements. In a large majority of the experimental instances of WSC-09, model of [9] finds a better solution more rapidly than models proposed in [21], [25].

In conclusion, for minimal ESC and maximal TSC problems, search approaches dominate. Planning graph and integer linear programming approaches become relevant for other QoS-aware problems. In this article, we show that the minimal ESC problem is exactly a well studied project scheduling problem with AND/OR constraints. In [18] authors propose a Dijkstra-like algorithm to solve the project scheduling problem with AND/OR constraints. This
algorithm is similar to the one proposed in [12] but can be directly applied on a ServiceData graph (without computing a Dependency graph) as shown in the next section.

4 SERVICE COMPOSITION AS A SCHEDULING PROBLEM WITH AND/OR CONSTRAINTS

4.1 Scheduling with AND/OR precedence constraints

In a classical precedence-constrained scheduling problem, we have to determine the starting times of a set of jobs to be performed (with known execution time) while satisfying some precedence constraints of the form “a job \( j \) can be performed if and only if a job \( i \) is finished”. Thus, a job is ready to be executed when all its precedence jobs are completed. The objective is to minimized the total execution time of all the jobs. This well-known problem can be solved in polynomial-time with critical-path algorithm (see e.g. [2]). In a scheduling problem with AND/OR precedence constraints, two kinds of jobs are considered: jobs with AND precedence constraints are “classical” ones which can be executed when all their precedence jobs are finished, and jobs with OR precedence constraints can be performed when at least one of their precedence jobs is terminated. This scheduling problem can also be solved in polynomial time: several algorithms have been proposed in [1], [8], [18].

The minimal ESC problem is exactly a scheduling problem with AND/OR precedence constraints in a ServiceData graph:

- both data and services are jobs,
- services are AND-constrained jobs since each service can be executed if and only if ALL its input data are available,
- data are OR-constrained jobs since each data is available when AT LEAST one service produces it.

We adapt the algorithm given in [18] to the service composition context and present it in the next subsection.

4.2 Polynomial-time algorithm for minimal ESC problem

In Algorithm 1, we denote \( nd(j) \): the number of non-available data expected by service \( j \) to be executed (at the beginning \( nd(j) = |in(j)| \)). Data and services are labelled with variables \( \lambda \) representing their starting time. The labels are initialized (lines 2-8) as follows:

- \( \lambda(s_0) = 0 \) (line 4)
- \( \lambda(i) = 0 \) for all data \( i \) in \( I \) (lines 5-8),
- \( \lambda(i) = +\infty \) for any other data and services (line 2).

For each data \( i \), we have to record in \( p(i) \) the index of the service that produces \( i \) and \( p(i) \) is initialized by \(-1 \) (line 2).

At the beginning, all the labels are temporary. When the label of service \( j \) becomes definitive, it means that \( \lambda(j) \) is equal to its earliest starting time, while for the label of data \( i \), it means that the data \( i \) is available at the earliest time \( \lambda(i) \). The set of vertices with definitive labels is denoted \( L \) in Algorithm 1. At the beginning, it only contains \( s_0 \).

The temporary finite labels of data are recorded in a heap \( H \): the root of the heap contains the data with the minimal value temporary label. In Algorithm 1, the classical heap functions are called:

- \( \text{root}(H) \): removes and returns the root of heap \( H \)
- \( \text{insert}(\lambda(i), i, H) \): inserts data \( i \) with key \( \lambda(i) \) into heap \( H \),
- \( \text{decrease}(v, i, H) \): modifies heap \( H \) due to the decreasing of the label of data \( i \), now equals to \( v \).

In a current iteration of the algorithm, the three following steps are performed (lines 10-24):

Step 1. Data \( i \) with the smallest temporary \( \lambda(i) \) is chosen: its label becomes definitive (line 10).

Step 2. For each service \( j \) with data \( i \) as input, decrease \( nd(j) \) of one unit. If the counter \( nd(j) \) reaches 0, it means that the service \( j \) can be executed at the starting time of its latest available input data: \( \lambda(j) = \max_{i \in in(j)} \lambda(i) \). Thus, the label of service \( j \) becomes definitive (line 14).

Step 3. For each service \( j \) whose label became definitive at the previous step, consider each data \( i \) belonging to \( out(j) \) and refresh its label as follows (lines 15-22):

\[
\lambda(i) = \min\{\lambda(i), \lambda(j) + e(j)\}
\]

and update \( p(i) \).

When Algorithm 1 terminates, two cases have to be considered:

- The fictitious vertex \( \text{End} \) has a definitive label. It means that all its input data (corresponding to set \( O \)) are available and, \( \lambda(\text{End}) \) is equal to the minimum execution time. Using \( p(i) \) (\( \forall i \in D \)), we can easily obtain the solution composite service, with a very fast backtrack procedure.
- The fictitious vertex \( \text{End} \) has not a definitive label and \( \lambda(\text{End}) = +\infty \). It means that it does not exist any feasible composite service to satisfy the query.

Algorithm 1 is exact: the proof is given in [18]. Concerning the complexity, we obtain \( O(|D| \log_2 |D| + \sum_{S \in S} \text{in}(s) + \sum_{S \in S} \text{out}(s) \log_2 |D|) \).

4.3 Polynomial-time algorithm for maximal TSC problem

Algorithm 1 can be modified in order to optimize the throughput criterion. The entire algorithm is presented in the appendix and we present here the main modifications. First, the labels representing throughput are now initialized as follows:

- \( \lambda(s_0) = +\infty \),
- \( \lambda(i) = +\infty \) for all data \( i \) in \( I \),
- \( \lambda(i) = 0 \) for any other data and services.

Moreover, current iteration has to be updated as follows:
Algorithm 1 Minimal ESC.

1: \( H \leftarrow \emptyset \)
2: \( \lambda(i) \leftarrow +\infty \) \( \forall i \in S \cup D \) and \( p(i) \leftarrow -1 \) \( \forall i \in D \)
3: \( nd(j) \leftarrow |in(j)| \) \( \forall j \in S \)
4: \( \lambda(s_0) \leftarrow 0 \) and \( L \leftarrow \{s_0\} \)
5: for all \( i \in out(s_0) \) do
6: \( \lambda(i) \leftarrow 0 \) and \( p(i) \leftarrow 0 \)
7: insert(\( \lambda(i), i, H \))
8: end for
9: while \( End \notin L \) and \( H \neq \emptyset \) do
10: \( i \leftarrow \text{root}(H) \) and \( L \leftarrow L \cup \{i\} \)
11: for all \( j \in S \setminus L \) such that \( i \in in(j) \) do
12: \( nd(j) \leftarrow nd(j) - 1 \)
13: if \( nd(j) = 0 \) then
14: \( L \leftarrow L \cup \{j\} \) and \( \lambda(j) \leftarrow \max_{k \in in(j)} \lambda(k) \)
15: \( v \leftarrow \lambda(j) + e(j) \)
16: for all \( k \in out(j) \setminus L \) do
17: if \( \lambda(k) = +\infty \) then
18: \( \lambda(k) \leftarrow v, p(k) \leftarrow j \) and insert(\( v, k, H \))
19: else if \( \lambda(k) > v \) then
20: \( \lambda(k) \leftarrow v, p(k) \leftarrow j \), decrease(\( v, k, H \))
21: end if
22: end for
23: end if
24: end for
25: end while
26: Return \( \lambda(End) \)

Step 1. Data \( i \) with the maximal temporary \( \lambda(i) \) is chosen: its label becomes definitive.

Step 2. For each service \( j \) with data \( i \) as input, decrease \( nd(j) \) of one unit. If the counter \( nd(j) \) reaches 0, it means that the service \( j \) can be executed with a throughput value equal to the minimal throughput of its input data: \( \lambda(j) = \min_{v \in in(i)} \lambda(i) \). Thus, the label of service \( j \) becomes definitive.

Step 3. For each service \( j \) whose label became definitive at the previous step, consider each data \( i \) belonging to \( out(j) \) and refresh its label as follows:

\[ \lambda(i) = \max\{\lambda(i), \min\{\lambda(j), t(j)\}\} \]

The temporary finite labels of data are recorded in a heap which root contains the maximal \( \lambda \). We have to update the heap function by replacing the decrease function by an increase one.

When the service composition problem does not have any solution, Algorithm 2 cannot label \( End \) and terminates with \( \lambda(End) = 0 \).

Property 1. When Algorithm 2 terminates with \( End \in L \), we have: for all \( i \in S \cup D \), \( \lambda(i) = v_i(\mu^*(i)) \) with \( \mu^*(i) \) the maximal throughput value path from \( s_0 \) to the vertex \( i \).

Proof 1. The proof is by induction on the following property:

Rank \( k \). We denote \( D^k \) (resp. \( S^k \)) the subset of data \( i \) (resp. service \( i \)) belonging to \( L \) at the \( k \)th iteration of the while loop (lines 9-25). For all \( i \in D^k \cup S^k \), \( \lambda(i) \) equals to the optimal path value from \( s_0 \) to \( i \) on throughput criterion denoted \( v_i(\mu^*(i)) \).

Rank 0. We have \( S^0 = \{s_0\} \) and \( D^0 = I \). At the initialization step of the algorithm:
- \( \lambda(s_0) = +\infty \Rightarrow \lambda(s_0) = v_i(\mu^*(s)) \)
- \( \forall i \in I, \lambda(i) = +\infty \Rightarrow \lambda(i) = v_i(\mu^*(i)) \)

So, the property is satisfied at rank 0 and we assume that it is verified at rank \( k \). Thus we have to show that the property is satisfied at rank \( k + 1 \).

Rank \( k + 1 \). The algorithm chooses the data \( d \) belonging to \( D \setminus D^k \) such that \( \lambda(d) = \max_{\mu \in D^k} \lambda(i) \). Let us suppose that this choice is wrong: the optimal path is \( \mu^*(d) = \{s_0, d_1, \ldots, s_q, d_{q+1}, \ldots, s_t, d_{t+1} = d\} \) and we have \( v_i(\mu^*(d)) > \lambda(d) \). If we scan \( \mu^*(d) \) from \( s_0 \) to \( d \), one necessarily encounters a service, denoted \( s_q \) with \( 1 \leq q \leq l \), belonging to \( S^k \) while \( d_{q+1} \notin D^k \). Since the property is verified at rank \( k \) and \( s_q \in S^k \), we have \( \lambda(s_q) = v_i(\mu^*(s_q)) \). By construction of the algorithm, we also have: \( \lambda(d_{q+1}) \geq \min\{\lambda(s_q), t(s_q)\} \) implying:

\[ \lambda(d_{q+1}) \geq v_i(\mu^*(s_q)) \]  

Moreover, since \( \mu^*(s_q) \subset \mu^*(d) \), we have:

\[ v_i(\mu^*(s_q)) \geq v_i(\mu^*(d)) \]  

Equations 1 and 2 and the hypothesis \( v_i(\mu^*(d)) > \lambda(d) \) imply: \( \lambda(d_{q+1}) > \lambda(d) \) which contradicts \( \lambda(d) = \max_{\mu \in D^k} \lambda(i) \). Thus, if the algorithm chooses data \( d \) with the maximal \( \lambda(i) \), we have \( \lambda(d) = v_i(\mu^*(d)) \). And at the end, \( \lambda(End) = v_i(\mu^*(End)) \)

In the next sub-section, we present the computational time taken by Algorithms 1 and 2 on WSC-09.

4.4 Experimental results

The experiments were carried out on a Dell PC with Intel (R) Core TM i7-2760, with 2,4 Ghz processor and 8 Go RAM, under Windows 7 and Python 2.7. We have tested our algorithm on the 5 Test Sets (TS) of WSC-09\(^2\) [14] containing around 500, 4000, 8000 and 15000 WS (described by their response time and throughput QoS values) with respectively more than 1500, 10000, 15000 and 25000 data. Each test set corresponds to one query.

For each test set, in Table 2, we report:

- in the first line, the number of vertices associated with services, \( |S| \)
- in the second line, the number of vertices associated with data, \( |D| \)
- in the third line, the computational time (in ms) necessary for Algorithm 1 to compute the optimal solution on the execution time criterion and the computational time necessary to obtain the corresponding optimal solution with the backtrack procedure,
- in the fourth line, the computational time (in ms) necessary for Algorithm 2 to compute the optimal solution on the throughput criterion and the computational time necessary to obtain the corresponding optimal solution with the backtrack procedure.

Let us compare our results with the closest approaches already published. First, our results are better than those of [12], since we don’t have to build the dependency graph.

Our results are also better than those of [16] (and consequently than those of [11], [13]) because our algorithm is based on a directed graph structure, which specially allows us to define a very efficient backtrack procedure. Unfortunately, as shown below, this polynomial-time algorithm can not be extended to other QoS criteria.

5 QoS-aware syntactic composition problem: NP-hard cases

5.1 Minimal CSC problem: the case of sum-type QoS criterion

5.1.1 General case

The minimal CSC problem is proved to be NP-hard in [10]. Considering a service \( s \) (resp. a data \( d \)), we denote by \( C_s \) (resp. \( C_d \)) a composite service ending with \( s \) (resp. \( d \)) and by \( v_c(C_s) \) (resp. \( v_c(C_d) \)) its associated cost. The difficulty comes from the fact that \( v_c(C_s) = \sum_{s_k \in C_s} c(s_k) \) is not equal to \( \sum_{d \in in(s)} v_c(C_d) + c(s) \). In order to illustrate this problem, let us consider the two following examples.

In the first typical situation, a service produces several data.

The service composite of Fig. 4 has a total cost \( v_c(C_{K}) + v_c(C_L) = 2c(s_i) \). On the other hand, summing the cost values of \( s_j \)'s inputs, we obtain:

\[
v_c(C_{K}) + v_c(C_L) = 2c(s_i)
\]

When adding \( c(s_j) \), we do not obtain \( v_c(C_{s_j}) \) since \( c(s_i) \) is counted twice (forgetting that \( K \) and \( L \) are both outputs of the same service \( s_i \)).

In the second typical situation, a data is an input of several services.

The composite service of Fig. 5 has a total cost \( v_c(C_{s_i}) = c(s_i) + c(s_j) + c(s_k) + c(s_l) \). On the other hand, summing the cost values of the \( s_i \)'s inputs, we obtain:

\[
\begin{align*}
&v_c(C_Q) + v_c(C_R) \\
&= v_c(C_{s_j}) + v_c(C_{s_k}) \\
&= 2v_c(C_P) + c(s_j) + c(s_k) \\
&= 2c(s_i) + c(s_j) + c(s_k)
\end{align*}
\]

When adding \( c(s_j) \), we do not obtain \( v_c(C_{s_j}) \) since the cost of \( P \) is counted twice.

In general case, the cost of a composite service cannot be computed by summing the cost of its input data and Algorithm 1 cannot be updated for solving minimal CSC problem. However, in the following section, we can exhibit a polynomial case.

5.1.2 A polynomial case for solving CSC problem

If we assume the two following hypotheses, then the minimal CSC problem becomes polynomial:

- (a) each service produces only one data,
- (b) each data is an input of only one service.

In this case, each feasible composite service is such that:

\[
v_c(C_s) = \sum_{i \in in(s)} v_c(C_i) + c(s) \quad (3)
\]

since \( X^{C_i} \cap X^{C_j} = \{s_0\}, \forall i, j \in in(s) \). If \( X^{C_i} \cap X^{C_j} \neq \{s_0\} \), then it exists a vertex \( v \neq s_0, v \in C_i \) such it exits a path from \( v \) to \( i \) and it exists a path from \( v \) to \( j \). Then \( i \in in(s) \) and \( j \in in(s) \) imply that there exist two disjoint paths from \( v \) to \( s \) which contradicts hypothesis (a) or (b). In particular, equation 3 is useful for the minimum cost value and allows us to adapt the Algorithm 1 for solving the minimal CSC problem.

5.2 Maximal RSC problem: the case of product-type QoS criterion

In this section, we show that the maximal RSC problem is NP-hard.

Theorem 1. The maximal RSC problem is NP-hard.

Proof 2. The proof is based on a reduction from the minimal CSC problem. Given an instance of the minimal CSC problem described by a graph \( G = (X, U) \) and a cost \( c(s) \geq 0 \) associated to each service \( s \), we build an instance of the maximal RSC problem described by the same graph \( G \) and a reliability \( r(s) = e^{-c(s)} \) associated to each service \( s \), inducing that each \( r(s) \) belongs to \([0, 1]\). An optimal solution of such an instance of the maximal...
RSC problem is equivalent to an optimal solution of the minimal CSC problem since:

$$\max_{C \in C} \prod_{s \in C} r(s) \Leftrightarrow \max_{C \in C} \ln \left( \prod_{s \in C} r(s) \right)$$

$$\Leftrightarrow \max_{C \in C} \sum_{s \in C} \ln(r(s))$$

$$\Leftrightarrow \max_{C \in C} \sum_{s \in C} \ln(e^{-c(s)})$$

$$\Leftrightarrow \max_{C \in C} \sum_{s \in C} (-c(s))$$

$$\Leftrightarrow \min_{C \in C} \sum_{s \in C} c(s)$$

Therefore, both maximal RSC and minimal CSC problems are NP-hard.

In [12], authors claim that their polynomial-time algorithm (similar to Algorithm 1 applied to the dependency graph) can be used for exactly solving maximal RSC problem. Theorem 1 implies that this claim is wrong. Here we give an example to illustrate that the algorithm provided in [12] does not give the optimal solution.

**Example 5.** In the dependency graph in Fig. 6, we consider the following reliability:

<table>
<thead>
<tr>
<th>Services</th>
<th>1</th>
<th>2</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reliability</td>
<td>0.8</td>
<td>0.8</td>
<td>0.7</td>
</tr>
</tbody>
</table>

Figure 6. A counterexample for the reliability measure

At each current iteration, algorithm of [12] chooses a maximal temporary label for becoming definitive: the first label concerns service 1 and the second one service 2. Thus, the algorithm determines the composite service with services 1 and 2 to obtain data $M, N, P$ and $Q$ with global reliability of 0.64. The optimal solution is clearly the service 3 with reliability of 0.7 which is better.

**Corollary 1.** If the ServiceData graph $G = (X, U)$ verifies hypothesis (a) and (b), then the maximal RSC problem becomes polynomial.

6 Conclusion

The QoS-aware syntactic service composition problem has been the subject of numerous studies. The well-known benchmark WSC, allows experimenting approaches for such problem using synthetic services. In this article, we recall that the theoretical complexity of the challenges of 2008 and 2009 are different: the service composition problem presented in WSC-08 (without QoS) is NP-hard, while for the problem presented in WSC-09 (QoS-aware service composition), we propose a polynomial-time algorithm. This algorithm is an extension of a Dijkstra-like project scheduling algorithm, with AND/OR constraints, for exactly solving the service composition problem. Our algorithm is based on a simple directed graph structure and does not need to construct any additional structure, like a dependency graph or a planning graph as usually used in the related work. Thanks to this simple graph structure, our approach is the most efficient one for exactly solving, in polynomial time, the service composition problem with a maximin-type criterion (like execution time or throughput criterion). Unfortunately, for sum-type criterion (like cost QoS criterion), polynomial time approaches can not be applied, since this problem has been shown as NP-hard. In this article, we highlight the particular difficulty of such optimization problem and exhibit polynomial cases. We also show that the QoS-aware syntactic composition problem is NP-hard, when optimizing a product-type criteria like the reliability criterion. Approximate approaches can be defined for solving NP-hard composition problems. This is left for future research.
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Algorithm for Solving Maximal TSC Problem

The updated lines of Algorithm 1 are shown by \( \gg \).

Algorithm 2 Maximal TSC.

1: \( H \leftarrow \emptyset \)
2: \( \lambda(i) \leftarrow 0 \ \forall i \in S \cup D \) and \( p(i) \leftarrow -1 \ \forall i \in D \) \( \gg \)
3: \( nd(j) \leftarrow |in(j)| \ \forall j \in S \)
4: \( \lambda(s_0) \leftarrow +\infty \) and \( L \leftarrow \{ s_0 \} \) \( \gg \)
5: for all \( i \in out(s_0) \) do
6: \( \lambda(i) \leftarrow +\infty \) and \( p(i) \leftarrow 0 \)
7: insert(\( \lambda(i), i, H \))
8: end for
9: while \( \text{End} \notin L \) and \( H \neq \emptyset \) do
10: \( i \leftarrow \text{root}(H) \) and \( L \leftarrow L \cup \{ i \} \)
11: for all \( j \in S \setminus L \) such that \( i \in in(j) \) do
12: \( nd(j) \leftarrow nd(j) - 1 \)
13: if \( nd(j) == 0 \) then
14: \( L \leftarrow L \cup \{ j \} \) and \( \lambda(j) \leftarrow \min_{k \in in(j)} \lambda(k) \) \( \gg \)
15: \( v = \min\{\lambda(j), t(j)\} \) \( \gg \)
16: for all \( k \in out(j) \setminus L \) do
17: if \( \lambda(k) == 0 \) then
18: \( \lambda(k) \leftarrow v, p(k) \leftarrow j \) and insert(\( v, k, H \))
19: else if \( \lambda(k) < v \) then
20: \( \lambda(k) \leftarrow v, p(k) \leftarrow j, \) increase(\( v, k, H \)) \( \gg \)
21: end if
22: end for
23: end if
24: end for
25: end while
26: Return \( \lambda(\text{End}) \)
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