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Abstract

The aim of this study is to develop a new numerical cutting model that includes fluid structure interaction and to take into account heat transfer between the water-jet, the workpiece and the chip. This has been achieved using a CEL (Coupled–Eulerian–Lagrangian) technique, an algorithm has been developed to ensure heat exchange between the fluid and the structure. This new model allows decoupling of the mechanical and the thermal effects of the water-jet on chip formation and fragmentation. It has been demonstrated that fragmentation of the chip is ensured by the combination of the thermal and the mechanical effects of the water-jet. Moreover, the tool rake temperature is reduced by more than 400 °C, the tool/chip contact length is also decreased by about 30%.

1. Introduction

Understanding the thermo-mechanical mechanisms involved in chip formation, during machining operations, is very challenging. Indeed, the very localized cutting area makes it difficult to access and to experimentally observe the cutting process. Moreover, this zone is subjected to very high mechanical and thermal gradients. For high-pressure water-jet assistance, observations are not possible because of the interference created by spray from the water-jet.

Numerical modeling is therefore an important research tool, in order to contribute to the understanding of this phenomenon. However, the model must represent, as accurately as possible, the physical phenomena involved in metal cutting such as friction, material behavior and the interaction between the water-jet, the workpiece and the tool. This model, once validated, allows the understanding of the mechanical and the thermal actions of the water-jet on chip formation. It also enables the prediction of cutting forces, temperature fields, chip morphology and chip fragmentation.

The numerical modeling of assisted machining operations is often very difficult due to the strong multi-physics coupling involved. The modeling of laser assistance occupies a dominant part of the research in the field of numerical simulation of machining assistance [18,29,5,10,11,9,33]. There is also almost a total lack of work concerning the modeling cryogenic and high-pressure water-jet assistance. Only a few studies have been focused on this type of simulation, but none have taken into account the fluid structure interaction, making them very simplistic [8]. In order to simulate the high speed water-jet, the Hugoniot equation of state is often employed. The water-jet is regarded as an incompressible fluid. The Coupled Eulerian Lagrangian (CEL) method has been used by [12,24,23,15,17] to simulate the fluid/structure interaction and material erosion under water-jet impact. It has been also used to simulate tube forming and water-jet spot welding [6,7].

To improve the existing cutting models, researchers implement new material constitutive models giving better predictions of the cutting forces and the physical phenomena. The research conducted by [19,20,25] is based on a physical model that allows the simulation of the dislocation density and the grain refinement during the machining operation. In addition, this model permits the prediction of the machined surface hardness. A constitutive model based on the self-consistent method (SCM) has been used by [32] in order to capture the state of the material and its phase transformation. Reference [4] used a modified Bai–Wierzbicki material model for a more accurate prediction of chip formation. New studies are also focused on the numerical simulation of tool wear [28,16,30]. This type of study presents particular challenges due to the complexity of the wear mechanisms.
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2. Numerical model

The aim of this section is to present the numerical cutting model that takes into account the fluid/structure interaction and the heat transfer between the water-jet, the workpiece and the tool.

Modeling of the fluid/structure interaction with ABAQUS has been carried out with the Coupled-Eulerian–Lagrangian (CEL) method. This method consists of using an Eulerian formulation for the fluid and a Lagrangian formulation for the structure.

In order to simulate the machining process, it is necessary to rely on a constitutive law and a damage model that can take into account the high temperatures and dynamic behavior of the material. Therefore the constitutive law of Johnson–Cook [13] and the Johnson–Cook damage model [14] have been chosen. Indeed, the mathematical simplicity and the ease of identification, combined with good prediction accuracy of the physical phenomena, is a significant advantage.

This constitutive law is shown in Eq. (1). The first term represents the isotropic hardening of Ludwik [21]. The second term represents the sensitivity to the strain rate. The temperature sensitivity is represented by the third term. The parameters $A$, $B$, $n$, $C$, $m$ are constants that must be determined experimentally, via tests over a wide range of temperatures and strain rates. $\varepsilon_{0}$, $T_{m}$ and $T_{a}$ represent the reference strain rate, the melting temperature of the material and the ambient temperature, respectively.

$$
\sigma = (A + B\varepsilon) \left(1 + \frac{C}{\varepsilon_{0}} \ln \left(\frac{\varepsilon}{\varepsilon_{0}}\right)\right) \left(1 - \left(\frac{T - T_{a}}{T_{m} - T_{a}}\right)^{m}\right)
$$

(1)

The damage model relates the fracture strain to the triaxiality, the strain rate and the temperature. Thus, the fracture strain is written in the form of Eq. (2). The first, the second and the third term represent the sensitivity of the fracture strain to the triaxiality, the strain rate and the temperature, respectively.

$$
\varepsilon^{f} = (D_{1} + D_{2} \exp(D_{3}\sigma^{*})) \left(1 + D_{4} \ln \left(\frac{\varepsilon}{\varepsilon_{0}}\right)\right) \left(1 + D_{5} \left(\frac{T - T_{a}}{T_{m} - T_{a}}\right)\right)
$$

(2)

$\sigma^{*} (\sigma^{*} = \frac{\sigma}{\sigma_{0}})$ represents the rate of triaxiality, $\sigma_{0}$ and $\sigma_{m}$ represent respectively the hydrostatic stress and von Mises stress. Parameters $D_{1}, D_{2}, D_{3}, D_{4}, D_{5}$ are the five coefficients to be identified.

A separate study has been carried out with the objective of identifying these parameters. In order to determine the mechanical behavior of the Ti17 titanium alloy in extreme conditions, compression and shear tests were carried out. The parameters of the damage model were identified using tensile, shear and compression tests. The tests cover a wide range of strain rates ($0.1 \text{ s}^{-1}$–$10 \text{ s}^{-2}$) and temperatures (25–800 °C). The results of this identification are summarized in Table 1.

2.1. Friction modeling

In order to model the contact at the tool/chip interface, a radial tribometer has been designed based on the work of [3,31,1,26]. Friction tests have been carried out under different conditions (dry, conventional lubrication and high-pressure lubrication) and over a wide range of speeds and lubrication pressures. Fig. 1 shows the evolution of the apparent friction coefficient (macroscopic friction coefficient) as a function of the sliding speed. The apparent friction coefficient can be written as per Eq. (3), where $F_{t}$, $F_{n}$ are the tangential force and the normal force. $\mu_{\text{plus}}$ represents the contribution due to plastic deformation.

$$\mu_{\text{app}} = \frac{F_{t}}{F_{n}} = \mu_{\text{adh}} + \mu_{\text{plus}}$$

(3)

The identification of the adhesive friction coefficient ($\mu_{\text{adh}} = f (V)$) has been achieved using an inverse method. Based on numerical simulations, the adhesive friction coefficient can be approximated by the following relation: $\mu_{\text{adh}} \approx 0.9 \mu_{\text{app}}$.

2.2. Geometric model

First of all a multi-part conventional cutting model has been established based on the work done by [22] (Fig. 2). In order to optimize the computing time and to ensure the accuracy of the numerical simulations, a study concerning the sensitivity to the finite element mesh size has been performed. For this, the number of elements in Zones 1 and 2 have been varied. Reduced integration elements with eight nodes (C3D8RT) have been used in this study. The use of reduced integration is required in order to maintain reasonable calculation times. However, it is necessary to control the Hourglass. The study by [2] details the influence of different numerical parameters and the control of the deformation energy.

![Fig. 1. Evolution of the apparent friction coefficient as a function of the friction velocity, for different lubrication conditions (Ti-17 Titanium alloy).](image)

![Fig. 2. Convnetional cutting model.](image)

<table>
<thead>
<tr>
<th>$A$ (MPa)</th>
<th>$B$ (MPa)</th>
<th>$n$</th>
<th>$C$</th>
<th>$m$</th>
<th>$\varepsilon_{0}$ (s$^{-1}$)</th>
<th>$D_{1}$</th>
<th>$D_{2}$</th>
<th>$D_{3}$</th>
<th>$D_{4}$</th>
<th>$D_{5}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1012</td>
<td>399</td>
<td>0.22</td>
<td>0.035</td>
<td>0.85</td>
<td>$10^{-1}$</td>
<td>−0.2</td>
<td>0.34</td>
<td>−0.5</td>
<td>−0.035</td>
<td>2.7</td>
</tr>
</tbody>
</table>

Table 1

Johnson–Cook behavior law and damage model parameters (Ti-17 Titanium alloy).
Thus, the total number of integration points has been varied between 42,448 and 100,996. Parallel computing on four processors using double precision option has been performed. Table 2 summarizes the main simulation conditions and results.

For the high-pressure water-jet assistance (HPWJA) model, a fluid part has been added (using an Eulerian mesh). In order to maintain reasonable computation times, the Eulerian field only covers the zone of the fluid/structure interaction. Fig. 3 presents the new model and Fig. 4 illustrates a simulation example Table 3.

### 2.3. Contact and boundary conditions

Contact management is handled simultaneously by two algorithms. A master–slave algorithm for the tool/chip contact and the general contact algorithm for the fluid/structure interaction.

Boundary conditions and initial conditions are presented in Fig. 3. The calculated fluid velocity $V_{\text{fluid}}$ is applied as shown in Fig. 3. The nozzle diameter is 1 mm. The tool is fixed, only the workpiece moves in the X direction. The impact distance between the water-jet and the cutting edge is 0.5 mm. The geometrical parameters of the model have been fixed in order to focus on the mechanical and the thermal effects of the water-jet.

Simulations have been carried out using a high performance cluster. The total calculation time is between 30 h and 40 h (using two processors). It is necessary to point out that increasing the number of processors does not necessarily reduce the calculation time due to the use of the two contact algorithms.

It can be noted that in some conditions notably when the mesh is too coarse, there is penetration of the nodes from the Eulerian mesh into the Lagrangian structure. ABAQUS uses the penalty method to handle such problems. A mesh refinement is therefore strongly recommended. But, these recommendations are difficult to apply in machining. Fig. 5 illustrates some of the encountered problems (for a coarse and fine mesh).

### 2.4. Heat transfer

With version 6.10 of ABAQUS, heat transfer between a fluid and a structure is not supported. Without proper development by the

![Fig. 3. High-pressure water-jet model.](image)

![Fig. 4. Example of the simulation of HPWJA.](image)

![Fig. 5. (a) Coarse mesh, (b) fine mesh.](image)
user ABAQUS 6.10 does not simulate the effect of the water-jet on the temperature fields of the workpiece and the tool.

In order to ensure that heat transfer, an algorithm has been established. The idea consists of decomposing the total computation time $t$ into $\Delta t$ increments. The nodes on the structure in contact with the fluid are identified via the contact pressure. Nodes are considered to be in contact with the fluid if the contact pressure exceeds a threshold value. Once these nodes have been identified, a convection boundary condition is applied to them. The heat transfer coefficient is considered to depend on the fluid flow velocity. It is therefore necessary to first estimate the fluid velocity at the nozzle outlet. It is calculated using Eq. (4), where $P$, $\rho$, $\eta$ are the water-jet pressure, the density of the water and the efficiency of the nozzle, respectively

$$V = \eta \frac{\sqrt{2P}}{\rho}$$

Secondly, the Reynolds number is calculated using

$$Re = \frac{\rho V x}{\mu}$$

Finally, the heat exchange coefficient $h$ is calculated via Eq. (7) [27].

$$h = 0.03 \left( \frac{C_p \mu}{\lambda} \right)^{0.33} \left( \frac{\rho V x}{\mu} \right)^{0.9} \frac{1}{\lambda}$$

Fig. 6 describes the algorithm developed for this purpose.

Fig. 7 shows an example of the application of this algorithm. The convection boundary condition has been applied at the nodes where the contact pressure is greater than 0 MPa. Fig. 7(a) shows the contact pressure distribution and Fig. 7(b) shows the temperature distribution after the application of the convection boundary condition.

2.5. Comparison between numerical simulations and experimental tests

In order to investigate the influence of different cutting conditions and assistance parameters (i.e. nozzle diameter and pressure), orthogonal cutting tests have been carried out. Fig. 8 shows the experimental setup.

The comparison is mainly based on the cutting force. Table 2 highlights the fact that the results predicted by the model correspond to the experimental range: $F_{cexp} = 1720 \pm 100$ N, $f = 0.2$ mm/rev ($F_{cexp} = 1080 \pm 50$ N, $f = 0.1$ mm/rev). Moreover, the chip morphologies with/without high-pressure water-jet assistance are similar to those observed in the experimental tests. Fig. 9 shows the simulated fragmented chips. On the basis of this result, mesh 3 has been selected.

2.5.1. Results

Different simulations in different lubrication conditions have been conducted to investigate the effect of the water-jet on the thermal and mechanical fields in the tool and the workpiece. Table 1 summarizes the simulated conditions.

In order to decouple the thermal effect and the mechanical effect of the water-jet, simulations with and without heat transfer ($h=0$) have been carried out. Fig. 10 shows the temperature field on the rake face of the tool for the different lubrication conditions. An increase in the water-jet pressure increases the fluid velocity and thus the convection coefficient $h$. That is why a significant

$$P_t = \frac{C_p \mu}{\lambda}$$

where $\mu$, $x$, $V$ are the dynamic viscosity, the distance traversed by the fluid and the fluid velocity, respectively. Then, using Eq. (6), the Prandtl number is calculated, where $\lambda$ is the thermal conductivity and $C_p$ is the heat capacity

$$Pr = \frac{C_p \mu}{\lambda}$$

Finally, the heat exchange coefficient $h$ is calculated via Eq. (7) [27].
decrease in temperature can be seen for greater pressures. Indeed, this increase in pressure also allows the water-jet to have greater access to the tool/chip interface (i.e. reduced contact length at the tool/chip interface).

However, the tool tip temperature does not seem to be very influenced by water-jet assistance. Fig. 11 shows the temperature evolution of the tool tip for the pressure of 100 bar and for conventional lubrication. A slight decrease, which remains low, is observed.

The evolution of the temperature along the tool rake face (Fig. 10(d)) is shown in Fig. 12. The comparison between conventional lubrication and HP lubrication (100 bar) shows that the temperature drops about 400 °C at a distance of 0.1 mm from the cutting edge and about 200 °C at a distance of 0.2 mm. Hence, water-jet assistance ensures more efficient cooling. In fact, the high water-jet pressure does not cool the tool tip (Fig. 11) but increases dramatically the thermal gradient along the cutting face (Fig. 12).

With conventional lubrication, the chip form is continuous and in the shape of “ribbons”. Increasing the pressure causes the application of greater force on the chip which deforms and breaks when the stress reaches the rupture value. It is important to note that the chips are broken at the primary shear bands as these are the most strongly deformed zones, which have undergone the greatest damage. Fig. 13 illustrates these observations.

Fig. 13 (c) and (d) illustrates the effect of decoupling the thermal effect and the mechanical effect of the water-jet. In fact, the fragmented chip shown in Fig. 13(c) has been obtained via the combination of mechanical effects (fluid/structure interaction) and the thermal effect (heat transfer). However, the result in which the thermal effect has been removed \((h=0)\) is illustrated by Fig. 13 (d) which shows a highly deformed chip. In this case, the chip has not been fragmented. Without heat transfer between the chip and the water-jet, the chip temperature is around 400–500 °C. At these temperature levels, thermal softening of the material takes place. So, greater deformation is possible before the rupture. Fig. 14 illustrates the chip morphology for several computing times \((P=100\text{ bar})\).

Fig. 8. Experimental setup.

Fig. 9. Chip fragmentation and morphology \((P=100\text{ bar})\).
3. Conclusion

In this study, a HPWJA model has been developed. The model is based on the CEL technique. To ensure the heat transfer between the fluid and the structure, a specific algorithm has been developed. The comparison between the experimental results and the numerical simulations show that the model provides good predictions for the cutting forces, the chip morphology and chip fragmentation. Moreover, the friction model makes it possible to take into account the influence of the lubrication and the cutting speed.

Simulations have shown that water-jet assistance allows more efficient cooling of the cutting area when compared to conventional lubrication, but the decrease in temperature at the tool tip is not significant. However, the decrease in temperature can reach up to 400 °C at a distance of about 0.1 mm from the tool tip. In addition, under the action of the water-jet, the tool/chip contact length is reduced by approximately 30%. Hence, limiting the frictional heating.
The possibility of decoupling the thermal and mechanical effects due to the water jet gives a very interesting way of assessing the real factors influencing the cutting process. In particular, the influence of the two effects on chip fragmentation was investigated. It was concluded that fragmentation is ensured by the combination of the two effects.
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