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Abstract
Project complexity is ever growing and needs to be understood, analysed and measured better to assist modern project management. The overall ambition of this paper is therefore to define a measure of project complexity in order to assist decision-making, notably when analysing several projects in a portfolio, or when studying different areas of a project. A synthesised literature review on existing complexity measures is firstly proposed in order to highlight their limitations. Then, we identify the multiple aspects of project complexity thanks to the construction and refinement of a project complexity framework thanks to an international Delphi study. We then propose a multi-criteria approach to project complexity evaluation, underlining the benefits of such an approach. In order to solve properly this multi-criteria problem, we first conduct a critical state of the art on multi-criteria methodologies. We then argue for the use of the Analytic Hierarchy Process. In the end, this tool permits to define a relative project complexity measure, which can notably assist decision-making. Complexity scales and subscales are defined in order to highlight the most complex alternatives and their principal sources of complexity within the set of criteria and sub-criteria which exist in the hierarchical structure. Finally, a case study within a start-up firm in the entertainment industry (musicals production) is performed. Conclusions, limitations and perspectives of research are given in the end.

Keywords
1. Introduction

A project is a temporary and unique endeavour undertaken to deliver a result. This result is always a change in the organization, whatever it is in its processes, performance, products or services. This transformation consists then in a gap between a start and a final state. Time and resources are consumed to produce results, which may be deliverables and/or performance improvement and/or resource improvement (skills, knowledge). Each project is unique because there is always at least one of the following parameters that changes: targets, resources and environment. As projects became more and more present into organizations, and as they had bigger and bigger amounts at stake, it became impossible to let them live without specific and rigorous methodology. As a consequence, project management was created as a formalized and structured methodology. It is usually admitted than modern project management appeared during World War II and was initially dedicated to big military and construction projects. For all practical purposes, lots of studies have been done, based on statistical calculations or surveys. Limits and lacks have been detected in research as well as in industry about the project predictability, since usual parameters (time, cost and quality) are clearly not sufficient to describe properly the complete situation at a given time. As a whole, the conclusion of these studies is that current methods have shown their limits, since they cannot face anymore the stakes of ever growing project complexity. For instance, as noted during discussions with consulting practitioners, in the case of oil industry, it is clear that engineering projects today are larger, involve more sophisticated technology and are organised with a higher number of contractors and partners compared to 40 years ago. As a whole, project complexity results in damages or failures for the projects. In other words, project ever growing complexity is an ever growing source of project risks. Identifying existing project complexity sources and levels of project complexity has thus become a crucial issue in order to assist modern project management. After a review of the literature on project complexity in part 2, this paper aims at proposing an innovative measure of project complexity which incorporates the multiple aspects of this project characteristic. In order to do so, a methodology is exposed in part 3 and followed in the next paragraphs. Conclusions and research perspectives about this issue are finally given in part 9.

2. Measuring project complexity: a literature review

2.1. Existing project complexity measures

Several authors tried to define complexity measures in order to explain project failures, to identify intricate situations, to understand better project complex phenomena and to help decision-making. Indeed, such a measure is notably to assist decision-makers before engaging their projects / portfolios into too complex situations since too early decisions when facing complex and uncertain situations often fail to deliver the targeted performance.
But before choosing a suitable project complexity measure, one must be able to define a list of criteria that can be used to assess if it is good or not. Latva-Koivisto (Latva-Koivisto, 2001) proposes a first list in a research report which includes parameters such as reliability, ease of implementation and intuitiveness for instance. As far as this research work is concerned, a literature review on existing project complexity measures (or complexity measures which could be adapted to project management) was performed. A focus was made on project complexity in terms of project systemic complexity, and not of algorithmic complexity when solving some issues about project management, such as the sequencing and scheduling problem (Akileswaran and al., 1983). The works of Edmonds (Edmonds, 1999), Latva-Koivisto (Latva-Koivisto, 2001) and Nassar and Hegab (Nassar and Hegab, 2006) were crucial sources to generate this list of about forty complexity measure indicators. For instance, in his Ph.D. thesis, Edmonds (Edmonds, 1999) identified formulations and measures of complexity, working on a large scope of fields and applications. As for him, Latva-Koivisto (Latva-Koivisto, 2001) reviewed complexity measures to assess the structural complexity of business processes. He argued that the complexity of business processes could be assessed through the conversion of process charts (composed of activities, dependencies, information flows, material flows and control flows) to graphs, giving the example of the resource-constrained project scheduling problem. If interested, one should directly refer to these three references for more information on complexity measures and formulations. Then, the obtained list of possible complexity measures was refined thanks to the previously introduced criteria. Four specific complexity measures are given here since among the most appropriate ones for a use in project management.

- The Coefficient of Network Complexity (CNC) defined by Kaimann (Kaimann, 1974) applies to both PERT (Program Evaluation and Review Technique) and precedence networks. In the case of PERT networks, the CNC is equal to the quotient of activities squared divided by events. The CNC, thanks to an intuitive definition is a good complexity measure to catch the structural complexity of systems that are modelled thanks to graphs. However they take redundant arcs into account.

$$CNC = \frac{A^2}{E}$$

- The cyclomatic number defined by Temperley (Temperley, 1981) gives the number of independent cycles in a graph. The equation calculation of the cyclomatic number is equation (1). S is the cyclomatic number, A is the number of arcs, N is the number of nodes.

$$S = A - N + 1$$

- The traditional static entropic measurement of complexity by the Shannon information (Shannon, 1951) is based on the probability of receiving a message, as shown by equation (2) where p(n) is the probability of receiving a message n. The Shannon information is also a complexity measure since information and disorder are strongly related.

$$Sha = - \sum p(n) \log_2 (p(n))$$

- Arguing that complexity measures such as CNC are imperfect since they take redundant

...
arcs into account and therefore show that the system is more complex than it actually is, Nassar and Hegab (Nassar and Hegab, 2006) define a measure for project schedules. This measure gives the degree of interrelationships between the activities in a schedule. This complexity measure is the following equation (3) for an Activity On Node project network.

\[
C_n = 100 \times \left( \frac{\log(a/(n-1))}{\log(\frac{n^2-1}{4(n-1)})} \right)\% \text{ if } n \text{ is odd}
\]

\[
C_n = 100 \times \left( \frac{\log(a/(n-1))}{\log(\frac{n^2}{4(n-1)})} \right)\% \text{ if } n \text{ is even}
\]

2.2. Limits of existing project complexity measures

Existing measures have shown their limits for several reasons. First, some limits have been highlighted about the reliability of such measures. Indeed, some counterexamples were found: some graphs and networks were sharing the same CNC but were very different considering their easiness to be managed. One of the reasons for this lack of reliability is that these measures mainly refer to a single aspect of (project) complexity, notably in terms of interdependencies. Second, these measures are often non intuitive for the final users and thus give results which are difficult to communicate on. These mathematical formulations do not permit a reference to real project complexity factors: both the identification of important complexity sources and possible actions for complexity handling/reduction are not facilitated. Moreover, such measures are sometimes difficult to calculate for non-skilled users, which make it all the more complex to perform and analyse them. For instance, in the case of the Shannon number, both difficulties are encountered for all practical purposes.

Finally, these measures mainly refer to a model of the project system. Indeed, measures such as the CNC, the cyclomatic number or the one proposed by Nassar and Hegab refer in essence to an existing network or graph. Such graphs are specific models of the project system, which restrict the view and understanding of project complexity. For instance, a project can be modelled thanks to different WBS (Work Breakdown Structure), PERT networks or Gantt charts, depending on the detail level, willingness of the project manager, etc... Applying such measures to these kinds of elementary models of the project systems cannot properly account for a measure of project complexity since they are in essence relative to the model. As a consequence, in order to overcome the limits of existing measures, this paper aims at defining an index which is as far as possible:

- Reliable, meaning the user can be confident with the measure.
- Intuitive and user-friendly, meaning it should be easily computed and implemented, and that users must understand why it assesses project complexity.
- Independent of the project models, so that the measure is an evaluation of project complexity and not an evaluation of the complexity of a given project model.
- Able to highlight project complexity sources when building up the measure, so that the user can analyse more properly project complexity and thus make his decisions with a better vision of the problem.
3. Research methodology

In order to do so, we propose to carry out the following methodology:

- Performing a broad state of the art to understand the multiple aspects of project complexity through the construction of a project complexity framework (Part 4).
- Identifying the most suitable multi-criteria decision methodology for project complexity evaluation and understanding its principles (Part 5).
- Refining the project complexity framework thanks to an international Delphi study in order to permit the construction of a hierarchical structure (Part 6).
- Proposing a project complexity index and studying its sensitivity (Part 7).
- Testing the whole on a case study (Part 8).

4. The multiple aspects of project complexity

4.1. Systems thinking

In order to understand and handle project complexity, this paper claims for the use of systems thinking to facilitate the management of projects. Basically, our systems thinking-based approach is notably based on or at least consistent with the works of (Boulding, 1956), (Von Bertalanffy, 1972), (Simon, 1981), (Le Moigne, 1990), (Penalva, 1997), (Heylighen and al., 2006), (Bocquet and al., 2007), or (Vidal and al. 2007). This paper considers the following definition of a system.

**Definition - adapted from (Vidal and al., 2007):**

A system can be defined as an object, which, in a given environment, aims at reaching some objectives (teleological aspect) by doing an activity (functional aspect) while its internal structure (ontological aspect) evolves through time (genetic aspect) without losing its own identity.

According to this definition, a project can be undoubtedly considered as a system. Indeed, it possesses the four aspects listed above. A project exists within a specific environment and aims at reaching objectives given this context (teleological aspect). A project has to accomplish a set of activities using some methods and methodologies (functional aspect). A project has an internal structure composed of human resources, material resources, deliverables, tasks, information systems, etc... (ontological aspect). Finally, a project evolves through time, via resource consumption, product delivery, members’ changes and gain of experience, without losing its own identity (genetic aspect). In the systems thinking vision, the project system evolution is to be considered with the assumption that future is under perpetual construction (Prigogine, 1996), which excludes the use of analytical tools. In order to provide innovative practical tools for complex project management, this paper is to claim for the use of a shared epistemology which permits to define, when necessary, methods and tools based on analytical decompositions, but
which use or are at least compatible with the systems thinking-based vision of projects as four aspect entities.

**Teleological pole**

*Or why the project system exists.*

⇒ Project goals and values.

**Genetic pole**

*Or how the project system evolves.*

⇒ Project phases.

**Ontological pole**

*Or what the project system is.*

⇒ Project elements (actors, resources, etc...)

**Functional pole**

*Or what the project system does.*

⇒ Project tasks and processes.

Figure 1. A systems thinking-based approach to describe projects

### 4.2. Project complexity

Research works on the concept of complexity have been conducted for years. There are historically two main scientific approaches of complexity (Schlindwein and Ison, 2005). The first one, usually known as the field of descriptive complexity, considers complexity as an intrinsic property of a system, a vision which incited researchers to try to quantify or measure it. An example of this vision is the work of Baccarini (Baccarini, 1996). He considers project complexity through the concepts of technological complexity and organisational complexity. He regards them as the core components of project complexity which he tries to describe exhaustively. The other one, usually known as the field of perceived complexity, considers complexity as subjective, since the complexity of a system is improperly understood through the perception of an observer. Both approaches can apply to project complexity and project management complexity.

The difficulty is that there is actually a lack of consensus on what project complexity really is. As Sinha and al. (Sinha and al., 2001) underline it, “there is no single concept of complexity that can adequately capture our intuitive notion of what the word ought to mean”. Complexity can be understood in different ways, not only in different fields but has also different connotations within the same field (Morel & Ramanujam, 1999). However, some other works (Edmonds, 1999), (Marle, 2002), (Vidal and al., 2008) led us to propose the following definition for project complexity (this definition is to kept in mind throughout the paper).

**Definition:** Project complexity is the property of a project which makes it difficult to understand, foresee and keep under control its overall behaviour, even when given reasonably complete information.
information about the project system. Its drivers are factors related to project size, project variety, project interdependence and project context.

The reader may note that every aspect of systems thinking is part of the overall behaviour of the project system. That means that, according to this definition, project complexity is the property which makes it difficult to understand, foresee and keep under control any of these aspects. As a whole, when reviewing the literature, a very large number of possible project complexity factors can be identified thanks to an approach based on the four principal aspects of systems thinking (Vidal and al., 2008).

However, the point is that speaking in terms of teleological, genetic, functional and ontological aspects of project complex is not the easiest manner to communicate about complexity in real projects. Neither is it an adequate decomposition to see the concrete phenomena behind these notions. We thus claim for a gathering of these factors into four more intuitive groups (Figure 2). These groups, which are closely related to the four aspects of systems thinking, are all necessary but non-sufficient conditions for project complexity.

The first group gathers the factors that are relative to the size of the project system. The second one gathers those that are relative to the variety of the project system. These two first groups globally correspond to the ontological aspect of the project system. The third one gathers those that are relative to the interdependencies and interrelations within the project system, which corresponds to some extent to the functional pole of the project system. Finally, the fourth one deals with the context-dependence of project complexity, which mainly corresponds to the teleological and genetic poles of the project system.

Figure 2. Drivers of project complexity

The gathering of the identified project complexity factors into these four distinct groups makes more meaning both for direct industrial use (as these denominations make more sense for fieldwork) and for academic establishment (since these denominations have widely been used in research articles for instance).
4.3. **Project size**

Project size is to be defined as a whole as the sizes of elementary objects which exist within the project system. These sizes are likely to be assessed thanks to appropriate quantitative measure (for instance time scale, cardinal scale, etc...). This aspect of project size (which is somewhat close to the ontological aspect of project complexity in terms of number of identified elements) then appears to be a necessary condition for project complexity which makes sense. Indeed, recent papers notably state that any organisational system should be over a minimum critical size to be considered as a complex system (Corbett & al., 2002).

4.4. **Project variety**

Project variety is to be defined as a whole as the diversity of elementary objects which exist within the project system. This aspect of project variety (which is somewhat close to the ontological aspect of project complexity in terms of diversity of identified elements) indeed appears to be a group which makes sense. Indeed, as mentioned by Sherwood and Anderson (Sherwood Jones & Anderson, 2005), “diversity relates closely to the number of emergent properties”. Moreover, as underlined by Corbett and al. (Corbett & al., 2002), “the one thing that comes through loud and clear is that complexity is tied up with variety, be it in the world of biology, physics or manufacturing”.

4.5. **Project interdependence**

Project interdependence is to be defined as the existence of relationships between elementary objects within the project system. This aspect of project interdependence is somewhat close to the functional aspect of project complexity in terms of interactions between elements to execute the project. It then appears to be another category which makes sense. As underlined by several project management researchers and practitioners, interdependencies and all the notions related with them such as interactions, interrelationships or interfaces, are likely to be the greatest drivers of project complexity.

Besides, Rodrigues and Bowers (Rodrigues & Bowers, 1996) explain that “experience suggests that the interrelationships between the project’s components are more complex than is suggested by the traditional work breakdown structure of project network”, suggesting that traditional project management tools cannot be sufficient to catch the reality of project interdependence. This seems all the more problematic since “there is a complete interdependence between the components of the complexity: each element will depend and influence on the others” (Calinescu & al., 1998).
4.6. Project context-dependence

Project context is defined here as what refers to the environment within which a project is undertaken. This aspect of project context-dependence (which is somewhat close to the teleological and genetic aspects of project complexity) indeed appears to be another category which makes sense. First, Chu and al. (Chu and al., 2003) underline that contextuality is an
essential feature of complexity, considering it as a common denominator of any complex system. The context-dependence of project complexity is also stressed by Koivu and al. (Koivu and al., 2004) who notably insist on the fact that “the context and practices that apply to one project are not directly transferable to other projects with different institutional and cultural configurations, which have to be taken into account in the processes of project management and leadership”.

4.7. First version of a project complexity framework

As a whole, this literature review and proposed classification permits to build a project complexity framework (Figure 3). It aims at being a reference for any project manager to identify and characterize some aspects of the project complexity. One can then understand more efficiently the stakes of project complexity management. Even though we had the ambition to be quite exhaustive, exhaustiveness remains a utopia when dealing with complexity. Some others project complexity factors are likely to be added to this framework.

Knowing that, we insist on the fact that this project complexity framework is a descriptive vision of complexity: for all practical purposes, the perceived complexity of the real system throughout this framework is finally the one that is being managed. Moreover, one should keep in mind that this framework is a form of consensus on project complexity and that complexity cannot in essence be managed and handled through a generic consensus. This framework should as a consequence be considered as a basis to understand better complex projects and particularly identify the principal sources of complexity within a given project.

5. Using the Analytic Hierarchy Process (AHP) to assess project complexity

5.1. Multi-criteria decision methodologies

In general, decision-making is the study of identifying and choosing alternatives based on the values and preferences of the decision-maker. Making a decision implies that some alternatives are to be considered, and that one chooses the alternative(s) that possibly best fits with the goals, objectives, desires and values of the problem.

A deeper look at the literature reveals that the problem of selecting the appropriate method appears itself to be a multi-criteria problem: this multiple criteria in the case of project complexity evaluation are synthesized in Figure 4. We do not use any of existing methods to solve it, but we follow the forthcoming methodology to select the method used in our study: we first conducted a literature review in order to define the requirements of the method that could enable us to develop a good tool for project complexity evaluation. This literature review is notably based on the works of Gershon (Gershon, 1981), Deason (Deason, 1984) and Tecle (Tecle, 1988). It permits to build up Figure 5 and to identify the Analytic Hierarchy Process (AHP) as probably the most suitable methodology for this issue.
<table>
<thead>
<tr>
<th>Requirements</th>
<th>Description of requirements</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Multi-Criteria</strong></td>
<td>The method should be capable to compare alternatives regarding multiple criteria of different nature.</td>
</tr>
<tr>
<td><strong>Handle qualitative criteria</strong></td>
<td>The method should be able to handle qualitative criteria in addition to quantitative ones.</td>
</tr>
<tr>
<td><strong>Prioritise criteria</strong></td>
<td>The method should enable the user to prioritise the criteria, since they have different influences.</td>
</tr>
<tr>
<td><strong>Evaluate a discrete set of alternatives</strong></td>
<td>The method should be able to search for the best alternative among an initial discrete set of known alternatives.</td>
</tr>
<tr>
<td><strong>Rank alternatives</strong></td>
<td>The method should not only give the most complex project within the portfolio but also prioritise the projects functions of their complexity level.</td>
</tr>
<tr>
<td><strong>Rank alternatives according to a cardinal scale</strong></td>
<td>The method should rank alternatives according to a cardinal scale. This cardinal scale is to be used afterwards to build up the relative complexity measure we propose.</td>
</tr>
<tr>
<td><strong>Reliable</strong></td>
<td>The method should give a reliable result to be eligible for decision-making support.</td>
</tr>
<tr>
<td><strong>Computable</strong></td>
<td>The method is to be computable to enable quick calculations on computers.</td>
</tr>
<tr>
<td><strong>Show great user-friendliness</strong></td>
<td>The method should be user-friendly: this notably includes both the facts that no special/demanding skills should be necessary to perform the process and that results should be understood and handled easily.</td>
</tr>
<tr>
<td><strong>Give autonomy</strong></td>
<td>Users (mainly project managers) should be autonomous and should possibly suggest or do modifications.</td>
</tr>
<tr>
<td><strong>Evolving</strong></td>
<td>Modifications need to be easily implemented.</td>
</tr>
<tr>
<td><strong>Adapted to project environment</strong></td>
<td>The method should be adapted to project environment decision processes (Le Cardinal, 2000), (Jankovic, 2006) and characteristics (constraints, skills, information systems, need for reactivity, ...).</td>
</tr>
</tbody>
</table>

**Figure 4. Requirements for a multicriteria method to be used for project complexity evaluation**

Identified multi-criteria methods are elementary methods, multi-criteria optimisation ones, outranking ones, or single synthesis criterion approach ones. They were assessed during the literature review regarding the identified requirements. The five first criteria are evaluated on a Boolean scale which permits to say if these criteria are respected or not by the method. These criteria are required for the goal which is pursued in this study. As a consequence, when a method is assessed 0 on one of these criteria, further evaluation of the method is not performed and the method is screened out. Then, the set of the six last criteria are evaluated on a 5-level Likert scale. Evaluations of the five first criteria of this set are mainly performed thanks to a state of the art which is notably based on (Gershon, 1981), (Deason, 1984), (Tecle, 1988) and (Al-Shemmeri and al., 1997). Evaluation of the sixth criteria (adapted to project environment) is notably based on a survey of scientific databases (ISI, etc…) to assess the use of these methods in the project management literature. A distance is then defined as a comparison in absolute value with the ideal method which would be noted 5 on every criterion of this set. The two best scores are obtained for the Analytic Hierarchy Process (AHP) and the PROMETHEE methodologies.
<table>
<thead>
<tr>
<th>Methodologies</th>
<th>Handle qualitative criteria</th>
<th>Prioritise criteria</th>
<th>Discrete alternatives</th>
<th>Ranking alternatives</th>
<th>Cardinal scale</th>
<th>Reliable</th>
<th>Computable</th>
<th>User-friendliness</th>
<th>Give autonomy</th>
<th>Evolving</th>
<th>Adapted to projects</th>
</tr>
</thead>
<tbody>
<tr>
<td>AHP</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>Categorical method</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Composite Programming</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Compromise programming</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Conjunctive method</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Cooperative Game Theory</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Cost-ratio method</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Displaced Ideal</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>ELECTRE</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Evaluation &amp; Sensitivity Anal. Pro.</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Goal programming</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>JAS</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Lexicographic method</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>MAUT</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>5</td>
<td>4</td>
<td>3</td>
<td>5</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>MAVT</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>4</td>
<td>5</td>
<td>3</td>
<td>5</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>Maxmin / Minmax</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Multi-criteria Q-analysis</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>ORESTE</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Probabilistic Trade-Off Dev. Met.</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>PROMETHE</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>QUALIFLEX</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>SMART</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>TOPS</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>UTA</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Weighted product method</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>Weighted sum method</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>Zionts-Wallnius Method</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

**Figure 5.** Critical analysis of multi-criteria decision methodologies
Regarding the issue of project complexity evaluation, preference is notably finally given to the AHP, because of its numerous applications in the project management context which were found in the literature (Al-Harbi, 2001). For instance, in (Ahmad and Laplante, 2006), the AHP is used to select the most appropriate software project management tool. The authors argue that “the AHP provides a flexible, systematic, and repeatable evaluation procedure that can easily be understood by the decision-maker in selecting the appropriate software project management tool”. Other applications particularly consider the issue of project evaluation or selection in the case of project outsourcing (Bea and Lloveras, 2007) or project portfolio management (Liang, 2003). Indeed, in (Alhazmi and McCaffer, 2000), the development of the project procurement system selection model thanks to the AHP is presented. Another example can be found in the works of Simpson and Cochran for construction project prioritisation (Simpson and Cochran, 1987), who however argue that ‘the AHP methodology is applicable to problem sizes from order 2 to about order 15 [and that] if a large number of projects is to be considered, some means is required to reduce the number of candidate alternatives”. Last but not least, another example in the field of project management is the work of Gourc (Gourc, 2006) who uses the AHP for project risk analysis and assessment, under the assumption that project risks have multiple aspects. Finally, the reader should note that the AHP also has many applications in different contexts which all underline the user-friendliness and intuitiveness of the methodology (Lin and al., 2008), (Gerdsri and Kocaoglu, 2007), (Chiu and Chen, 2008). This makes it both a very generic and project context-friendly method.

5.2. The Analytic Hierarchy Process (AHP)

The Analytic Hierarchy Process (AHP) was developed by Thomas Saaty (Saaty, 1977), (Saaty, 1980), (Saaty, 1990). It is a multi-criteria decision-making method which permits the relative assessment and prioritization of alternatives.

![Diagram of AHP](image)

Figure 6. Using the AHP under complex contexts (Fumey, 2001) adapted from (Saaty, 1981)
As underlined by Saaty (Saaty, 1981) and exposed in Fumey (Fumey, 2001), the AHP permits to integrate both quantititative and qualitative aspects of decision making, which makes it an efficient and effective method under complex contexts, as synthesized in Figure 6.

The AHP is based on the use of pairwise comparisons, which lead to the elaboration of a ratio scale. The AHP uses a hierarchical model for the decision problem, consisting of an overall goal, of a group of alternatives, and of a group of criteria which link the alternatives to the goal.

Pairwise comparisons are classically carried out by asking how more valuable an alternative A is to criterion c than another alternative B. Saaty scales can transform these judgements into numerical values. As shown hereunder on Figure 7, pairwise comparisons constitute in the end square matrices, the values of which are between 1/9 and 9. The diagonal elements of the matrix are equal to 1 while the other ones verify two conditions:

- The $i^{th}$ element is equal to the comparison between element i and element j regarding the considered criterion.
- For i different from j, the $i^{th}$ element is equal to the inverse of the $j^{th}$ element

$$
\begin{pmatrix}
1 & a_{12} & \ldots & a_{1i} & \ldots & a_{1j} & \ldots & a_{1n} \\
1/a_{12} & 1 & \ldots & a_{2i} & \ldots & a_{2j} & \ldots & a_{2n} \\
\ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots \\
1/a_{1i} & 1/a_{2i} & \ldots & 1 & \ldots & a_{ij} & \ldots & a_{in} \\
\ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots \\
1/a_{1j} & 1/a_{2j} & \ldots & 1/a_{ij} & \ldots & 1 & \ldots & a_{jn} \\
\ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots \\
1/a_{1n} & 1/a_{2n} & \ldots & 1/a_{in} & \ldots & 1/a_{jn} & \ldots & 1
\end{pmatrix}
$$

Figure 7. AHP pairwise positive reciprocal comparison matrices

This piece of information is processed mathematically, in order to transform user information, objective or subjective, into mathematical one. Priorities are then determined thanks to these matrices and a global consistency test can be performed to evaluate the coherence of the user's judgements. The final result is a global score for each alternative regarding the single synthesis criterion of the hierarchical structure.

6. Performing a Delphi study to build up the AHP hierarchical structure and project complexity measure

6.1. The need to refine the framework

As seen before, complexity appears as a multiple aspects or multiple criteria characteristic of a project. Measuring it thanks to the AHP should thus require the consideration of these multiple
aspects. However, according to Baker and al. (Baker and al., 2001), criteria used in multi-criteria decision making methods should be:

- able to discriminate among the alternatives and to support the comparison of the performance of the alternatives
- complete to include all goals,
- operational and meaningful,
- non-redundant,
- few in number.

Here, the multiple aspects are not few in number and implementing it could quickly be impossible in fieldwork. That is why we called for a refinement of this framework thanks to an international Delphi study which was carried out on academic and industrial practitioners.

6.2. The Delphi process

The Delphi methodology (Linstone and al., 2002), which was originally developed in the 1950's, is a systematic and interactive method which relies on a panel of independent experts. It is a very flexible tool which permits to reach a consensus, through the collection of experts’ opinions on a given issue during successive stages of questionnaire and feedback. Direct confrontation of the experts, whose anonymity is kept at every stage of the study, is avoided (Okoli and Pawlowski, 2004). As mentioned in (Skulmoski and al., 2007), “the Delphi method is well suited as a research instrument when there is incomplete knowledge about a problem or phenomenon”. It has proven over the years to be a very popular tool for framework building, forecasting, issues prioritizing, decision-making, etc...

![Figure 8. Conduction of the Delphi study according to a two-round process.](image)
The Delphi method has been used for several studies in the field of industrial engineering and project management, which encouraged us in our research work. For instance, Schmidt and al. used the Delphi method in order to build up a list of common risk factors in software projects (Schmidt and al., 2001). Our research methodology is based on a two-round Delphi process (see Figure 8). The Delphi survey was conducted thanks to blind copy electronic mail sending to international academic and industrial experts in project management in order to save time and expenses for both the surveyor and the experts.

The questionnaire was introduced by a page explaining, such as in (Bryant and Abkowitz, 2007), the overall purpose and structure of the survey as well as the experts anonymity conditions at each stage of the study. The questionnaire was divided into eight sections, following the structure of the first version of the project complexity framework: SIZE-ORG, SIZE-TECH, VAR-ORG, VAR-TECH, INT-ORG, INT-TECH, CONT-ORG, CONT-TECH.

The questions were formulated thanks to a 5-level Likert scale, in order to express the importance of the contribution of a given factor to project complexity. The minimum of contribution is level 1 and the maximal contribution is level 5. The Likert scale leaves the possibility to answer “do not know” and “do not want to answer”). Furthermore, participants could leave commentaries and questions at any moment on any point of the Delphi questionnaire in order to generate some discussions about it or to suggest other potential project complexity factors. At each round, a little more than three weeks were left to the panelists to answer the survey.

The statistical analyses of round 1 and round 2 correspond to the results expressed in the discussions paragraph. It must be noted that the results of round 1 and round 2 are the same since the synthesis and proposition which was done after round 1 satisfied all experts, reaching global consensus at this stage. No change was as a consequence done between the answers of round 1 and round 2. Only some commentaries and suggestions appeared during round 2.

6.3. Panel selection and survey scales definition

The Delphi survey group size appears to be very different in the literature. However, it is often recommended to have a group between 9 and 18 participants in order to draw some relevant conclusions and avoid at the same time difficulty to reach consensus among experts. We argue, such as in (Okoli and Pawlowski, 2004), that an experts categorization should be made properly before undertaking the Delphi survey in order to build up the most representative panel. As for them, Skulmoski and al. require different aspects for the participants to be selected in the Delphi survey panel (Skulmoski and al. 2007):

- Sufficient knowledge and experience about the survey issues,
- Capacity, willingness and time to participate,
- Good communication skills.
Our prospective panel was constituted of 38 experts, 19 of them being industrial practitioners and 19 being academics, and at the same time 19 being men, 19 being women. Of those 38 solicited experts, 18 actually participated to the study from the beginning to the end, 10 of them being academics and 8 being industrials, and at the same time 10 of them being women, and 8 being men. Academics were notably identified thanks to their publications regarding project complexity in the Web of Science and specialized conferences or journals (International Journal of Project Management, PMI Research Conference, etc...). Industrial practitioners were identified thanks to the browsing of some professional social networks (LinkedIn), the identification of some project managers of large firms websites, and the identification of project managers whose education was followed in some high standard schools, universities and institutions. We thus consider that the overall results are going to be relevant since the interrogation of 18 experts permits to trust them.

In order to do comparisons and generate discussions during the next section, we also study separately men, women, academics and industrials. Even though the suggested minimum quota of 9 experts is not reached for men and industrials (8 for each category instead of 9), we will consider the results as relevant.

6.4. Results of the Delphi study and refinement of the framework

Mean standard deviation of the answers is 0.682, which makes it a satisfying consensus for (also notice that all standard deviations are less than 1). Average values obtained for the project complexity factors lie between 2.278 and 4.889, which permits to identify significant differences between the factors. In the end, only the factors getting a score higher than 4.500 are kept in the refined project complexity framework. The obtained framework, which is constituted of only 17 criteria, can be found hereinafter in Figure 9. The reader is to note that more detailed analysis of this Delphi study make the point of ongoing publications.
With the refined project complexity framework, an AHP hierarchical structure is to be built according to Figure 10. The overall goal (objective) is the ranking of alternatives. First level criteria (intermediary goals) correspond to the four groups of project complexity factors, that is to say project size, project variety, project interdependencies and project context-dependence.

Sub-criteria then correspond to the factors which exist in the refined framework. Default values for the criteria weights come from the Delphi study. They can be kept, but we want to leave the users the possibility to assess by themselves the criteria and sub-criteria weights thanks to the whole AHP process. Moreover, the opportunity to add the criteria which were eliminated between the original and the refined version of the framework should also be left. New criteria or new values should also be possibly added in order to be more consistent with the project context the user is working in.
The hierarchical structure we propose here meets the requirements exposed in part 4 (Baker and al., 2001). Indeed, criteria in the structure are:

- able to support the comparison of the performance of the alternatives, since Saaty scales can easily be built to permit pairwise comparisons of alternatives regarding each criterion
- complete to include all goals, since they correspond to the project complexity framework
- operational and meaningful, since they were generated from a state of the art of industrial and academic works
- non-redundant, since the construction of the framework included a step of gathering similar factors under a same common denomination in order to avoid repetition
- few in number, since there are only 17 sub-criteria

7. Building up the relative project complexity measure

7.1. Proposing a project complexity index

As a whole, in the AHP hierarchy proposed in the formulation of our problem, the decision-maker formulates several pairwise comparison matrices:

- A matrix $C$ comparing the four criteria to one another (size, variety, interdependency and context-dependence), the eigenvector of which permits to identify the relative weights of these categories $W_1$, $W_2$, $W_3$, $W_4$.
  
- For each $j$ from 1 to 4, let $K_j$ be the number of sub-criteria corresponding to criterion $C_j$. Each matrix $SC_j$, of size $K_j$, permit to compute $K_j$ weights $w_{j,k}$, $k=1$ to $K_j$. $K_j$ can easily be identified thanks to the reading of the refined framework. In the end, it gives the
T weights of the T sub-criteria, where $T = \sum_{j=1}^{4} K_j$. However, new sub-criteria might be included in the hierarchy or some existing sub-criteria might be deleted from the hierarchy in order to cling better to a specific industrial context. That is why we choose to keep this generic formulation here.

- Then, T comparison matrices are built up to compare the alternatives regarding each sub-criterion. This permits to define for each evaluated alternative $A_i$ a set of $T$ scores $b^{(j)}_{ki}$.

In the end, the overall score of project $A_i$ can be formulated as:

$$S(i) = \sum_{j=1}^{4} \sum_{k=1}^{K_j} W_{jk} W_{kj}^{(j)} b^{(j)}_{ki}$$

Given the score obtained with these calculations on the set of alternatives, a relative measure of project complexity is proposed. Once again, we insist on the fact that alternatives can be projects in a multi-project environment, possible future projects compared to former ones, areas of a given project or project possible future scenarios in a mono-project environment, etc...

Let $S_i$ be the priority score of alternative $A_i$ obtained thanks to AHP calculations ($0 \leq S_i \leq 1$). We propose that the relative complexity of alternative $A_i$, given the specific context of the set of alternatives, can be expressed as the following ratio

$$CI_j = \frac{S(i)}{\max(S(i))} \rightarrow 0 \leq CI_j \leq 1$$

A relative project complexity scale between 0 and 1 can thus be built thanks to this method. This index indeed permits to classify projects / project scenarios / project areas according to their global score regarding the main project complexity sources. This scale thus permits to give a relative indicator of project complexity, relative since it is related to the initial set of alternatives. But this indicator does not depend on the models of the projects, as the only expert evaluation of the projects regarding sub-criteria is needed. Subscales can then be defined in the same manner to focus on specific aspects of project complexity and highlight how a project is complex regarding interdependencies or context for instance.

7.2. Sensitivity of the measure

As underlined by some works (Isaacs, 1963), (Erkut and Tarimcilar, 1991), (Bayazit, 2005), (Cheng and al., 2007), sensitivity analysis in multi-criteria decision-making, and notably when using the AHP, should be performed in order to study the robustness of a choice. Sensitivity analysis indeed permits to understand the consequences of a change in the weights of criteria and sub-criteria.
For instance, decision makers are likely to change their opinion about (sub-)criteria over time because of an evolving context. In the case of multiple decision makers, disagreements when performing the AHP evaluations may involve future changes or some confidence intervals for the definition of the weights. In the end, whatever the reasons of the doubts, sensitivity analysis improves the credibility and reliability of the AHP model and results. In this paper, we propose to study the robustness of the results obtained thanks to the performing of suitable gradient sensitivity analyses. The reader will note that some of them are notably possible thanks to the Expert Choice software.

### 7.2.1 Overall gradient analysis

Calculations and formulations for a first overall gradient sensitivity analysis are proposed. In order to do, $S(i)$ is to be rewritten in the following manner

$$S(i) = \sum_{l=1}^{T} \sum_{k=1}^{K_i} W_l w_k^{(l)} b_{lk},$$

where

$$\forall k, 1 \leq k \leq K_1, \ w_k = W_1 w_k^{(1)} \ \& \ \forall i, b_{ki} = b_{ki}^{(1)}$$

$$\forall k, (K_1 + 1) \leq k \leq K_2, \ w_k = W_2 w_k^{(2)} \ \& \ \forall i, b_{ki} = b_{ki}^{(2)}$$

$$\forall k, (K_2 + 1) \leq k \leq K_3, \ w_k = W_3 w_k^{(3)} \ \& \ \forall i, b_{ki} = b_{ki}^{(3)}$$

$$\forall k, (K_3 + 1) \leq k \leq K_4, \ w_k = W_4 w_k^{(4)} \ \& \ \forall i, b_{ki} = b_{ki}^{(4)}$$

Moreover, we know that the following condition is respected on the overall weights $w_k$

$$\sum_{k=1}^{T} w_k = 1$$

As suggested in (Erkut and Tarimcilar, 1991) with calculations on cases with $T = 2$ or $T = 3$, we propose that $S(i)$ can be considered as a linear function of a given weight under certain conditions. Let us suppose that a weight $w_k$ can vary from 0 to 1 and that the ratios of the other weights are fixed (to keep the same proportion that is given after performing pair-wise comparisons). The gradient sensitivity can be studied in order to analyze in a first manner the sensitivity to the variation of $w_k$. In order to facilitate the notations, let us suppose that one wants to study the case of $w_i$. Let the ratios of other weights be:

$$p_1 = \frac{w_2}{w_3}, \ p_2 = \frac{w_3}{w_4}, \hdots \ p_i = \frac{w_{i+1}}{w_{i+2}}, \hdots \ p_{T-1} = \frac{w_{T-1}}{w_T}$$

Then,

$$w_i + p_1 w_3 + w_3 + \hdots + w_k + \hdots + w_T = 1,$$

$$w_i + p_1 p_2 w_4 + p_2 w_4 + w_4 + \hdots + w_k + \hdots + w_T = 1,$$

$$\vdots$$

$$w_i + (\prod_{l=1}^{T-2} p_j) w_T + (\prod_{l=2}^{T-2} p_j) w_T + \hdots + (\prod_{l=k-1}^{T-2} p_j) w_T + \hdots + w_T = 1.$$
As a whole, we can write

\[
W_r = \frac{(1 - w_i)}{(1 + \sum_{n=1}^{r-2} (\prod_{j=n}^{r-2} p_j))},
\]

And

\[
\forall k, 2 \leq k \leq (T - 1), \quad w_k = \frac{(\prod_{j(k-1)}^{T-2} p_j)(1 - w_i)}{(1 + \sum_{n=1}^{T-2} (\prod_{j=n}^{T-2} p_j))}
\]

As a whole, for any i, we can rewrite the score \(S(i)\) as

\[
S(i) = \sum_{k=1}^{T} w_k b_{ki} = w_1 b_{1i} + \sum_{k=2}^{T-1} \left( \frac{1}{(1 + \sum_{n=1}^{T-2} (\prod_{j=n}^{T-2} p_j))} b_{ki} \right) \left( \prod_{j=(k-1)}^{T-2} p_j \right)(1 - w_i) + \frac{(1 - w_i)b_n}{(1 + \sum_{n=1}^{T-2} (\prod_{j=n}^{T-2} p_j))}
\]

Meaning that \(S(i)\) can be rewritten as an expression which is linear in \(w_i\),

\[
S(i) = w_1 (b_{1i} + \sum_{k=2}^{T-1} \left( \frac{1}{(1 + \sum_{n=1}^{T-2} (\prod_{j=n}^{T-2} p_j))} b_{ki} \right) \left( \prod_{j=(k-1)}^{T-2} p_j \right)) + \frac{b_n}{(1 + \sum_{n=1}^{T-2} (\prod_{j=n}^{T-2} p_j))}
\]

This permits to identify the gradient sensitivity of each \(S(i)\) regarding the variation of \(w_i\). If this gives interesting information, we need to have a closer look at the sensitivity analyses since the weights \(w_k\) do not correspond directly to the evaluations of the decision-makers. That is why the next section focuses more directly on the variations on criteria weights \(W_1\) to \(W_4\) and on sub-criteria weights \(w_k^{(j)}\).

### 7.2.2. Deeper gradient sensitivity analysis

#### 7.2.2.1. Regarding criteria weights

We know that

\[
\sum_{j=1}^{4} W_j = 1
\]

By rewriting

\[
S(i) = \sum_{j=1}^{4} \sum_{k=1}^{K_j} W_j w_k^{(j)} b_{ki} = \sum_{j=1}^{4} W_j \left( \sum_{k=1}^{K_j} w_k^{(j)} b_{ki}^{(j)} \right)
\]

For each \(j\) and \(i\), let \(F_j(i)\) be
We can conduct an analogous approach (as in III.4.2.), meaning that if we want to study the variation on the evaluation of $W_1$ for instance, with the ratios of other weights fixed

\[ p_1 = \frac{W_2}{W_3} \text{ and } p_2 = \frac{W_1}{W_4}. \]

As a whole, we can rewrite

\[
S(i) = W_1 (F_1(i) - \frac{p_1 p_2 F_3(i) + p_2 F_3(i) + F_4(i)}{1 + p_2 + p_1 p_2} + \frac{p_1 p_2 F_3(i) + p_2 F_3(i) + F_4(i)}{1 + p_2 + p_1 p_2}),
\]

That means that $S(i)$ can be considered as such expressions which is linear in $W_1$, or in any weight $W_j$. In order to study visually this sensitivity of $S(i)$ regarding the variation of the criteria weights $W_j$, we propose to draw different synthetic graphs. The first gathers the variations of a given score $S(i_0)$ regarding the variations of the criteria weights. Let $S(i_0)$ be the score of project $i_0$. As shown on Figure 11, a graph can be drawn to understand this linear sensitivity of $S(i_0)$ regarding the variation of $W_1$, $W_2$, $W_3$ or $W_4$.

This graph (as well as the analytical formulations) permits to compare the sensitivity to any criteria weight variation. This also permits to show the lower and upper bounds of the scores that can be reached for a given project if a criteria weight varies from 0 to 1, with the ratios of the initial evaluation kept identical. This is all the more interesting when two projects initially get two close scores: studying the possible variations of their scores $S(i)$ permits to highlight the robustness of their ranking regarding project complexity evaluation.

![Figure 11. Sensitivity analysis of score $S(i_0)$ regarding the variations of any criteria weight $W_j$](image)
Another interesting graph which can be built up can be seen on Figure 12.

![Figure 12. Sensitivity analysis of any score S(i) regarding the variations of criteria weight W_j0](image)

This graph shows the possible variations of the scores of all evaluated projects S(i) regarding the variation of a given criteria weight W_j0. This gives particular insights as the variations of the scores are compared. Interestingly, by studying first the close neighbourhood of the initial evaluation, one can analyse the robustness of the initial ranking. Moreover, one can underline when and how the initial ranking of the projects is going to change thanks to the crossings of the lines on the graph. This point is interesting since it permits to see the level of variation which is needed to have a change in the initially obtained ranking. In other terms, this permits to stress how robust the initial ranking is by defining the interval of possible variation of W_j0, where the ranking is kept the same.

### 7.2.2.2. Regarding sub-criteria weights

Here, we want to understand the sensitivity of the scores S(i) regarding the variations of sub-criteria weights. In order to so, we fix a certain sub-criterion weight $w_{j1}^{(1)}$, for instance $w_{j1}^{(2)}$. Then we suppose that the ratios of all other $w_{j1}^{(2)}$ are fixed and we note that

$$\sum_{k=1}^{\kappa_2} w_{j1}^{(2)} = 1$$

Then, we can rewrite the scores S(i) in the following manner
By performing analogous calculations as in the former paragraphs, we can rewrite

\[ S(i) = \sum_{j=1}^{4} \sum_{k=1}^{K_j} W_j w_j^{(i)} b_k^{(j)} = \sum_{j=2}^{4} \sum_{k=1}^{K_j} W_j w_j^{(i)} b_k^{(j)} + W_2 (\sum_{k=1}^{K_2} w_2^{(i)} b_k^{(2)}) \]

Where \( \theta(i) \) and \( \pi(i) \) can be calculated similarly as in III.4.2. by replacing \( T \) and \( K_2 \). As a whole, this permits to show that \( S(i) \) can be considered as linear in \( w_i^{(2)} \). That is why we suggest the drawing and analysis of similar graphs than those built up in III.4.3.i.

### 8. Case study

#### 8.1. Introduction

The case study takes place within a start-up firm, the main activity of which is the production of stage musicals in France. Staging musicals or theatre plays are definitely projects, as underlined by Lehner (Lehner, 2009): it refers to all artistic, technical and organizational processes which permit to stage a musical. Project start corresponds to the idea and choice of the show to stage. Project end is generally considered as the first performance or the first week of performances (the activities which follow are often considered as the core day-to-day running activities of a theatre production firm). In the case studied, the firm has a portfolio of 7 projects of musicals to be staged in 2010-2012. The managers of the firm, who have both artistic and industrial backgrounds, recently launched their activity. They are assisted by several possible investors and partners. They wonder which show(s) they should produce first.

As for them and as for us, project complexity appears here as one of the criteria which should be considered before making a decision on this issue. Other criteria may notably be linked with the overall project performance regarding the values creation processes of the project, notably in terms of profit, image, etc…. A global project selection process may then be defined after this study in order to include all these factors in a multi-criteria approach to select the best project.

We focus only on project complexity evaluation for the moment. Currently, in the context of this firm, the importance of project complexity as a factor for selection is all the more true than the lack of experience in start-up firms implies even greater difficulties to properly handle project complexity. As a consequence, a proper evaluation of relative project complexity appears to be really necessary. Some project complexity aspects are very present or specific to this sector, and as an introduction to this case study, we need to describe this specific context.

- Since they progress in the cultural sector, such projects are very likely to face scarcity and problems of matching incomes and expenses. The struggle for income also means that most long-term planning must be kept open for very swift changes as new orders and constraints are likely to appear. Incomes are also very difficult to foresee in France since...
French audiences are not used to musicals (for the staging of musicals has been rarer than in other countries for decades).

- Project management techniques are generally very new in this sector, and the majority of stakeholders may not be used to them. This lack of experience and maturity may imply some difficulties when dealing with project complex issues. Lack of experience is also present in this case since these projects occur within a start-up firm: people have very little experience working together for the majority of them.

- Logistic and technical constraints are much higher in the sector of musicals than in any other artistic domains. First, three artistic disciplines and thus three cultures (comedy, singing, dancing) have to coexist. Moreover, technological complexity is generally greater than in other artistic domains since musicals' sets and direction often imply more elaborated technological tools and mechanisms for staging.

In Figure 13, the reader can find a brief description of the 7 projects. Cast, creative team and project team size are notably given hereunder. Note that global budget is a first assessment of the overall budget of the project and that project duration corresponds to the estimated work before staging. The achievement of the first performance is considered as part of the project. Project 1 is the production of a French adaptation of a Broadway musical, whereas projects 2 to 7 are original creations. Projects 1, 2, 6 and 7 include some special effects, notably pyrotechnical ones for some of them. Projects 1 to 6 require detailed work on costume and set design, notably with advanced mechanical structures and machinery for some of them.

<table>
<thead>
<tr>
<th>Project</th>
<th>Global budget</th>
<th>Duration</th>
<th>Min. Staging Duration</th>
<th>Project team</th>
<th>Creative team</th>
<th>Cast</th>
</tr>
</thead>
<tbody>
<tr>
<td>Project 1</td>
<td>3 000 000 €</td>
<td>18 months</td>
<td>1 year</td>
<td>10</td>
<td>10</td>
<td>40</td>
</tr>
<tr>
<td>Project 2</td>
<td>3 000 000 €</td>
<td>12 months</td>
<td>1 year</td>
<td>9</td>
<td>8</td>
<td>30</td>
</tr>
<tr>
<td>Project 3</td>
<td>1 500 000 €</td>
<td>12 months</td>
<td>1 year</td>
<td>8</td>
<td>8</td>
<td>30</td>
</tr>
<tr>
<td>Project 4</td>
<td>300 000 €</td>
<td>6 months</td>
<td>6 months</td>
<td>4</td>
<td>9</td>
<td>10</td>
</tr>
<tr>
<td>Project 5</td>
<td>500 000 €</td>
<td>9 months</td>
<td>1 year</td>
<td>5</td>
<td>8</td>
<td>14</td>
</tr>
<tr>
<td>Project 6</td>
<td>3 500 000 €</td>
<td>12 months</td>
<td>2 years</td>
<td>9</td>
<td>8</td>
<td>35</td>
</tr>
<tr>
<td>Project 7</td>
<td>150 000 €</td>
<td>6 months</td>
<td>6 months</td>
<td>4</td>
<td>8</td>
<td>4</td>
</tr>
</tbody>
</table>

Figure 13. Brief description of the seven projects

8.2. Results

We carried out our research thanks to interviews of some possible future project team members (5 participants) following the AHP evaluation process, given our hierarchical structure. These people were asked to perform an a priori ranking of the projects in terms of complexity. This a priori ranking was necessary to highlight the possible differences between their initial perception and the results obtained. Then, as mentioned before, specific advanced Saaty scales were elaborated with the interviewees in order to perform pairwise comparisons with less subjectivity. For instance, if we note NS(i) the number of stakeholders for a given project i, the advance Saaty scale built in this case for the number of stakeholders criterion was the following (Figure 14). Building up such advanced scales permit greater consensus when performing the study in group and facilitates communication on the results of the study when performed by a single user.
<table>
<thead>
<tr>
<th>Number of stakeholders criterion</th>
<th>Corresponding Saaty scale</th>
</tr>
</thead>
<tbody>
<tr>
<td>If NS(i) - NS(j) = 0 then contribution to complexity is equal</td>
<td>( A_{ij} = 1 )</td>
</tr>
<tr>
<td>If NS(i) - NS(j) ( \leq 2 ) then contribution to complexity is moderately more important for project i</td>
<td>( A_{ij} = 3 )</td>
</tr>
<tr>
<td>If NS(i) - NS(j) = 3 then contribution to complexity is moderately more important for project i</td>
<td>( A_{ij} = 5 )</td>
</tr>
<tr>
<td>If NS(i) - NS(j) = 4 then contribution to complexity is moderately more important for project i</td>
<td>( A_{ij} = 7 )</td>
</tr>
<tr>
<td>If NS(i) - NS(j) ( \geq 5 ) then contribution to complexity is moderately more important for project i</td>
<td>( A_{ij} = 9 )</td>
</tr>
</tbody>
</table>

**Figure 14. Advanced Saaty scale in the case study (example of Number of Stakeholders criterion)**

The methodology and measure proposed in this research work proved to be helpful in this case study. First, as shown in Figure 15, a first table is to be built to analyse the situation of the firm regarding project complexity. The relative weight of each sub-criterion can be evaluated, which gives information on where projects are likely to be more complex within the firm. Project managers should pay particular attention to the project complexity factors which get the best relative score (last column in figure 15). On the contrary, some aspects of project complexity (low scores) may potentially be neglected at a first sight. This piece of information thus permits one to concentrate more efficiently on the principal factors of project complexity under a given firm and project environment.
As said before, we left the users the possibility to follow the entire AHP process, meaning that the relative weights of each criterion and sub-criteria obtained thanks to the Delphi study were not given to the users. For instance, as shown on Figure 16, project interdependencies notably appear as the greatest source of global project complexity, since they globally account for more than 55% of the final sum score of the project in our evaluation.

Figure 15. Overall criteria and sub-criteria weights: project complexity factors comparison

Figure 16. Relative weights of the seven projects

In the end, final results are obtained and permit to realise a ranking of projects according to a complexity scale/index (from 0 to 1), as shown on Figure 17. It can be noted that two projects (P6 and P1) appear to be much more complex than the others, then Project 2 appears to be significantly more complex than the other ones.
First, the existence of a numerical relative evaluation of project complexity within a project portfolio appears to be promising since it permits to know which projects are to be the most complex ones, but also how complex projects are. Future research works are carried out to set out a methodology which could define a threshold value (in the context of the studied project portfolio) over which projects could be rejected (notably given the experience and project maturity of the firm). Moreover, this global ranking according to the relative project complexity index we propose is all the more interesting in this case study since the employees who were interviewed had made an a priori ranking which was different. In that a priori ranking, P3 was ranked second and P7 was ranked third, whereas P6 was only placed fourth. With this numerical assessment of complexity and this ranking given, discussions were held with the participants, and communication around the notion of complexity was facilitated. They started to share their experience on complexity factors and realized that the difference with the a priori ranking they had done was mainly due to some communication and psychological barriers they had. For instance, P7 was a priori ranked by them third because the majority of them did not know where to find the skills and competence for the design of a specific special effect. Four of them had thus ranked this project as one of the most complex ones (two of them had even ranked it as the most complex). But when performing the pair-wise comparisons, the fifth employee, who had ranked a priori P7 as the less complex, said that he had already worked with such special effects and knew who could design them easily. The others changed their minds. Such example in our case study proves both the necessity to facilitate and promote
communication in order to manage complex projects more efficiently and the benefits obtained with the project complexity refined framework and index we propose.

Finally, as shown on Figure 18, we claim for the use of specific numerical and graphical comparisons of projects which obtain close scores. For instance, in this case, project 6 obtains a global score of 0.308 when project 1 obtains a score of 0.292, which makes in the end a small difference (around 5%). In order to assist the decision-makers with their decisions, a closer look is to be done over the two projects. When realizing that the score of interdependencies (the main factor) is 0.185 for project 6 and 0.142 for project 1 (difference of around 25%), the people which were interviewed in this case study definitely evaluated project 6 more complex that project 1. Indeed, when analysing closer why such a difference was obtained, the participants underlined notably a greater specifications interdependence and interdependence of information systems for project 6. These specific interdependencies seemed all the more difficult to handle for the participants, which led them to the conclusion to reject project 6 at the time of this study. More precise comparisons can even be performed when descending to the level of sub-criteria and comparing projects on 0 to 1 relative subscales, as shown on Figure 19 with specifications interdependence sub-criterion.

Finally, sensitivity analyses are likely to be performed in order to study the variation and robustness of the results and ranking which is obtained, so that decision-makers are more
confident with the decisions they make. For instance, we notably studied the possible variations of the seven project scores regarding any criteria weight variation. The one related to $W_3$ (interdependencies) can be found hereunder in Figure 20 and is built up thanks to following equations corresponding to the sensitivity to $W_3$ variation.

$$
S(1) = 0.335 - 0.080 \times W_3,
$$
$$
S(2) = 0.151 + 0.022 \times W_3,
$$
$$
S(3) = 0.103 + 0.001 \times W_3,
$$
$$
S(4) = 0.038 + 0.005 \times W_3,
$$
$$
S(5) = 0.068 - 0.021 \times W_3,
$$
$$
S(6) = 0.275 + 0.058 \times W_3,
$$
$$
S(7) = 0.031 + 0.014 \times W_3.
$$

As a whole, we can see that the obtained results are not too sensitive regarding a variation of the project interdependencies score in the structure since the rankings of the project do not vary so much. Project 2, Project 3 and Project 5 are to keep always the same ranking whatever the value of $W_3$ (with ratios of other weights kept constant): project 2 is third, project 3 is fourth, project five is fifth. Project 4 and Project 7 are always very close to one another and alternate the position of fifth and sixth project. The two first projects are the most sensitive ones to a variation in the
value of $W_3$. When $W_3$ is inferior to 0.435, then project 1 is the most complex. Project 6 is the most complex in the other case, and thus notably when $W_3$ is 0.556 (corresponding to the initial evaluation of the members). The obtained ranking may in the end give quite good confidence in the analysis made for decision-making (regarding a change in $W_3$) since no change in the ranking occurs if $W_3$ is kept between 0.435 and 0.778. In other terms, there is no change in the ranking unless a variation of 21.7% downwards and 39.9% upwards of $W_3$. However, these sensitivity analyses are based on gradient calculations which assume that the ratios of other weights are kept constant. In order to be more precise, the weight spaces should be explored. As underlined by Erkut and Tarmicilar (Erkut and Tarmicilar, 1991), hypervolumes of convex subsets of the weight space (corresponding to the dominance of a project) should then be calculated, notably thanks to the works of Cohen and Hickey (Cohen and Hickey, 1979).

9. Conclusions and perspectives

As a whole, this paper elaborates an AHP-based methodology and measure to evaluate relative project complexity. The works proposed here answer the problem which was set after the literature review on existing (project) complexity measures. Indeed, as shown theoretically and validated with a first case study, the project complexity index proposed here permits to overcome to a great extent the limits of existing ones as it is:

- Reliable, since the final users are confident with the results, measures and scales which are proposed. First, during the case study, no numerical result was ever challenged by the participants of the case study. On the contrary, the results permitted to identify more precisely project complexity sources which were consciously or unconsciously felt without being clearly mentioned or stated. Furthermore, the reliability of the results was also underlined when comparing with the a priori ranking which was made. The obtained results permitted to underline what they had forgotten in their a priori ranking and all the users agreed in the end on the ranking obtained by the complexity index proposed in this work.

- Intuitive and user-friendly. The users understand the construction of the measure and scales, and why they do measure project complexity or the level of complexity regarding a given criterion, sub-criteria, or set of (sub-)criteria. This results in the end in a facilitation of communication on project complexity and project complexity factors. Finally, the measures and scales were easily computed and permitted rapid calculations and quick changes, which was an important requirement for an industrial use.

- Globally independent of the project models which are used for project management. Indeed, no reference to project management tools or models (WBS, PERT networks, Gantt charts, risk lists, etc...) was ever made during the
construction of the measure or during the case study. This means that none of these models is needed as a reference to assess project complexity through this method. However, a limitation exists on this point. The refined project complexity framework is the basis of the measure. But, one should not forget that this framework is in essence a specific model, not of a project, but of what project complexity stands for. As a consequence, the measure which is proposed refers theoretically to this project complexity model. However, the final user is free to add some aspects (project complexity factors) in the AHP hierarchical structure proposed in this study. The methodology which is proposed here is thus quite generic with the project complexity model used, as long as it can be modelled as a hierarchical structure of project complexity factors.

- Able to highlight project complexity sources when building up the global complexity scale and the subscales. As shown by the case study, these scales enable the user to address many issues regarding decision-making and project complexity:
  - Project prioritization within a portfolio in order to focus on the most complex projects (the ones where more complexity-related management methods and tools are needed).
  - Project areas (for instance thanks to a classical WBS decomposition, or according to geographical areas) prioritization in order to focus on the most complex areas of a given project (the ones where more complexity-related management methods and tools are needed).
  - Comparison of present projects with past projects.
  - Project scenario prioritization in the case of mono-project management.
  - One-to-one detailed comparison of two projects which exist in the same portfolio in terms of project complexity.
  - Global identification of the principal project complexity sources within a given project / a given portfolio / any set of projects.

However, some limitations do appear in this work and offer perspectives for future research on project complexity evaluation.

- First, the Analytic Hierarchy Process has received some criticisms on the fact that rankings can vary when adding or subtracting an alternative to the set of alternatives on which the study is performed (Holder, 1990). We thus recommend the users to give specific attention to the step when the set of alternatives to be compared is selected. First, all alternatives in this set should strictly correspond to the final selection or comparison objective which is addressed. Second, projects on which the final users have few information or data may not be selected first as the quality of pair-wise comparisons may be considerably reduced. Finally, even with these recommendations, we need to underline that as for any decision-
making process and tools, great caution and awareness should be taken when making the final decision (significant gaps should exist between scores and results may not be too sensitive).

- Second, despite the sensitivity analyses which are proposed here, uncertainty in the judgment of the users is not much taken into account with this methodology. To address this issue, we plan to introduce a fuzzy AHP-based method with triangular fuzzy numbers in future research works. Such applications of this method in project management can notably be found in (Mahmoodzadeh and al, 2007).

- Finally, future research is going to explore the possibility to extend this model to an ANP (Analytic Network Process) model. Indeed, Taslicali and Erkan (Taslicali and Erkan, 2006) say that their results suggest that “the ANP model represents reality as well as reliability better than the AHP model” due to the better integration of the interactions which exist between criteria. However, “the managerial implications of the execution of ANP and AHP are factors that vary from organization to organization”. The AHP seems to be an easier methodology which may be accepted and understood better by managers. We think that in our case, exploring the possibility of using the ANP may be interesting since in essence, the criteria and sub-criteria of our structure are not independent. Building up an ANP network structure for project complexity evaluation may then be interesting as it includes interdependence and feedback. However, the number of required judgement elicitations is likely to increase and become tougher when dealing with the interrelation between criteria or sub-criteria.
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