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ABSTRACT

In an optimization framework, some criteria might be more relevant than others; the internal computational cost of the optimization algorithm might be negligible or not; the quality of intermediate search points might be important or not. For this reason measuring the performance of an algorithm is a delicate task. In addition, the usual criteria are often approximated for the sake of simplicity of the analysis, or for simplifying the design of test beds. This situation makes sense both in noise-free and noisy settings; however it is more often crucial in the latter case. We here discuss and compare several performance criteria published in the literature in the case of noisy optimization. We review existing rates, for various existing criteria, propose new rates, and check if some classically observed criteria are good approximations of sound criteria.

Categories and Subject Descriptors

G.1.6 [Optimization]: Unconstrained optimization

Keywords

Noisy optimization

1. FRAMEWORK AND CRITERIA

Given a fitness function \( F : D \subseteq \mathbb{R}^d \rightarrow \mathbb{R} \) as objective function (minimization) is the search for the optimum point \( x^* \) such that \( \forall x \in D, F(x^*) \leq F(x) \). The fitness function may be corrupted by noise. A common case of noise is the additive noise case. Given a search point \( x \in D \), evaluating \( F \) in \( x \) results in an altered fitness value \( f(x, w) \) as follows:

\[
f(x, w) = F(x) + w,
\]

where \( w \) is an independent random variable of mean zero and variance \( \sigma \). An optimization algorithm generates \( (x_n)_{n \geq 1} \), successive search points at which the objective function is evaluated - in a noisy manner. It can also generate \( (\tilde{x}_n)_{n \geq 1} \) which are recommendations or approximations of the optimum. \( \tilde{x}_n \) is provided after \( n \) fitness evaluations are performed.

\[
[\text{Simple Regret}] (SR):
SR_n = F(\tilde{x}_n) - F(x^*).
\]

\[
[\text{Approximate Simple Regret}] (ASR):
ASR_n = \min_{m \leq n} F(x_m) - F(x^*).
\]

\[
[\text{Robust Simple Regret}] (RSR):
RSR_n = \min_{k \leq n} \max_{k \leq m \leq k} (F(\tilde{x}_m) - F(x^*)),
\]

where \( g(n) \) is a polylogarithmic function of \( n \).

\[
[\text{Cumulative Regret}] (CR):
CR_n = \sum_{i=1}^{n} (F(x_i) - F(x^*)).
\]

\[
[\text{Average Regret}] (AR):
AR_n = \frac{1}{n} CR_n.
\]

We define the corresponding “slope” of the various regrets introduced previously by:

\[
s(\ast R) = \limsup_{n \to \infty} \frac{\log(\ast R_n)}{\log(n)},
\]

where \( \ast R \) stands for \( SR, ASR, RSR, CR \) or \( AR \) and \( \log \) is the natural logarithm. From now on, \( s(\cdot) \) stands for “slope of”. The slope is a random variable; however in many cases it is almost surely equal to some constant. We also defined the slope in expectation, as follows:

\[
s^E(\ast R) = \limsup_{n \to \infty} \frac{\log(E(\ast R_n))}{\log(n)}
\]

2. CONCLUSION

In this paper we analyse several criteria for the performance of algorithms in noisy optimization problems. We provide several rates for each of the criteria and compare them. Some are rigorously proved, others are conjectured. Table 1 summarizes our results.

Simple regret. From theory, it appears that Evolution strategies, when correctly tuned in terms of resamplings, essentially reach half the speed of classical noisy optimization
Table 1: Table of regrets for various algorithms. Rates with \( \dagger \) means that the convergence is with high probability; for numbers with \( \ast \), the convergence is in expectation and the convergence is a.s ones with \( * \). When nothing is specified, the convergence holds for the 3 different types. Boxed results are proved and others are conjectured.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Slope of the simple regret ( s(SR) )</th>
<th>Slope of the approximate simple regret ( s(ASR) )</th>
<th>Slope of the robust simple regret ( s(RSR) )</th>
<th>Slope of the average regret ( s(AR) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Random search</td>
<td>0</td>
<td>(-\frac{2}{3})</td>
<td>(-\frac{2}{3})</td>
<td>0</td>
</tr>
<tr>
<td>ES</td>
<td>0</td>
<td>(-\frac{2}{3})</td>
<td>(-\frac{2}{3})</td>
<td>0</td>
</tr>
<tr>
<td>( ES + ) resampling</td>
<td>(-\frac{1}{2})</td>
<td>(-\frac{1}{2})</td>
<td>(-\frac{1}{2})</td>
<td>(-\frac{1}{2})</td>
</tr>
<tr>
<td>Modified ( ES + ) resampling</td>
<td>(-\frac{1}{2})</td>
<td>(-\frac{1}{2})</td>
<td>(-\frac{1}{2})</td>
<td>(-\frac{1}{2})</td>
</tr>
<tr>
<td>Shamir (original)</td>
<td>(-1)</td>
<td>0*</td>
<td>(-1)</td>
<td>0</td>
</tr>
<tr>
<td>Shamir (adapted for ( ASR ))</td>
<td>(-1)</td>
<td>0*</td>
<td>(-1)</td>
<td>0</td>
</tr>
<tr>
<td>Fabian (original)</td>
<td>(-(1 - e)^*)</td>
<td>(-e^*)</td>
<td>(-(1 - e)^*)</td>
<td>(-e^*)</td>
</tr>
<tr>
<td>Fabian (adapted for ( ASR ))</td>
<td>(-(1 - e)^*)</td>
<td>(-(1 - e)^*)</td>
<td>(-(1 - e)^*)</td>
<td>(-\frac{1}{2} + e^*)</td>
</tr>
<tr>
<td>Fabian (adapted for ( AR ))</td>
<td>(-(1 - e)^*)</td>
<td>(-(1 - e)^*)</td>
<td>(-(1 - e)^*)</td>
<td>(-\frac{1}{2} + e^*)</td>
</tr>
</tbody>
</table>

We did not come up with a satisfactory criterion, which would be consistent with \( SR \) (at least, same slope) and without drawbacks as those presented above, except the simple regret itself. The drawback of \( SR \) is that it is not necessarily non-increasing, which is an issue for the concept of “first hitting time”. Another further work is the refinement of the theoretical analysis. We have compared slopes, but in some cases we have slopes for almost sure convergence, in other cases slope with high probability, and in others slope in expectation.

3. REFERENCES
