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1. Introduction

This review regards the use of dynamic electrochemistry to study the mechanism of redox enzymes, with exclusive emphasis on the configuration where the protein is adsorbed onto an electrode and electron transfer is direct. We still often come across the statement these days that redox enzymes are too large and too fragile to interact directly with a metallic electrode without being at least partly denatured. It is still held that since the active site of these enzymes is deeply buried in the protective protein matrix, direct electron exchange with an electrode can only occur under exceptional conditions. Yet 20 years have passed since it was shown that direct electron transfer (ET) can occur between an electrode and a large, catalytically active enzyme, and about one hundred examples have already been reported. The oxidoreductases that are most auspicious for achieving direct “wiring” interact with their soluble redox partner (cytochrome, ferredoxin, quinone, or redox dye) by an outer sphere ET which occurs at (or close to) the surface of the enzyme, where the electrode can also interact. Having redox enzymes directly connected to electrodes made it possible to exploit the naturally high efficiency of these biological systems for developing selective third-generation biosensors, environmentally sound biofuel cells, heterogeneous catalysts, and even biomolecular electronic components. By combining dynamic electrochemistry and scanning probe microscopic techniques, it has now become possible to characterize the protein—electrode interface and electron exchange processes in great detail. Closer to our concerns, this configuration has recently proved useful for learning about the kinetic and molecular aspects of the catalytic mechanism of redox enzymes—this is the topic of the present review.

Redox enzymes intervene in a number of biological processes, the most important of which may be the bioenergetic metabolism. In living organisms, many essential reactions are thermodynamically allowed only because they are coupled to the very exergonic hydrolysis of ATP. The nonredox enzyme called ATP-synthase is responsible for maintaining the ATP/ADP ratio far from equilibrium by catalyzing the endergonic phosphorylation of ADP; as a source of free energy, this enzyme uses a gradient of electrochemical potential of the proton, which is built by the redox enzymes in the respiratory and photosynthetic chains, hence the importance of electron-transfer reactions.
in sustaining life. Other vital processes catalyzed by redox enzymes include crucial steps in the global element cycles and the regulation of metabolic processes. In some cases, redox enzymes are merely used for detecting a given molecule and for triggering a cascade of reactions, including the synthesis of other enzymes; hence, their turnover frequency need not be high. In contrast, when their physiological function is to transform a substrate, they may do so thousands of times per second in a very selective manner. This diversity of functions and efficiencies translates into an extraordinary variety of structures. Redox enzymes may be very small and consist of a single chain of a hundred amino acids or less and no prosthetic (nonproteic) cofactor, but catalytic performance may also be very costly for the cell: mitochondrial Complex I (NADH-Ubiquinone oxi-
process cannot always be established with certainty, so that it is not always clear which step the overall rate relates to. Direct electrochemistry now adds to the ensemble of techniques that are available in enzymology. In these 60 pages, we hope to convince the reader that it provides information that may be highly relevant to the mechanism, original, and complementary to that obtained from other techniques. Of even greater value is the fact that thought-provoking electrochemical experiments have forced us to explore new concepts and to question ideas that may otherwise have been taken as settled.

The principle of direct electrochemistry is easily explained by comparing this technique to the more traditional solution assays of enzyme activity. In homogeneous enzyme kinetics, the enzyme may be mixed in a cuvette with its substrate and a redox partner (otherwise called a mediator or cosubstrate), which provides a source or a sink of electrons for the redox transformation of the substrate and whose absorbance depends on its redox state (note that we call the substrate the molecule that the enzyme transforms into a product, and not a solid material, as in the language of surface science). In the steady state, the rates of substrate and cosubstrate transformations are equal to the turnover rate of the enzyme and can therefore be determined by following the absorbance change of the solution. In mediated electrochemistry, the consumption of the redox partner is detected as a current wave resulting from its electrochemical recycling on the electrode (see chapters 4 and 5 in ref 35); only the mediator interacts with the electrode, and the homogeneous catalytic process which occurs in the bulk of the electrochemical cell is fundamentally the same as that in solution assays. Here we shall be interested in a third configuration originally called “protein film voltammetry” (PFV), where the enzyme is adsorbed onto the electrode and electron transfer is direct. When the electrode potential is appropriate, electrons flow between the substrate and the electrode, via the active site of the enzyme, and the magnitude of the current is simply proportional to the turnover rate. Ideally, interfacial ET may be fast and the electrode may be rotated at high speed to avoid mass transport control, so that the current response directly reports on the intrinsic properties of the enzyme.

There are two fundamental reasons PFV is potentially much more informative than the other methods for assaying the enzyme. First, the potential of the electrode can be continuously swept to provide whichever driving force is required to elicit catalysis, and each data point along the voltammogram can be thought of as an “initial rate”43 in a solution assay that would be carried out under precise control of the redox conditions. Thus, PFV adds the potential dimension to enzyme kinetics. Figure 2 collects catalytic voltammograms observed for various enzymes and shows that these signals may have very odd shapes. Extracting mechanistic information from this data depends on our ability to model the signals. In Figure 2A, the electrode potential where the activity kicks on (defined as the inflection point of the sigmoidal transition toward the plateau) is an important characteristic of the steady state current response because this relates to the minimal driving force that must be provided by the physiological redox partner of the enzyme to sustain catalysis.41 This catalytic, or “operating” potential is somehow related to (but need not equate) the reduction potential of the active site of the enzyme, since substrate transformation can proceed only when the active site converts into a certain electrode potential is reached (panel D and E).

Instead, or in another range of electrode potential, it may be fast scan rate, respectively).43,44 In all cases, the horizontal segment is for \( i = 0 \) and has a length of 100 mV. Panel C is drawn using data provided by A. K. Jones.45 Adapted with permission from refs 36, 38, 40, and 42–44. Copyright 2001–2005 American Chemical Society.

**Figure 1.** Model of the structure of *D. fructosovorans* NiFe hydrogenase, showing the two proteins assembled in the heterodimer (light blue and green), the buried active site (AS), the three lined-up iron–sulfur (FeS) clusters used for transferring electrons, and the putative gas channels (turquoise grid) which connect the active site to solvent. Apart from an active site glutamate, the residues involved in proton transfer are not connected the active site to solvent. Apart from an active site glutamate, the residues involved in proton transfer are not connected the active site to solvent. Apart from an active site glutamate, the residues involved in proton transfer are not connected the active site to solvent. Apart from an active site glutamate, the residues involved in proton transfer are not connected the active site to solvent. Apart from an active site glutamate, the residues involved in proton transfer are not connected the active site to solvent. Apart from an active site glutamate, the residues involved in proton transfer are not connected the active site to solvent. Apart from an active site glutamate, the residues involved in proton transfer are not connected the active site to solvent. Apart from an active site glutamate, the residues involved in proton transfer are not connected the active site to solvent. Apart from an active site glutamate, the residues involved in proton transfer are not connected the active site to solvent. Apart from an active site glutamate, the residues involved in proton transfer are not connected the active site to solvent. Apart from an active site glutamate, the residues involved in proton transfer are not connected the active site to solvent. Apart from an active site glutamate, the residues involved in proton transfer are not connected the active site to solvent. Apart from an active site glutamate, the residues involved in proton transfer are not connected the active site to solvent. Apart from an active site glutamate, the residues involved in proton transfer are not connected the active site to solvent. Apart from an active site glutamate, the residues involved in proton transfer are not connected the active site to solvent. Apart from an active site glutamate, the residues involved in proton transfer are not connected the active site to solvent. Apart from an active site glutamate, the residues involved in proton transfer are not connected the active site to solvent. Apart from an active site glutamate, the residues involved in proton transfer are not connected the active site to solvent. Apart from an active site glutamate, the residues involved in proton transfer are not connected the active site to solvent. Apart from an active site glutamate, the residues involved in proton transfer are not connected the active site to solvent. Apart from an active site glutamate, the residues involved in proton transfer are not connected the active site to solvent. Apart from an active site glutamate, the residues involved in proton transfer are not connected the active site to solvent. Apart from an active site glutamate, the residues involved in proton transfer are not connected the active site to solvent. Apart from an active site glutamate, the residues involved in proton transfer are not connected the active site to solvent. Apart from an active site glutamate, the residues involved in proton transfer are not connected the active site to solvent. Apart from an active site glutamate, the residues involved in proton transfer are not connected the active site to solvent. Apart from an active site glutamate, the residues involved in proton transfer are not connected the active site to solvent. Apart from an active site glutamate, the residues involved in proton transfer are not connected the active site to solvent. Apart from an active site glutamate, the residues involved in proton transfer are not connected the active site to solvent. Apart from an active site glutamate, the residues involved in proton transfer are not connected the active site to solvent. Apart from an active site glutamate, the residues involved in proton transfer are not connected the active site to solvent. Apart from an active site glutamate, the residues involved in proton transfer are not connected the active site to solvent. Apart from an active site glutamate, the residues involved in proton transfer are not connected the active site to solvent. Apart from an active site glutamate, the residues involved in proton transfer are not connected the active site to solvent. Apart from an active site glutamate, the residues involved in proton transfer are not connected the active site to solvent. Apart from an active site glutamate, the residues involved in proton transfer are not connected the active site to solvent. Apart from an active site glutamate, the residues involved in proton transfer are not connected the active site to solvent. Apart from an active site glutamate, the residues involved in proton transfer are not connected the active site to solvent. Apart from an active site glutamate, the residues involved in proton transfer are not connected the active site to solvent. Apart from an active site glutamate, the residues involved in proton transfer are not connected the active site to solvent. Apart from an active site glutamate, the residues involved in proton transfer are not connected the active site to solvent. Apart from an active site glutamate, the residues involved in proton transfer are not connected the active site to solvent. Apart from an active site glutamate, the residues involved in proton transfer are not connected the active site to solvent. Apart from an active site glutamate, the residues involved in proton transfer are not connected the active site to solvent. Apart from an active site glutamate, the residues involved in proton transfer are not connected the active site to solvent. Apart from an active site glutamate, the residues involved in proton transfer are not connected the active site to solvent. Apart from an active site glutamate, the residues involved in proton transfer are not connected the active site to solvent. Apart from an active site glutamate, the residues involved in proton transfer are not connected the active site to solvent. Aprı́nt from ref 35; only the mediator interacts with the electrode, and the homogeneous catalytic process which occurs in the bulk of the electrochemical cell is fundamentally the same as that in solution assays. Here we shall be interested in a third configuration originally called “protein film voltammetry” (PFV), where the enzyme is adsorbed onto the electrode and electron transfer is direct. When the electrode potential is appropriate, electrons flow between the substrate and the electrode, via the active site of the enzyme, and the magnitude of the current is simply proportional to the turnover rate. Ideally, interfacial ET may be fast and the electrode may be rotated at high speed to avoid mass transport control, so that the current response directly reports on the intrinsic properties of the enzyme. There are two fundamental reasons PFV is potentially much more informative than the other methods for assaying the enzyme. First, the potential of the electrode can be continuously swept to provide whichever driving force is required to elicit catalysis, and each data point along the voltammogram can be thought of as an “initial rate” in a solution assay that would be carried out under precise control of the redox conditions. Thus, PFV adds the potential dimension to enzyme kinetics. Figure 2 collects catalytic voltammograms observed for various enzymes and shows that these signals may have very odd shapes. Extracting mechanistic information from this data depends on our ability to model the signals. In Figure 2A, the electrode potential where the activity kicks on (defined as the inflection point of the sigmoidal transition toward the plateau) is an important characteristic of the steady state current response because this relates to the minimal driving force that must be provided by the physiological redox partner of the enzyme to sustain catalysis. This catalytic, or “operating” potential is somehow related to (but need not equate) the reduction potential of the active site of the enzyme, since substrate transformation can proceed only when the active site converts into a certain electrode potential is reached (panel D and E).

Instead, or in another range of electrode potential, it may be fast scan rate, respectively). In all cases, the horizontal segment is for \( i = 0 \) and has a length of 100 mV. Panel C is drawn using data provided by A. K. Jones. Adapted with permission from refs 36, 38, 40, and 42–44. Copyright 2001–2005 American Chemical Society.

**Figure 2.** A collection of rather exotic catalytic voltammograms obtained with adsorbed enzymes in the absence of mass transport control. The enzymes are *Escherichia coli* fumarate reductase (panels A and D), *E. coli* DMSO reductase (panel B), *E. coli* nitrate reductase (panel E), and *Allochromatium vinosum* NiFe hydrogenase (panels C and F) (under conditions of slow and fast scan rate, respectively). In all cases, the horizontal segment is for \( i = 0 \) and has a length of 100 mV. Panel C is drawn using data provided by A. K. Jones. Adapted with permission from refs 36, 38, 40, and 42–44. Copyright 2001–2005 American Chemical Society.
attenuated or even “switched off” as the driving force is increased (panels B, C, and E). This demonstrates that the turnover rate of a redox enzyme may not merely increase in a monotonic fashion upon increasing the driving force, an observation that has both mechanistic and physiological consequences, as discussed herein, but which is most likely to escape detection in traditional experiments.

Second, the superiority of PFV comes from the fact that a change in catalytic turnover rate instantly translates into a variation of current. It is essential in this respect that the current response is not convoluted and obscured by cosubstrate diffusion and intermolecular electron transfers (as is the case for mediated electrochemistry). Together with the precise redox control afforded by the electrode potential, this excellent temporal resolution of the activity assay makes it possible to characterize precisely how activity quickly evolves with time following an instant change in experimental conditions; this has proved particularly useful for studying the kinetics of inhibition, activation, or inactivation of several enzymes, as these processes involve redox and redox-coupled transformations that occur on short time scales and thus cannot be resolved in normal activity assays.

From an operational perspective, PFV also has a number of other advantages, not the least being that, in comparison with other popular techniques, it requires very small amounts of often priceless biological material. Indeed, the electroactive coverage of enzyme on the electrode is usually in the pmol/cm² range, and data have been obtained with about one zepto mol of enzymes (50000 molecules) adsorbed at an electrode. In the most favorable cases, many experiments can be carried out with the same enzyme film which can be transferred between different solutions, in a process that is like instant dialysis, and used again and again to determine how temperature, pH, substrate and inhibitor concentrations, isotope substitutions, etc., affect the catalytic response.

Of course, drawbacks exist. Not all enzymes can be directly wired to an electrode. Those that have been successful so far often contain an active site that is either relatively exposed at the surface of the protein (e.g., cytochrome c peroxidase) or buried in the protein matrix but connected to the surface by a chain of redox cofactors (e.g., hydrogenase in Figure 1). Sometimes membrane bound enzymes can be cleaved, either chemically or by genetic engineering, and it is possible to study an active subcomplex that has a surface exposed redox site which connects the electrode to the active site. A second inconvenience is that a parameter that is so easily measured in solution assays, the value of $k_\text{cat}$, cannot always be determined in PFV because the exact amount of adsorbed enzyme is either not accurately determined or even unknown. Last, the chemical identity and structure of the postulated catalytic intermediates will sometimes remain elusive, and complementary techniques must be called for. However, electrochemistry is an invaluable technique because it yields information about kinetics and energetics that often cannot be obtained with conventional methods. This will be illustrated hereinafter.

This review is organized as follows. In section 2, we comprehensively list the models that have been developed to interpret the voltammetry of adsorbed redox proteins (section 2.1) and enzymes, first in the case where mass transport can be ignored (section 2.2) and then when the catalytic response of the enzyme is convoluted with substrate mass transport to a rotating or stationary electrode (section 2.3). Section 2.4 is devoted to the modeling of chronoamperometric catalytic data. Having done so will allow us to highlight major results in the subsequent sections by skipping over algebra, only referring to the content of section 2. In section 3, we have organized case studies according to the type of information on the mechanism that was gained, rather than arranging the results by family of enzyme or by type of reaction. We have selected results which illustrate that PFV could be used to learn about all aspects of the mechanism: inter- and intramolecular electron transfer, active site redox chemistry, including chemical reactions that are coupled to electron transfer to the active site during turnover, catalytic bias, inhibition, redox activation and inactivation, and diffusion along substrate channels. In each case, our goal was to explain how this information could be acquired and what makes it original and valuable rather than detailing results which can be found in the original literature.

Recent reviews with a slightly different and/or narrower focus include refs 24, 40, 41, and 48–54.

2. Modeling the Voltammetry of Adsorbed Redox Enzymes

2.1. Noncatalytic Voltammetry

We first consider the situation where the current—potential response reveals the direct electron transfer (ET) between the electrode and the redox centers of a strongly adsorbed molecule, under conditions where there is no catalysis: the voltammetric signal consists of one or several pairs of current peaks which reveal the oxidation and reduction of each redox site as the electrode potential is swept upward or downward across its reduction potential (at least in the simplest cases, see below). The noncatalytic situation refers most obviously to proteins but also to redox enzymes if the substrate is absent (see below). The noncatalytic cycle cannot be completed over the time scale of the voltammetric experiment. Usually, the electroactive coverage is relatively small and so is the current; however, the fact that the faradaic current drops to zero at high enough overpotential (after the entire sample has been fully reduced or oxidized) makes base line subtraction and data analysis relatively straightforward.

The advantages of noncatalytic PFV with respect to redox potentiometry have been discussed in recent reviews. Most importantly, the information that can be gained extends well beyond the measurement of reduction potentials because, in noncatalytic voltammetry, the scan rate is a crucial experimental parameter which can be varied to learn about the kinetics of various processes (electron transfer and chemical reactions) that may occur on very different time scales; unstable species can also be kinetically trapped and examined simply by using a scan rate that is high enough that it does not transform during the time it takes to record the voltammogram. Hereafter, we only consider the theory and applications of noncatalytic voltammetry inasmuch as it is useful for discussing the voltammetry of adsorbed enzymes.

2.1.1. The Case of Pure Electron Transfer (ET)

2.1.1.1. The Nernstian Regime for Isolated One- or Two-Electron Centers. The simplest case of electrochemical response relates to a one-electron redox center, when the scan rate is low enough that the ratio of oxidized over reduced species remains equal to that predicted by the Nernst equation. The
current equation is therefore simply obtained by differentiating the Nernst equation\textsuperscript{58,35} for the anodic peaks, this leads to
\[
\dot{i}_{\text{Lav}}^{n=1}(E^0) = \frac{F^2\nu\Gamma(A)}{RT} \left( \frac{1 + \exp[f(E - E^0)]]^2 \right)
\]  
Eqn. 1

We use the convention according to which oxidation produces a positive current. We denote by \( A \), the electrode surface; \( \Gamma \), the electroactive coverage; \( \nu = \text{d}E/\text{d}t \), the scan rate; \( F \), \( R \), and \( T \) have their usual meanings and \( f = F/RT \).

Equation 1 (dashed line in Figure 3A) describes a peak whose height \( i_o = F^2\nu\Gamma(A)/4RT \) is proportional to scan rate, as opposed to \( \sqrt{\nu} \) when the current response is convoluted by diffusion of the redox species toward the electrode. There is no separation between the anodic and cathodic peaks; the peak potential is simply the reduction potential of the redox couple and the full width at half height is 2 ln(3 + 2\sqrt{2})f (89 mV at 20 °C). The electroactive coverage can be estimated from the total peak area, which equates \( F\Gamma\nu \). Nonideal behaviors in the reversible limit have been accounted for by assuming a distribution of reduction potentials,\textsuperscript{60–62} or empirically by substituting \( \exp\left[\frac{f(E - E^0)}{RT}\right] \) for \( \exp\left[\frac{f(E - E^0)}{RT}\right] \) in eq 1, with \( n_{\text{app}} \ll 1 \textsuperscript{63}

\[
\dot{i}_{\text{Lav}}^{n=2}(E^0) = \frac{F^2\nu\Gamma(A)}{RT} \left( \frac{1 + \exp[n_{\text{app}}(E - E^0)]]^2 \right)
\]  
Eqn. 2

Armstrong and co-workers and Elliott and co-workers have also identified cases where the peak width significantly increases as the temperature is lowered, instead of being proportional to \( T \).\textsuperscript{57,64}

Enzyme active sites are often two-electron centers, for which we define three redox states termed O (oxidized), I (intermediate, or half-reduced), and R (reduced) throughout this paper. We note \( E_{O/I}^0 \) and \( E_{I/R}^0 \) the corresponding reduction potentials and \( E_{O/R}^0 = (E_{O/I}^0 + E_{I/R}^0)/2 \). The corresponding current equation was derived in ref 65 (equivalently in ref 35, eq 1.57):

\[
\dot{i}_{\text{Lav}}^{n=2}(E^0) = \frac{F^2\nu\Gamma(A)}{RT} \left( \frac{1 + \exp[n_{\text{app}}(E - E^0)]]^2 \right)
\]  
Eqn. 3

\[
\delta = \exp[2fn(E - E^0)_{\text{F}}]
\]  
Eqn. 3a

\[
\xi = \exp[2fn(E - E^0)_{\text{R}}]
\]  
Eqn. 3b

\[
(\delta \text{ is noted } K^{-1} \text{ in ref 65). Curves calculated from eq 3a are plotted in Figure 3B. If } E_{\text{F}}^0 < E_{\text{R}}^0, \text{ two } n = 1 \text{ peaks centered at } E = E_{\text{F}}^0 \text{ and } E_{\text{R}}^0 \text{ are observed, whereas if } \delta \text{ is large, a single peak occurs, whose features differ significantly from those of a one-electron peak: the height can be up to four times larger and the width twice as small. Working curves have been derived that relate the peak width}^{66} \text{ or height}^{35} \text{ to } \delta (\text{the latter may be underestimated as a consequence of nonideal peak broadening). Peak narrowing can also arise for a single one-electron reaction if the ET is followed by a first-order, irreversible reaction ("EC" mechanism); in this case, the forward and backward peaks are no longer symmetrical.}\textsuperscript{67} \text{Thus, to interpret the narrowness of a peak in terms of } \delta \text{ being large, it is important that both the forward and backward peaks should be narrow. Regarding two-electron reactions, it has been noted}\textsuperscript{35} \text{ that a peak twice that given by eq 1 is not obtained for } E_{\text{F}}^0 = E_{\text{R}}^0 \text{ but rather when } E_{\text{F}}^0 - E_{\text{R}}^0 = (RTf)/4 \text{ in 4.}

When \( \delta \) is large, that is when the half-reduced active site disproportionates, eq 3 can be replaced with

\[
\dot{i}_{\text{Lav}}^{n=2}(E^0) = \frac{4F^2\nu\Gamma(A)}{RT} \left( \frac{1 + \exp[2fn(E - E^0)]}{f} \right)^2
\]  
Eqn. 4

and this has prompted\textsuperscript{66} the use of a very popular equation

\[
\dot{i}_{\text{Lav}}^{n_{\text{app}}}(E^0) = \frac{n_{\text{app}}F^2\nu\Gamma(A)}{RT} \left( \frac{1 + \exp[n_{\text{app}}(E - E^0)]}{f} \right)^2
\]  
Eqn. 5

where a given center contributes to the signal according to its stoichiometric number of electrons \( n_e = 1 \text{ or 2} \) and ideal peak widths are obtained with \( n_{\text{app}} = n_e \) while broadening results in lower \( n_{\text{app}} \) values. Some confusion may arise by using eq 5 with \( n_e < n_{\text{app}} \), although this was proposed as a way of accounting for "repulsive interactions" between the adsorbed redox sites.\textsuperscript{63} Except for fitting nonideal data, there is no obvious advantage in using eq 5 rather than eq 3, since the number of parameters is the same. Moreover, the behavior predicted by eq 3 when \( \delta \) is small cannot be fit to eq 5.

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|}
\hline
\textbf{Scheme 1. Definition of the Four Reduction Potentials in a Molecule Containing Two Redox Sites A and B} & \\
\hline
\textbf{\( A_{\text{ox}}B_{\text{ox}} \)} & \textbf{\( E_{\text{A,Box}}^0 \)} & \textbf{\( E_{\text{B,ox}}^0 \)} & \\
\hline
\textbf{\( A_{\text{red}}B_{\text{ox}} \)} & \textbf{\( A_{\text{ox}}B_{\text{A}} \)} & \textbf{\( E_{\text{A,ored}}^0 \)} & \\
\hline
\textbf{\( E_{\text{B,ored}}^0 \)} & \textbf{\( A_{\text{red}}B_{\text{red}} \)} & \\
\hline
\end{tabular}
\caption{Scheme 1. Definition of the Four Reduction Potentials in a Molecule Containing Two Redox Sites A and B.}
\end{table}
2.1.1.2. The Nernstian Regime for Multicenter Proteins.

Redox enzymes often house several redox centers which can be addressed using voltammetry, provided either each center can communicate directly with the electrode or at least one can, and intramolecular electron transfer is possible on the time scale of the experiment. If these processes are rapid, the Nernst equation can be used for each redox center, but the question as to how redox interactions affect the voltammetry sometimes received incorrect and misleading answers. This prompted us to clarify this point by examining the simple case of a protein containing two redox sites in the Nernstian limit.

Scheme 1 shows the four possible redox states of a molecule containing two reducible sites. They are often called “microstates”, which is actually a fanciful term to use in the context of classical thermodynamics. To characterize the thermodynamics of this system, four (rather than two) reduction potentials need be considered, because the reduction potential of each center may depend on the redox state of the other center. Hence, we call $E_{\text{A,Box}}^0$ and $E_{\text{A,Bred}}^0$ the reduction potential of center A when center B is oxidized or reduced, respectively, and similarly for center B. Since free energies and reduction potentials add up to zero when one goes around the thermodynamic cycle in Scheme 1, these four “microscopic” reduction potentials are not independent:

$$E_{\text{A,Box}}^0 - E_{\text{A,Bred}}^0 = E_{\text{B,ox}}^0 - E_{\text{B,ared}}^0 = \Delta E$$  \hspace{1cm} (6)

The so called “redox interaction” $\Delta E$ is either positive or negative, resulting in anticooperative or cooperative behavior, respectively. Anticooperative behavior is expected from simple electrostatic considerations: the reduction of one center decreases its charge, making more difficult the reduction of the other center. However, electrostatics alone cannot predict the magnitude or even the sign of this interaction, which may be affected by charge compensations resulting from coupled protonations and/or subtle conformational changes. Regarding tetrahydric cytochromes, where this aspect has been studied in great detail, $\Delta E$ values have been found in the range $-50$ to $+100$ mV (see ref 70 for a review).

We define $n(\text{Aox})$ as the number of oxidized centers $\text{Aox}$, $n(\text{Aox, Box}) + n(\text{Aox, Bred})$, and similarly $n(\text{Box}), n(\text{A,Box}), n(\text{A,Bred})$, etc. The total number of molecules is $n_{\text{tot}} = n(\text{Aox}) + n(\text{Ared})$. Although both $n(\text{Aox})$ and $n(\text{Box})$ can be expressed as a function of three independent reduction potentials, it is important to note that the total number of centers that are oxidized at a given potential, $n^\text{ox}(\text{Aox}) + n(\text{Box})$, which equates to

$$n^\text{ox}_{\text{tot}} = \frac{1 + e^{F_{\text{A,Box}}^0 - F_{\text{A,Bred}}^0}}{1 + e^{F_{\text{B,ox}}^0 - F_{\text{B,ared}}^0}}$$  \hspace{1cm} (7)

can be written as a function of only two independent parameters, $E_1$ and $E_2$:

$$n^\text{ox}_{\text{tot}} = \frac{1 + 2e^{F_{\text{Box}}^0}}{1 + e^{F_{\text{Box}}^0}}$$  \hspace{1cm} (8a)

$$e^{F_{\text{Box}}^0} = e^{F_{\text{Box}}^0} + e^{F_{\text{A,Box}}^0}$$  \hspace{1cm} (8b)

$$e^{-F_{\text{Box}}^0} = e^{-F_{\text{Box}}^0} + e^{-F_{\text{A,Box}}^0}$$  \hspace{1cm} (8c)

The immediate consequence is that, by using electrochemistry or any other technique which is sensitive to $n^\text{ox}$ (or to its variation with $E$) but which cannot discriminate between $n(\text{Aox})$ and $n(\text{Box})$, a maximum of two independent parameters can be measured, and full characterization of Scheme 1 is not possible (that is not to say that redox interactions can never be detected, see below). In contrast, techniques such as NMR or EPR can be used to gain more information, provided the centers have distinctive spectroscopic signatures. In practice, however, the accuracy of the potentiometric titrations followed by EPR or NMR is often not sufficient to unambiguously determine all the parameters that characterize a molecule containing several redox sites, and simplifying assumptions must be made.

The physical meaning of $E_1$ and $E_2$ in eq 8 appears when one considers a “macroscopic” description of the system, with three “overall” redox states O, I, and R (oxidized, one-electron reduced, and fully reduced). Equation 8a is exactly that expected for the sum $2n_1 + n_2$ if one identifies $E_1$ and $E_2$ with the reduction potentials $E_{\text{O,I}}^0$ and $E_{\text{O,R}}^0$ corresponding to the consecutive one-electron reductions of the fully oxidized molecule. Thus, these potentials characterize the whole molecule, as opposed to the individual centers, and are termed “macroscopic” or sometimes “formal.” Equations 8b/c give the relations between these two macroscopic potentials and the “microscopic” parameters. The non catalytic current for such system is simply deduced by differentiating eq 8 with respect to $E$. This current equation takes exactly the form obtained for a single center that can accept two electrons ($i_{\text{Lav}}$ in eq 3) with $E_{\text{O,I}}^0 \equiv E_1$ and $E_{\text{O,R}}^0 \equiv E_2$.

How redox interactions affect the voltammetry of a protein that contains two centers is illustrated in Figure 4 for two simple situations. In the left panels, we first consider a system characterized by $E_{\text{A,Box}}^0 = E_{\text{B,ox}}^0 = 0$ V and various values of the interaction $\Delta E$ (Y-axis). Panel A shows how the values of $E_{\text{O,I}}^0$ (dotted line) and $E_{\text{O,R}}^0$ (solid lines) depend on $\Delta E$. For $\Delta E = 0$ (red curves), the two macroscopic potentials are separated by $(RT/F) \ln 4 = 36$ mV (at $T = 298$ K), and the
voltagmetric signal in panel B is simply twice a one-electron peak located at \( E = 0 \) V. Note that the more general case of a molecule containing \( N \) identical and noninteracting centers was treated by Flanagan and co-workers:75 the noncatalytic signal is \( N \) times the same peak given by eq 1 (\( \ell_{n,m}^{0} \)), centered on the unique microscopic reduction potential (eq 8 in ref 75), and no statistical correction applies. When the interaction is anticooperative (\( \Delta E > 0 \), black and green lines in Figure 4A and B) the two peaks tend to separate, and the signal can still be fit to the sum of two \( n = 1 \) peaks, but their positions are not simply related to the reduction potential of the centers and the peak separation tends to \( \Delta E + 36 \) mV as \( \Delta E \) increases. If the redox interaction is negative, a single peak sharper than \( n = 1 \) is observed, which can be fit to eq 3; there is no reason to deconvolute the data to either one or the sum of two \( n = 1 \) peaks (eq 2) with \( n_{\text{app}} > 1 \).

In the right panels, we consider the other limiting case where \( E_{A,\text{Box}}^{0} \gg E_{B,\text{Box}}^{0} \) and we start with \( \Delta E = 0 \) (red). If \( \Delta E \) is small or positive, the signal can be fit to the sum of two \( n = 1 \) peaks to determine \( E_{A,\text{Box}}^{0} \) and \( E_{B,\text{Box}}^{0} = E_{B,\text{Aox}}^{0} - \Delta E \). This can be understood as follows: with A being the most oxidizing center, it is reduced when B is still oxidized (hence the peak at \( E_{A,\text{Box}}^{0} \)), whereas electron transfer to B occurs only after the reduction of A (hence the peak at \( E_{B,\text{Ared}}^{0} \)). Again, the two peaks merge if \( \Delta E \) is negative.

From these considerations, it is clear that the three independent parameters in Scheme 1 cannot be deduced from the voltammetric signals. When the data can be simulated as a sum of \( n = 1 \) peaks, the sign or magnitude of the redox interaction cannot be determined unless additional information from independent sources is available. However, observing a sharp peak (\( n_{\text{app}} > 1 \)) for a protein containing one-electron redox sites proves that a cooperative redox interaction exists (\( \Delta E < 0 \)), as illustrated in a recent study of the tetraheme cytochrome c554.76 Regarding multicenter enzymes and proteins, the important (although somehow trivial) conclusion is that the reduction potentials of the individual centers can be determined by deconvoluting the Nernstian noncatalytic signal using a sum of Laviron peaks (eqs 1 and 3) only if the redox centers do not interact. Although redox interactions may have a great influence on the shape of the noncatalytic voltammogram and may make it difficult to interpret, they do not change its magnitude (the area under the peaks), which can be used to determine electroactive coverage.

**2.1.1.3. Beyond Equilibrium.** Considering voltammetric experiments carried out at relatively fast scan rates, deviations from the Nernstian peak shapes are expected to occur when the rate of electron transfer is not fast enough to maintain equilibrium between the redox site and the restless electrode potential. This results in peak broadening and in the oxidative and reductive peaks being shifted to higher driving forces. Although of practical interest, no rigorous theoretical treatment has been given for multicenter molecules under nonequilibrium conditions (fast scan rates). In the following, we briefly discuss the various models that have been proposed to describe the nonequilibrium regime in the case of a single redox center.

**2.1.1.3.1. Using Butler–Volmer (BV) Equations.** Modeling requires that the way in which the interfacial ET rates depend on electrode potential be specified. The empirical Butler–Volmer equations predict that ET rates increase exponentially with the driving force. For a one-electron couple, the first-order rate constants of oxidation and reduction resulting from electron transfer to/from the electrode read

\[
k_{\text{ox}} = k_{0} \exp[(1 - \alpha) f(E - E_{O/R}^{0})]
\]

\[
k_{\text{red}} = k_{0} \exp[\alpha f(E - E_{O/R}^{0})]
\]

Here, \( k_{0} \) is the common value of the rate at zero driving force and \( \alpha \) is a transfer (or symmetry) coefficient, which we shall take equal to \( 1/2 \).

Using these equations, Laviron calculated in ref 79 the voltammetric peak shapes expected for an adsorbed one-electron center as a function of scan rate, as illustrated by the solid lines in Figure 5 (see refs 80 and 81 for the case \( n = 2 \)). The Nernstian limit is recovered when the scan rate is smaller than \( k_{0} \); at a higher scan rate, the peak shape tends to the irreversible limit given by eqs 18 and 19 in ref 79: the peak area (in units of AV) remains proportional to the charge passed and to the scan rate, the width at half height (129 mV at 20 °C) is independent of scan rate, and the peak position is proportional to the logarithm of the scan rate. The straight lines in Figure 5B are the peak positions predicted in this irreversible limit:

\[
E_{p} = E_{O/R}^{0} \pm f^{-1} \ln(f \nu/2k_{0})
\]
formation of a transient complex, in which the kinetics of the ET step can be described by an equation of the form

\[ k = C \exp\left( -\frac{(\Delta G^0 + \lambda)^2}{4\lambda RT} \right) \]  

(11)

\( \Delta G^0 \) is the standard free energy of the reaction, which is related to the standard reduction potentials of the donor D and the acceptor A according to \( \Delta G^0 = F(E_A^0 - E_D^0) \). The parameter \( \lambda \), called the “reorganization energy”, is all the larger that larger molecular rearrangements accompany the transfer (both the geometries of the molecules that are oxidized or reduced and the polarization of the surrounding solvent should be considered). The expression of the pre-exponential factor \( C \) depends on the strength of the electronic coupling between the acceptor and the donor. If it is strong enough (adiabatic transfer), \( C \) simply equates \( kT/\hbar \), as given by the classical transition state theory. When it is weak (this is so for long distance, “nonadiabatic” ET), \( C \) is proportional to the square of a matrix element of the interaction between the initial and final states: it depends on the overlap of the molecular wave functions of D and A, and therefore on the nature of the redox centers, on their distance, and on the intervening medium. An exponential decrease of \( C \) with distance is expected. In the literature, nonadiabatic transfers are often referred to as electron tunneling processes. We note that eq 11 is only valid provided the temperature is high enough that all modes which contribute to changing the geometry of the molecules when the electron is transferred can be treated classically. This should be so at room temperature.

To deduce from eq 11 the equation describing the interfacial ET between a molecule whose reduction potential is \( E^0 \) and a metallic electrode whose potential is \( E \), the starting equation is

\[ k_{\text{red}/\text{ox}} = C' \exp\left( -\frac{[\pm F(E - E^0) + \lambda]^2}{4\lambda RT} \right) \]  

(12)

and this rate is integrated across the density function of electronic states in the electrode, with the contribution of each state being weighted according to Fermi–Dirac statistics. Making the reasonable assumptions that both the value of \( C' \) and the density of states are the same for all the states (irrespective of their energy), an analytical expression is obtained:

\[ k_{\text{red}/\text{ox}} = \frac{k_{\text{max}}}{\sqrt{4\pi \lambda / RT}} \int_{-\infty}^{+\infty} \frac{\exp\left( -\frac{1}{4\lambda RT} [\lambda \pm F(E - E^0) - RTx]^2 \right)}{1 + \exp(x)} \, dx \]  

(13)

where \( k_{\text{max}} \) is the asymptotic value of the rate constant at large overpotential. Equation 13 is the expression which is referred to as Marcus theory applied to interfacial ET kinetics. The rates can be numerically evaluated from eq 13 using standard routines. Alternatively, a simple and accurate numerical method was described in the appendix of ref 37. We used it to calculate the plots of \( k_{\text{red}}/k_0 \) against \( E - E^0 \) in Figure 6, where \( k_0 \) denotes the value of the ET rate when \( E = E^0 \). At low overpotential, Marcus theory predicts that the ET rate increases exponentially: BV equations with \( \alpha = 1/2 \) are given justification. At a higher driving force, the rate asymptotically approaches a plateau value \( k_{\text{max}} \), passing through \( k_{\text{max}}/2 \) when the overpotential equates \( \lambda \). This plateau is the electrochemical counterpart of the inverted region for intermolecular and intramolecular ET.

Turning back to the voltammetry of adsorbed species as a function of scan rate, the Butler–Volmer formalism predicts that, at scan rates well above \( k_0/f \), the peaks should be asymmetric, with a steeper slope on the high-overpotential side (see the solid lines in Figure 5A). Using Marcus theory rather than Butler–Volmer equations, the fact that the ET rate levels off at high overvoltage makes the voltammetric peak more symmetrical at moderate scan rates and much broader when the scan rate is so fast that the peak separation approaches the reorganization energy (dashed lines in Figure 5A). Figure 5B demonstrates that only when the peak separation is greater than \( \lambda \) (in eV) does it becomes sensitive to \( \lambda \). Bowden and co-workers have derived an analytical expression of the current–potential response in the irreversible limit.87

2.1.1.3.3. Confrontation with Experimental Results. Armstrong and co-workers have thoroughly discussed the application of the BV and Marcus models to the voltammetry of adsorbed proteins.57,88 The nonidealities have been reviewed.57,80 Distribution of reduction potentials,60–62 spatial distribution of potentials within the electrode double layer,90–96 and distribution of ET rate constants exhibited by redox centers in the layer61,62,96–107 have all been suggested to account for nonideal peak widths or separations. In addition to linear scan voltammetry, staircase voltammetry,108 square wave voltammetry109 and Fourier transform voltammetric techniques110–114 have also been used to evaluate interfacial electron transfer kinetics of adsorbed proteins. The latter are highly sensitive to nonidealities (including kinetic and thermodynamic dispersion).

For adsorbed redox proteins, reported values of \( k_0 \) vary greatly, from a few inverse seconds to 15000 s–1, in which case the peaks remain visible at scan rates as high as 3000 V/s.88,115 Needless to say, the situation of fast ET is more desirable if the focus is on studying biologically relevant processes rather than interfacial electrochemistry.

Since the reorganization energy is a parameter of great mechanistic significance, many strategies have been developed to estimate its value from the shape of the voltammogram response or from the dependence of the ET rate on \( E \); this obviously requires examining transient currents obtained at an overvoltage that is high enough that the predictions of the Butler–Volmer and Marcus models differ significantly. However, a complication arises from the fact that the interfacial ET rate may be limited (“gated”) by a process that is distinct from ET. In that case, the leveling off of the apparent ET rate may be incorrectly interpreted as the ET rate reaching the maximal value predicted by Marcus theory, and the reorganization energy may be greatly underestimated.109,116–119 Related to this point is the dependence of \( k_0 \) on the distance between the redox site and the electrode. This has been often investigated by using cytochrome c adsorbed on self-assembled monolayers (SAMs) of carboxyl alkanethiol (HS(CH2)n-COOH). In most cases, the ET rate was found to decrease exponentially with the chain length for long chains \((n > 8)\), whereas it plateaus at short lengths, suggesting a change in the rate limiting step.116,118–127 Various interpretations have been proposed (see refs 24 and 127–129 for reviews). They often refer to protein dynamics, and of course, this is reminiscent of the gating processes evidenced in the case of intermolecular ET.109,130–152
By “coupling” we refer to a nonredox process which either is driven by or makes thermodynamically more favorable the electron transfer event. The most obvious example is protonation (since reduction will increase the pK_a of a ligand), but the coupled process may also be the binding or release of any ligand, including the substrate, product, or inhibitor of the enzyme, or even a conformational change. Fast coupled processes will influence the thermodynamics of the reaction by displacing the redox equilibrium, whereas slow steps may limit (“gate”) the overall rate of the reaction. Of course, the important issue is not the chemistry being fast or slow in absolute terms, but rather fast or slow relative to the time scale of the voltammetric experiment. The most obvious example is protonation (since reduction will increase the pK_a of the redox site), but the coupled process may also be the binding or release of any ligand, including the substrate, product, or inhibitor of the enzyme, or even a conformational change. Fast coupled processes will influence the thermodynamics of the reaction by displacing the redox equilibrium, whereas slow steps may limit (“gate”) the overall rate of the reaction. Of course, the important issue is not the chemistry being fast or slow in absolute terms, but rather fast or slow relative to the time scale of the voltammetric experiment.

2.1.2. Chemical Processes Coupled to ET

2.1.2.1. Fast Coupled Chemical Processes.

2.1.2.1.1. The Nernstian Regime. If interfacial ET and proton uptake and release are all fast with respect to νf, the n-electron O/R couple behaves like an uncomplicated electron transfer reaction with an apparent pH-dependent reduction potential given by

\[
E_{O/R}^{app}(pH) = E_{O/R}^{alk} + \frac{1}{n_f} \ln \frac{K_o}{K_r} + \frac{1}{2f} \ln \left( \frac{[H^+]}{[H^+]} + K_o \right)
\]

The reduction potential tends to the limit \(E_{O/R}^{alk}\) when the pH is below pK_o and pK_r, and it tends to \(E_{O/R}^{alk}\) under alkaline conditions. In the intermediate pH range, the n-electron reduction of O is coupled to a protonation and the reduction potential decreases (at most) 2.3/νf per pH unit (Figure 7). This upper limit of the slope is reached only when the difference between pK_r and pK_o is large.

Of course, eq 14 can be used to interpret how a reduction potential depends on the concentration of a ligand other than the proton. Heering and co-workers used it to determine by protein film voltammetry the dissociation constants \(K_o\) and \(K_r\) from the oxaloacetate-concentration-dependent potential of the active site flavin in fumarate reductase. This equation was also used for studying substrate binding to the redox center of an otherwise nonredox enzyme, e.g., the dinuclear Fe_2 site of porcine purple acid phosphatase or the [4Fe4S]^{3+} of a DNA-repair enzyme called MUTY.

2.1.2.1.2. Fast Coupled Processes and Slow Interfacial ET.

In a series of papers starting with ref 135, Laviron has reported the theoretical study of surface electrochemical reactions coupled to protonations (this also applies to any ligand binding process) when the chemical steps are at equilibrium. The conclusion that will also be relevant to the interpretation of catalytic voltammograms hereafter is that the model described above for pure electron transfer still applies in that case, apart from the following differences: (1) the overvoltage is now defined with reference to the apparent reduction potential given by eq 14, and (2) from the peak splitting at fast scan rate and eq 10, an apparent \(k_o\) can be defined, whose value is pH-dependent and smaller than the actual value in the pH-range where protonation is coupled to reduction; that is, pK_o < pH < pK_r. (Figure 7, bottom):

\[
k_o^{app}(pH) = \frac{k_o}{\sqrt{1 + \frac{K_o}{[H^+]}}} \frac{1 + \sqrt{1 + \left( \frac{K_o}{[H^+]^2} \right)}}{\sqrt{1 + \left( \frac{K_o}{[H^+]} \right)} + \frac{K_r}{[H^+]}}
\]

(See eq 42 or 24a in ref 135, noting that in eq 42, the last two 1/2 exponents should read −1/2.) For a one-electron process, the minimum value of \(k_o^{app}/k_o\) is reached when pH = (pK_o + pK_r). The corresponding equations in the case of two coupled reactions (e.g., two protonations) are given in the appendix of ref 44 and in Laviron’s papers. He has also examined a number of other cases, including the most complex two-electron/two-proton bicubic scheme (see ref 136 and references therein).

Direct experimental evidence for this effect comes from fast-scan PFV studies of ferredoxins. Figure 8 shows the so-called “trumpet plot” of peak positions against scan rate relative to the [3Fe4S]^{3+} of Azotobacter vinelandii ferredoxin I (AvFDI). At low scan rates, the peak positions can be used to measure the reduction potential of the couple, whose dependence on pH can be fit to eq 14 to demonstrate...
Under acidic conditions and at high scan rates (log(ν) > 0.1), the peak separation is all the greater that the pH is low: the coupled protonation, even though it is fast on the voltammetric time scale, makes the apparent $k_0$ smaller, in agreement with eq 15 and Figure 7 (bottom).

2.1.2.2. Slow Chemical Processes. Figure 8 shows that, under acidic conditions and at high scan rates (log(ν) > 0.1), the trumpet plot of the [3Fe4S]⁺⁺⁻ cluster of AvFdI is highly distorted. This is because the protonation and deprotonation steps, which easily occur when the cluster is reduced and reoxidized at moderate scan rate, become slow on the voltammetric time scale when the scan rate is increased. At pH < $pK_r$, protonation is faster than deprotonation, and in the intermediate range of scan rates, protonation does proceed during the reductive scan, but the reoxidation is hindered (“gated”) on the reverse scan by the deprotonation: the oxidative peak disappears. If the scan rate is so high that even the protonation is outrun during the reductive scan, uncoupling occurs: the voltammetric signature becomes identical to that obtained under alkaline conditions. This suggests that, by examining how the voltammetry depends on pH and scan rate, it is possible to measure the rate of (de)protonation of the center that gives rise to the peak, and indeed this strategy was extensively used for determining the rates and the mechanism of proton transfer and from the buried [3Fe4S]⁺⁺⁻ cluster in AvFdI.\textsuperscript{137–139} This work was summarized in recent reviews (see e.g. refs 52 and 53).

References 57, 109, and 140 include other examples of the use of noncatalytic fast scan voltammetry for scrutinizing redox-coupled reactions relevant to biological function. Regarding the theoretical modeling of the fast scan data, the case of $n = 1$ and $n = 2$ reversible surface electrochemical reactions followed by irreversible chemical reactions was addressed by Laviron in refs 65 and 67, but the data is usually fit using the numerical solution of the appropriate differential equations.\textsuperscript{57,109,137–140}

Thus, in noncatalytic experiments, it is possible to explore continuously the limiting situations where ligand binding and release is effectively fast (at equilibrium) or too slow to occur (uncoupling) simply by changing the scan rate. For the catalytic case we shall discuss in section 2.2.4.2, coupled reactions affect the \textit{steady state} voltammetric response, but whether they are effectively fast or slow depends on the time scale that is set by the intrinsic turnover rate of the enzyme.

2.2. Catalytic Voltammetry in the Absence of Mass Transport Control

For an adsorbed enzyme in the presence of its substrate, the redox state of the active site changes upon transforming the substrate into the product, and in a certain range of electrode potential, the electrode can substitute for the soluble redox cosubstrate (redox partner) by being able to regenerate the oxidation state of the enzyme. This results in an electron flow between the electrode and the substrate, \textit{via} the active site and the chain of redox relays if there is one. This is measured as a current which is simply proportional to the product of the electroactive coverage and the turnover rate. The latter can be as high as thousands per second, resulting in a great amplification of the current, which can therefore be measured even when the electroactive coverage is too low to detect noncatalytic signals.

2.2.1. Transition from Noncatalytic to Pure Catalytic Regimes

Limoges and Savéant\textsuperscript{141} have recently described the continuous transition from noncatalytic to catalytic voltammetry on the basis of a very simple scheme where a one-electron active site can be heterogeneously oxidized or reduced upon exchanging electrons with the electrode, and oxidizes the substrate with pseudo-first-order rate constant $k_2$. In this model, both interfacial electron transfer kinetics and mass transport are assumed to be fast (substrate depletion can be avoided by using hydrodynamic methods).

The theoretical treatment shows that the current is the sum of two contributions.\textsuperscript{141} The first is the Nernstian noncatalytic signal whose magnitude is proportional to νΓ (eq 1), while the second contribution arises from steady state catalysis, has a sigmoidal shape, and has a magnitude proportional to $k_2 Γ$. The relative weight of the two contributions is given by the dimensionless parameter $λ = k_2/ν$, showing that an increase of turnover rate or a decrease of the scan rate has the same effect on the current potential response. Figure 9 shows that, starting from the reversible Nernstian behavior at low values of $λ$, reversibility is lost progressively as $λ$ increases while the curve tends towards an S-shape. There is no trace of cathodic current above $λ = 1$, and the hysteresis resulting from the residual noncatalytic contribution vanishes for $λ > 10$.

The fact that the catalytic and noncatalytic contributions are additive suggested to the authors a convenient strategy for the treatment of experimental data, which consists of extracting the catalytic contribution from the total current by subtracting the noncatalytic response measured in the absence of substrate. Although the noncatalytic contribution is usually very small with respect to the catalytic current, the subtraction procedure is useful also because it removes the charging current. The author’s second suggestion that the noncatalytic contribution be determined at fast scan rates (when $λ \to 0$), after appropriate normalization, may not be practical because the hypothesis of reversibility of ET is likely to fail when the scan rate is high enough to outrun catalysis (in other words, fast scan rates distort the noncatalytic data, Figure 5).
In this approach, the relation between $E_{\text{cat}}$ and $n_{\text{cat}}$ and the properties of the enzyme remains unclear. The $n$-value is sometimes said to correspond to the number of electrons in the rate-determining step\textsuperscript{147,151} and the pH dependence of $E_{\text{cat}}$ is interpreted to deduce the electron/proton stoichiometry of this redox step. Over the last ten years, a number of theoretical models have been developed to give justification to eq 16 and physical meaning to the phenomenological parameters. Wave shapes much more complex than sigmoids have also been predicted by analyzing various kinetic schemes. These models will now be reviewed.

The turnover rate of a redox enzyme and its dependence on the various experimental parameters (including the electrode potential) are determined by a number of steps which may be explicitly included in a kinetic scheme:

1. **Interfacial Electron Transfer.** This occurs between the metallic electrode (including graphite; the case of a semiconducting material will not be treated here) and either the enzyme active site or the redox site that is the closest to the electrode. The rate of interfacial ET depends on the efficiency of the electronic coupling between the electrode and this redox site (section 2.1.1.3.2). This is the only step whose rate depends on the electrode potential, and this dependence is strong (exponential at low driving force), in contrast with the no-more-than-linear relation between rate and species concentration in homogeneous kinetics (the rate of oxidation or reduction of the enzyme by its soluble redox partner changes from first to zeroth-order kinetics as the concentration of cosubstrate increases).\textsuperscript{46} This difference is one of the fundamental reasons more information can be gained from PFV studies than in homogeneous kinetics.

2. **Intramolecular Electron Transfer.** In the case of multicenter enzymes, electrons are transferred from the exposed redox center to the active site along an often linear chain of redox relays. This occurs in a succession of steps whose first-order rates depend on the reduction potentials of the relays, their electronic coupling, and the reorganization energy of the redox processes.\textsuperscript{82,83} This is usually claimed to be fast\textsuperscript{152,153} (but see below, sections 2.2.6 and 3.3).

3. **Redox Transformations of the Active Site.** This is the catalytic redox chemistry per se. The active site alternates between oxidized and reduced redox states as a consequence of the antagonist ET to/from the substrate and the electrode.

4. **Coupled Chemical Steps.** Electron transfer to the active site is often coupled to chemical steps, including (de)protonation(s) and binding and release of substrate and product. These steps are likely to affect the reduction potential of the active site; they may also be slow.

5. **Mass Transport.** An effect that is not relevant to homogeneous kinetics is the transport of substrate from the bulk of the electrochemical cell to the electrode surface where the enzyme is immobilized, and the diffusion of product away from the electrode. If mass transport is rate limiting, it can mask or distort important features of the signal.

It has been supposed that the above processes give additive contributions in an equation analogous to the expression of the conductance of resistors connected in series:\textsuperscript{12}

$$\frac{1}{i} = \frac{1}{i_{\text{ET}}} + \frac{1}{i_{\text{cat}}} + \frac{1}{i_{\text{lev}}} + \ldots$$

This equation shows that, in order to learn about the mechanism, a key issue is to arrange that the current–potential response reflects the inherent properties of the enzyme by avoiding rate limitations by mass transport and interfacial electron transfer.
Unfortunately, not all kinetic models support eq 17: only in limiting situations are the contributions of the factors we listed additive; they often interfere to give a particular shape to the current—potential response. Including all the effects we have enumerated in a single model and current equation would not be practical because the number of adjustable parameters would become too large for an unambiguous determination of all. Instead, we shall start by describing the catalytic response in the case of a minimal catalytic scheme and we elaborate step by step by including successively (and simultaneously whenever possible) the contributions of interfacial ET, intramolecular ET, substrate binding, etc. We shall first consider that mass transport is fast enough that the substrate concentration at the electrode surface always equals that in the bulk. This makes it possible to derive exact and meaningful closed-form expressions of the steady state current—potential responses even for relatively complex schemes and to factorize the numerous parameters (rate constants and reduction potentials) into a smaller number of apparent parameters; from an operational point of view, this decreases greatly the number of parameters that need to be adjusted to fit the data. In contrast, when mass transport must be accounted for, numerical analysis is often required and this somehow blurs the physical meaning of the rate equations; we discuss the effect of rate determining mass transport in section 2.3.

Theoretical models relevant to adsorbed electrocatalysts were first proposed in the early 1980s for polymer coated electrodes with attached redox systems (section 2.3.2) and only in the mid 1990s for adsorbed enzymes. The important difference is that only in the latter case is it considered that a catalyst—substrate complex must form before the transformation of the substrate occurs with first-order kinetics. In contrast, former models of “catalytic electrodes” assumed bimolecular reaction between catalyst and substrate and will be relevant to enzyme electrochemistry only for $s < S_{max}$ ($s$ is the concentration of substrate). Another difference is that, in the case of redox polymer electrodes, “electron diffusion” within the multilayer of catalyst may limit the current; this has no counterpart when redox enzymes are directly connected to electrodes. The odd wave shapes seen in Figure 2 have not been observed for adsorbed synthetic catalysts, and this called for examining more complex kinetic schemes.

Our most important conclusion will be that since the catalytic current is proportional to the concentration of the active-site state that is competent to transform the substrate, in many cases the voltammogram can be thought of as a titration curve of this species. Therefore, in the steady state, whether the substrate complex must form before the transformation of the substrate occurs with first-order kinetics. In contrast, former models of “catalytic electrodes” assumed bimolecular reaction between catalyst and substrate and will be relevant to enzyme electrochemistry only for $s < S_{max}$ ($s$ is the concentration of substrate). Another difference is that, in the case of redox polymer electrodes, “electron diffusion” within the multilayer of catalyst may limit the current; this has no counterpart when redox enzymes are directly connected to electrodes. The odd wave shapes seen in Figure 2 have not been observed for adsorbed synthetic catalysts, and this called for examining more complex kinetic schemes.

Our most important conclusion will be that since the catalytic current is proportional to the concentration of the active-site state that is competent to transform the substrate, in many cases the voltammogram can be thought of as a titration curve of this species. Therefore, in the steady state, whether the substrate complex must form before the transformation of the substrate occurs with first-order kinetics. In contrast, former models of “catalytic electrodes” assumed bimolecular reaction between catalyst and substrate and will be relevant to enzyme electrochemistry only for $s < S_{max}$ ($s$ is the concentration of substrate). Another difference is that, in the case of redox polymer electrodes, “electron diffusion” within the multilayer of catalyst may limit the current; this has no counterpart when redox enzymes are directly connected to electrodes. The odd wave shapes seen in Figure 2 have not been observed for adsorbed synthetic catalysts, and this called for examining more complex kinetic schemes.

2.2.3. The Basic Model

From now on and until section 2.4, we shall focus on steady state oxidative catalysis. We concentrate on two-electron reactions, since this is the general case, although important counterexamples exist, including the four-electron conversion between oxygen and water by cytochrome c oxidase and photosystem II. We split the catalytic cycle into two halves. In an oxidative half-cycle, two successive one-electron transfers from the active site to the cosubstrate (the electrode in our case) oxidize the active site to a state that is competent to perform the two-electron oxidation of the substrate. This occurs in flavoenzymes for example, where the flavin exists in the redox states quinone (oxidized), semiquinone (intermediate or half reduced), and quinol (reduced) or in mononuclear molybdoenzymes where the Mo active site cycles between redox states VI, V, and IV. In NiFe hydrogenases in contrast, the dinuclear active site cluster is believed to consist of Fe$^{2+}$ through the catalytic cycle while the Ni ion alternates between redox states 3+ and 2+. In this case, it is meaningful to consider the entire enzyme—substrate complex, which can indeed accumulate two electrons, from the most reduced Ni$^{2+}$Fe$^{2+}$H$_2$ to the two-electron oxidized Ni$^{2+}$Fe$^{3+}$2H$^+$, via the half-reduced form, formally Ni$^{3+}$Fe$^{2+}$H$^+$H$^+$. Therefore, the minimal catalytic cycle includes the three redox states of the active site, as shown in Scheme 2A. We depict as horizontal arrows the redox transformations between the three redox states (O, I, and R). The oxidized active site is transformed into R with a first-order rate constant $k_2$, which incorporates substrate binding and transformation and product release. For now, we will keep quiet about substrate diffusion from the bulk of the electrochemical cell to the electrode surface.

If the chemical steps described by $k_2$ are much slower than electron transfers, the redox equilibria are not displaced by the turnover; thus, the concentration of oxidized active site is simply related to the electrode potential and to the values of $E^0_{O/R}$ and $E^0_{O/I}$ by the Nernst equation. The activity is proportional to the concentration of O and increases from low at low electrode potential to a limiting value $i_{lim}$ at high driving force according to

$$i = \frac{i_{lim}}{1 + \exp[f(E^0_{O/I} - E) + \exp(2f(E^0_{O/R} - E))]}
$$

(18a)

$$i_{lim} = 2FATk_2
$$

(18b)

The divisor of eq 18a is a Nernstian contribution whose meaning is straightforward: a catalytic current appears when the electrode potential is high enough that the oxidized form of the active site is formed. The catalytic signal given by eq 18 is plotted in Figure 10A for different values of $E^0_{O/I} - E^0_{O/R}$. If $E^0_{O/I} < E^0_{O/R}$, that is, if the half reduced state of the active site disproportionates, the catalytic wave is steep ($\eta_{catalytic} \approx 2$ in eq 16) and centered on $E_{cut} = E^0_{O/R}$ (dotted line). If the half reduced state is
the range that is experimentally accessible. The values of $E_{\text{cat}}^0 - E_{\text{lim}}^0$ are the same as those in Figure 3B.

thermodynamically stable ($E_{\text{cat}}^0 > E_{\text{lim}}^0$), since no catalysis occurs until the electrode potential is high enough that state 1 can be oxidized into $O$, the wave is centered on $E_{\text{cat}}^0$ and has a $n_{\text{cat}} = 1$ shape. For intermediate situations ($E_{\text{cat}}^0 \approx E_{\text{lim}}^0$), eq 18 cannot be identified to eq 16, with the wave being steeper at the onset of catalysis (low driving force) than when closer to the plateau.

Forcing the fit to a pure sigmoid returns $n$-values between one and two, whereas using eq 18 requires adjusting just as many parameters and returns the two reduction potentials of the active site.

These very simple considerations somehow restrain the validity of the statement according to which the $n$-value of the wave reveals the number of electrons transferred in the rate-limiting step. Here, $n_{\text{cat}}$ reflects the redox thermodynamics at the active site, but it is not related to the reaction that sets the rate constant $k_2$ and the limiting current. See, however, section 2.2.6.

For this type of signal, a useful representation is the Heyrovsky–Ilkovich plot of $\log_{10}(i_{\lim}/i)$ against $E$ (Figure 10B, and for a reductive process Figure 4 in ref 37). According to eq 18, the semilogarithmic transform of the catalytic wave reveals a crossover between two limiting behaviors

$$\log_{10}(i_{\lim}/i) - 1 = \begin{cases} \frac{f}{2.3} (E_{\text{cat}}^0 - E) & \text{at high potential,} \\ \frac{2f}{2.3} (E_{\text{lim}}^0 - E) & \text{at low potential,} \end{cases}$$

(19)

From a practical point of view, the data is mostly affected by the baseline subtraction process when $i$ is close to either naught or $i_{\lim}$, making the semilog transform highly unreliable for $|\log_{10}(i_{\lim}/i) - 1| \geq 2$. Hence, the transition between $n = 1$ and $n = 2$ can be detected in experiments only if $E_{\text{cat}}^0$ is close enough to $E_{\text{lim}}^0$. For an example, see Figure 3B in ref 36.

2.2.4. Substrate Binding and Release

We now start expanding the catalytic scheme by considering substrate binding with the dissociation constants $K_o$, $K_i$, and $K_r$ (vertical arrows in Scheme 2B). The substrate-bound,

oxidized active site $OS$ is transformed into $R$ with a first-order rate constant $k_2$, which incorporates substrate transformation and product release. The reduction potential of the substrate-bound OS/IS couple is given by $E_{\text{lim}}^0 = E_{\text{cat}}^0 + f^{-1} \ln(K_s/K_o)$. A similar relation holds for $E_{\text{lim}}^0$.

2.2.4.1. Substrate Binding/Release at Equilibrium in the Steady state. We will first consider the situation in which the binding and release steps are fast relative to reactions within the enzyme–substrate complex ($k_2$) so that despite the fact that the system is driven out of equilibrium, the ratios of populations of substrate-bound and substrate-free species simply obey the mass action law (e.g. $\Gamma_{OS}/\Gamma_O = s/K_o$, where $s$ is the substrate concentration).

In this case, the current equation takes the same form as eq 18, but eq 18b is replaced with

$$i_{\lim} = \frac{2FA \Gamma k_2}{1 + K_s}$$

(20)

that is, the limiting current follows Michaelis–Menten kinetics with $K_m = K_o$, and the reduction potentials of the active site in the divisor of eq 18a take apparent substrate concentration dependent values according to

$$E_{\text{O/R}}^{\text{app}} = E_{\text{O/R}}^0 + \frac{1}{f} \ln \frac{K_o}{K_i} + \frac{1}{f} \ln \frac{s + K_i}{s + K_o}$$

(21a)

$$E_{\text{O/R}}^{\text{app}} = E_{\text{O/R}}^0 + \frac{1}{2f} \ln \frac{K_r}{K_c} + \frac{1}{2f} \ln \frac{s + K_r}{s + K_c}$$

(21b)

(solid lines in Figure 11).
This model suggests that eq 18a can still be used to analyze the voltammograms; for each set of experimental conditions, only three adjustable parameters need to be adjusted to fit the wave: \( i_{\text{lim}} \), \( E_{\text{app}}^{\text{O/1}} \), and \( E_{\text{app}}^{\text{O/R}} \). The substrate concentration dependence of these parameters allows the dissociation constants to be measured using eqs 21, and the value of the dissociation constant from the oxidized active site can be independently determined from the concentration dependence of the limiting current (eq 20). See ref 36 for an illustration of this strategy.

Therefore, provided the above equilibrium hypotheses apply, the position of the catalytic wave and its dependence on substrate concentration and pH can be interpreted as simply as the position of a noncatalytic signal (eq 14) to learn about the thermodynamics of the chemical processes (substrate binding and protonations) that are coupled to the redox transformations of the active site.

2.2.4.2. Departure from Equilibrium. To allow for slow coupled chemistry in Scheme 2B, we explicitly introduce substrate binding steps with pseudo-first-order rate constants \( k_s \), \( k_o \), and \( k_i \) and substrate release with first-order rate constants \( k_{-s} \), \( k_{-o} \), and \( k_{-r} \). These rates relate to dissociation constants in a straightforward manner, \( k_o = k_{-o}/k_o \), etc., but equilibrium is no longer assumed.

As demonstrated in ref 156, the activity increases from naught at low electrode potential to a limiting value \( i_{\text{lim}} \) at high driving force according to

\[
i_{\text{lim}} = \frac{2FA\Gamma k_2}{1 + K_m/s} \tag{22a}
\]

\[
K_m = \frac{k_o + k_{-o}}{k_o} = \frac{1 + (k_2/k_{-o})}{k_o} \tag{22b}
\]

\[
i = g(E, s, \alpha, \Gamma, E_{\text{app}}^{\text{O/1}}, E_{\text{app}}^{\text{O/R}}, k_2, k_o, k_i, k_{-r}, k_{-s}) \tag{22c}
\]

The function \( g \) gives the dependence of \( i \) on the experimental parameters \( s \), \( E \), and \( \Gamma \) and on the nine independent parameters in Scheme 2B; it is given in the Supporting Information of ref 156 (eq S3), where we use the notation \( \alpha_i = k_{-i}/k_i \) and \( \alpha_o = k_{-o}/k_o \).

Figure 12 illustrates the variety of wave shapes that can be calculated from eq 22, all of which have already been observed in various contexts (Figure 2). At low driving force, the current increases in a sigmoidal manner toward a first plateau or peak (dashed lines). Depending on the values of the parameters, additional features can occur at higher driving force; panel B shows a “switch,” panel C shows a “boost,” and the voltammogram in panel D exhibits both. Each feature may be fit to a sigmoidal function with an apparent number of electrons ranging from one to two, although each part of these waves need not be exactly sigmoidal.

At high driving force and under saturating conditions, the activity tends to a value \( i_{\text{lim}} \) that is proportional to \( k_2 \) (this is because binding steps no longer limit the turnover rate when \( s \to \infty \)), and the Michaelis constant takes a very usual form (eq 22b).\(^{46}\) From eqs 22a and b, it is clear that the magnitude of the limiting current may be used to determine \( K_m \) and \( k_2 \) (provided the electroactive coverage \( \Gamma \)) is known but that it contains little information about the catalytic cycle. In contrast, the shape and the position of the catalytic signal are very sensitive to the entire sequence of events which defines the catalytic reductive half-cycle in Scheme 2B and to the thermodynamic properties (reduction potentials and dissociation constants) of some of the intermediates.

We have shown\(^{156}\) that an approximate equation obtained from eq 22 by taking the low-driving-force limit often describes accurately the entire wave shape when the latter is sigmoidal (i.e. when the wave has no “switch” nor “boost”; see for example Figure 12A). This current equation, which we plot using dashed lines in Figure 12, is given by

\[
i = \frac{i'}{1 + \exp[\delta(E_{\text{app}}^{\text{O/1}} - E)] + \exp[2(\delta E_{\text{app}}^{\text{O/R}} - E)]] \tag{23a}
\]

\[
i' = \frac{2FA\Gamma k_2}{1 + K_m/s} \tag{23b}
\]

\[
E_{\text{app}}^{\text{O/1}} = E_{\text{app}}^{0} + \frac{1}{2f} \ln \frac{K_o}{k_i} + \frac{1}{2f} \ln \frac{s + K_i}{s + K_r} \tag{23c}
\]

\[
E_{\text{app}}^{\text{O/R}} = E_{\text{app}}^{0} + \frac{1}{2f} \ln \frac{K_o}{k_r} + \frac{1}{2f} \ln \frac{s + K_r}{s + K_i} \tag{23d}
\]

\[
K' = \frac{K_m + (\alpha - 1)K_o}{\alpha} = K_o \left(1 + \frac{k_2}{\alpha k_{-o}}\right) \tag{23e}
\]

\[
\delta = \exp[\frac{1}{f}(E_{\text{app}}^{0} - E_{\text{app}}^{\text{O/1}})] \tag{23f}
\]

\[
\alpha = \frac{\alpha_{i}}{\alpha_{o}} \quad \text{if} \ \delta \ll 1 \quad \text{and} \quad \alpha = \frac{k_{-i}}{k_i} \quad \text{if} \ \delta \gg 1 \tag{23g}
\]

(The equation which applies in the case of reductive catalysis can be found in ref 156.) Note that a small (respectively large) value of \( \delta \) corresponds to the situation where the half-reduced state of the active site is thermodynamically stable (respectively unstable). As a guideline, the \( n \)-value of the wave is more likely to approach 1 when \( \delta \) is small (cf. the discussion of eq 18a), in which case the apparent value of \( E_{\text{app}}^{\text{O/1}} \) is a...
function of $\alpha_i$ (not $\alpha_s$), whereas if $\delta$ is large, $K'$ in eq 23 depends on $\alpha_s$.

When substrate transformation is slow with respect to substrate dissociation (strictly, when $k_s \ll k_o$ and $k_s \ll \alpha k_i$), both $K_m$ and $K'$ tend to $K_o$ (cf. eqs 22b and 23e). In this limit where substrate binding is at equilibrium in the steady state, indicated by solid lines in Figure 11, eqs 20 and 21 apply and the model in section 2.2.4.1 is recovered.

In the general case, eq 23c shows that $E_{\text{cat}}^0$ tends to $E_{\text{cat}}^0$ (the reduction potential of the O/I couple when the active site is bound to substrate, defined in eq 21a) when $s$ is larger than both $K'$ and $K_i$. Remarkably, at low substrate concentration, the position of the one-electron wave tends to a limit which departs from the reduction potential of the substrate-free active site (dashed lines in Figure 11). Even when $s$ is smaller than both $K'$ and $K_o$, $E_{\text{cat}}^0$ remains shifted from $E_{\text{cat}}^0$ by an amount $f^{-1}\ln[K_o/K'] = -f^{-1}\ln[1 + k_o/(ak_i)]$, which tends to zero only if substrate release is very fast. The reasoning is similar for the position of the two-electron wave.

This has an important consequence regarding the qualitative interpretation of the position of a catalytic wave for an adsorbed enzyme: even at the lowest substrate concentrations, the value of $E_{\text{cat}}^0$ cannot always be interpreted as the reduction potential of the substrate-free active site. This is in contrast with the prediction of eq 21, which is based on the assumption of fast substrate binding and release.

Equations 23c and d only differ from eqs 21a and b in that $K'$ substitutes for $K_o$, and this implies that, by examining the substrate concentration dependence of the apparent reduction potentials determined from fitting the data to eq 18a, one may mistake $K'$ for the dissociation constant $K_o$. This will remind enzymologists of a familiar situation, whereby the Michaelian dependence of activity on concentration can be used to determine a $K_m$ value which, strictly speaking, cannot be identified with $K_o$ (eq 22b). Equations similar to eqs 21 are used to interpret the pH dependences of the position of the wave.\textsuperscript{36,155} and our remarks above also apply: the apparent acidity constants determined under turnover conditions will equate the equilibrium values only if (de)protonation steps are fast on the time scale of turnover.

2.2.4.3. Nonsigmoidal Wave Shapes Resulting from the Rates of Substrate Binding Being Dependent on the Redox State of the Active Site. The fact that Scheme 2B may predict wave shapes that are far from being sigmoidal (Figure 12) was first anticipated in a study of E. coli DMSO reductase,\textsuperscript{159} and this explanation has been generalized and applied to several other enzymes.\textsuperscript{41,42,158–160} The parallel between Figures 2 and 12 is intentional, although we do not claim that the model we have just described could explain both the wave shapes in Figure 2B, D, and E and how they depend on substrate concentration.

In ref 156, there was no attempt to delimit the various behaviors predicted by eq 22c in the parameter space. However, it is clear that the wave shape can only be “simple”, as in Figure 12A, if the binding rates obey $k_i = k_o$ or $k_i = k_r = 0$. We could also derive a simple necessary (but not sufficient) condition for the wave to exhibit at high driving force a sigmoidal attenuation of activity with $n_{\text{switch}} = 1$:

$$\frac{k_i/k_o}{\alpha_i} > 1 + \frac{K_o}{K_i} \frac{s + K_i}{K_m - K_i} \frac{K_i/k_o}{\alpha_i^{-1}}$$

(24)

(An equation similar to eq 24 can be derived for a hypothetical two-electron switch.)\textsuperscript{156} From eq 24, we conclude that there can be no one-electron switch unless $\alpha_i > 1$. Equation 24 also predicts that, for a given value of $\alpha_i$, the switch should disappear when $s$ exceeds a certain value. This is a consequence of our model of the rates of binding being proportional to $s$ and increasing as $s$ is raised until $k_s$ fully limits turnover. However, we note that the substrate concentration that makes $\alpha_i^{-1}$ greater than $\alpha_i$ is not simply related to $K_m$ and can be high if substrate binding is slow on the time scale of turnover (this increases the difference between $K_m$ and $K_o$; see eq 22b).

Of course, it may not be practical to fit voltammetric data by adjusting the ten parameters in eq 22. Reference 156 illustrates how, in a particular case, the rate equation could be greatly simplified by examining the substrate concentration dependence of the features of the wave, leading to an unambiguous determination of a subset of parameters (Figure 46 below).

2.2.5. Slow Interfacial ET Kinetics

So far we have implicitly assumed that all ET steps are very fast, so that the electron exchange between the active site and the electrode is Nernstian. We shall now explore situations where this assumption fails as a consequence of either interfacial or intramolecular ET being slow (sections 2.2.5 and 2.2.6, respectively).

2.2.5.1. Effect of Slow Interfacial ET Kinetics in the Absence of Coupled Processes. To examine the effect of interfacial ET kinetics on the wave shape, we first return to the simple catalytic cycle in Scheme 2A, which disregards substrate binding, and we no longer assume Nernstian equilibrium. We note $k_{0i}$ and $k_{0o}$ the rate constants that relate to electrochemical oxidation of I and reduction of O, respectively ($k_{0i}/k_{0o} = \exp((E_{\text{cat}}^0 - E))$, and similarly for the I/R transformation. The catalytic current equates $2FA\Gamma k_2$ times the steady state concentration of species O and reads:\textsuperscript{37}

$$\frac{i_{\lim}}{i} = 1 + \frac{k_{0i}}{k_{0o}^2} \left( 1 + k_{IR} \frac{1 + k_{IR}}{k_{RI}} \right) + \frac{k_{1}^2}{k_{RI}} \left( 1 + \frac{k_{IR}}{k_{RI}} \right)$$

(25)

If the rate constants depend on $E$ as predicted by the Butler–Volmer (BV) formalism (eqs 9), the current equation becomes:\textsuperscript{157}

$$\frac{i_{\lim}}{i} = a + b$$

(26a)

$$a = 1 + \exp[(E_{\text{cat}}^0 - E)] + \exp[2(E_{\text{cat}}^0 - E)]$$

(26b)

$$b = \frac{k_{2}}{k_{0o}} \exp\left[\frac{f(E_{\text{cat}}^0 - E)}{2} \right] \left( 1 + \exp[(E_{\text{cat}}^0 - E)] \right)$$

(26c)

$$+ \frac{k_{2}^2}{k_{0o}} \exp\left[\frac{f(E_{\text{cat}}^0 - E)}{2} \right]$$

(26d)

This is a function of the following five independent parameters: $E_{\text{cat}}^0$, $E_{\text{cat}}^0$, $k_{0i}/k_{0o}$, $k_{2}/k_{0R}$, and the limiting current.

In the Nernstian limit $k_{2}/k_{0o} \to 0$, the term $b$ approaches zero (eq 26c) and eq 18 is recovered. Otherwise, the four
The terms at high electrode potential (see e.g. the green line in Figure 13) contribute increasingly when the driving force increases, so the broader the wave. More the steady state concentrations of species depart from their equilibrium values, and the broader the wave. Further producing no further broadening, with the irreversible wave being only shifted to higher driving force by the ET limitation (Figure 13). This is reminiscent of the prediction related to noncata
dytic voltammetry in the irreversible limit at fast scan rate, where the peak width becomes independent of scan rate and the peak potential is proportional to \( \ln(f/k_0) \) (eq 10 in section 2.1.1.3).

As a rule, in order for the electrochemical data to depend on the properties of interfacial ET, the system must be driven away from equilibrium; this is usually achieved by using transient techniques, such as fast-scan cyclic voltammetry and chronocoulometry. Here we show that steady state data can reveal the properties of interfacial ET because the catalytic reaction competes continuously with the redox transformation of the active site following electron transfer. How distributed interfacial ET kinetics affects the wave shape will be described in section 2.2.5.4.

**2.2.5.2. Conjunction of Fast Coupled Processes and Slow Interfacial ET Kinetics.** Now consider again Scheme 2B, in which the species O, I, and R can bind substrate with dissociation constants \( K_o \), \( K_i \), and \( K_r \), respectively. The reasoning is the same for protonation instead of substrate binding. Assuming that all binding steps are rapid so that equilibrium is maintained and that the ET kinetics is described by BV equations, it is shown in the appendix of ref 157 that the current equation takes the same form as eq 26 but with the following differences:

(i) As in the simplest case of Scheme 2A, interfacial ET influences the shape of the wave when \( k_o \) is small with respect to turnover number, but now, the turnover number depends on \( s \), and \( k_0 \) must be compared with \( k_2/k_0 \). As \( s \) decreases, the values of \( (k_2/k_0)_{\text{app}} \) tend to zero and the Nernstian limit is recovered.
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**Figure 13.** Plot of \( i_{\text{lim}} \) given by eq 26, for increasing values of \( k_2/k_0 \): 0 (black); 0.1 (red); 1 (green); 10 (dark blue); 100 (turquoise); 1000 (magenta). We chose \( E_{O/R}^0 \) and \( k_0^{O/R} = k_0^{I/R} \). For the green curve \( (k_2/k_0) = 1 \), dashed lines indicate the four contributions in eqs 26b and c.
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**Figure 14.** Apparent values of \( E^0 \) and \( (k_2/k_0)_{\text{app}} \) given by eqs 21 and 28, respectively, for the O/R and I/R couples of the active site (black and gray lines, respectively), illustrating the effect of allowing substrate binding to all three redox states of the active site (solid lines) or only to the oxidized form (dashed lines). In the former case, the three dissociation constants are indicated along the top X axis; in the latter, \( K_o \) is the same but \( K_i \) and \( K_r \) were set to \( \infty \).

The irreversible limit at large \( k_2/k_0 \) was discussed in ref 37 (see Figure 5 therein). The dominant term in eq 26 is of the form \( k_2/k_0 \exp [(f/2)(E_1 - E)] \), where \( E_1 \) is the greater of \( E_{O/R}^0 \) and \( E_{I/R}^0 \), and the \( n_{\text{cat}} = 1/2 \) wave is centered on

\[
E_{\text{cat}} = E_1 + (2f/\nu) \ln(k_2/k_0)
\]

(27)

When this limit is reached, increasing \( k_2/k_0 \) further produces no further broadening, with the irreversible wave being only shifted to higher driving force by the ET limitation (Figure 13). This is reminiscent of the prediction related to noncata
dytic voltammetry in the irreversible limit at fast scan rate, where the peak width becomes independent of scan rate and the peak potential is proportional to \( \ln(f/k_0) \) (eq 10 in section 2.1.1.3).

Terms in eq 26b and c will contribute with slopes of 1, 2, 1.5, and 0.5/2.3, respectively, in the Heyrovsky–Ilkovich plot of the wave (Figure 13). The terms with lower \( n \) values contribute increasingly when the driving force increases, so that the \( i \) against \( E \) curve is a sigmoidal wave which broadens at high electrode potential (see e.g. the green line in Figure 13A). The terms \( n = \gamma I/2 \) and \( n = \gamma I/2 \) reveal the deviation from Nernstian equilibrium which results from the steady state competition between the reduction of the active site, with rate \( k_2 \), and its reoxidation following interfacial ET, with a rate that is proportional to \( k_0 \); hence, the greater \( k_2/k_0 \), the more the steady state concentrations of species depart from their equilibrium values, and the broader the wave.
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**Figure 14.** Apparent values of \( E^0 \) and \( (k_2/k_0)_{\text{app}} \) given by eqs 21 and 28, respectively, for the O/R and I/R couples of the active site (black and gray lines, respectively), illustrating the effect of allowing substrate binding to all three redox states of the active site (solid lines) or only to the oxidized form (dashed lines). In the former case, the three dissociation constants are indicated along the top X axis; in the latter, \( K_o \) is the same but \( K_i \) and \( K_r \) were set to \( \infty \).

- For the O/R couple: \( K_o \)
- For the I/R couple: \( K_i \) and \( K_r \)

The apparent potentials \( E^0_{\text{app}} \) and \( (k_2/k_0)_{\text{app}} \) defined in eqs 21 (solid lines in Figure 14A), and

\[
\frac{k_2}{k_0} \frac{E^0_{\text{app}}}{[k_0]} = \frac{k_2}{k_0} \left( \frac{1 + K_o}{s} \right) \times \frac{1 + K_i}{s} \times \frac{1 + K_r}{s}
\]

(28a)

\[
\frac{k_2}{k_0} \frac{E^0_{\text{app}}}{[k_0]} = \frac{k_2}{k_0} \left( \frac{1 + K_o}{s} \right) \times \frac{1 + K_i}{s} \times \frac{1 + K_r}{s}
\]

(28b)

(solid lines in Figure 14B). Equations 28 show that two factors cause \( (k_2/k_0)_{\text{app}} \) to depend on \( s \):

(i) As in the simplest case of Scheme 2A, interfacial ET influences the shape of the wave when \( k_0 \) is small with respect to turnover number, but now, the turnover number depends on \( s \), and \( k_0 \) must be compared with \( k_2/[1 + (K_2/s)] \). As \( s \) decreases, the values of \( (k_2/k_0)_{\text{app}} \) tend to zero and the Nernstian limit is recovered.
(ii) Another cause of substrate concentration dependence for \( (k_2/k_0)^{app} \) comes from the second factors on the right-hand sides of eqs 28. This effect is the same as that predicted by Laviron in the noncatalytic case where ligand binding at equilibrium decreases the apparent value of \( k_0 \) (eq 15 and Figure 7, bottom). In the case of the O/I couple for example, it increases the apparent value of \( k_2/k_0^{app} \) when \( s \) is between \( K_a \) and \( K_r \) that is when substrate binding is coupled to ET.

The important conclusion is that eq 26 can still be used to fit the voltamograms irrespective of whether substrate binds to one or several redox states of the active site, as long as substrate binding and release are fast enough that equilibrium is maintained; there are still five adjustable parameters \( \{1_{lim}, two reduction potentials, and two (k_2/k_0)^{app} \} \), but the concentration dependences of these parameters depend on (and inform of) the binding pattern.

### 2.2.5.3. The Peculiar Case of Substrate Binding to a Single Redox State of the Active Site

In contrast to Scheme 2B, it is most often assumed in the literature that substrate binding occurs only when the active site is in the redox state that is competent to transform the substrate (i.e. state O or R according to whether oxidative or reductive catalysis is considered). Here we evaluate the consequences of this hypothesis on the predicted wave shape without prejudging whether this assumption applies.

In the framework of Scheme 2B, exclusive binding to state O is achieved by letting \( k_i = k_r = 0 \); hence, \( K_r = K_i = \infty \). According to the discussion of eq 24, the shape is sigmoidal (monotonic) for all values of \( k_2 \). Using eqs 20, 21, 26, and 28, the following current equation is obtained:

\[
\frac{i}{2FAG_0} = \frac{k_2}{1 + \frac{s}{a} + \frac{s}{b}}
\]  
(29a)

\[
a = 1 + \exp\left[\frac{1}{2}(E_{O/R}^0 - E)\right] + \exp\left[\frac{1}{2}(E_{O/I}^0 - E)\right]
\]  
(29b)

\[
b = \exp\left[\frac{1}{2}(E_{O/R}^0 - E)\right] + \exp\left[\frac{1}{2}(E_{O/I}^0 - E)\right](1 + \exp[\frac{1}{2}(E_{O/I}^0 - E)])
\]  
(29c)

In this equation, \( k_2/k_0 \) and the reduction potentials are those at \( s = 0 \), and the only dependence on \( s \) is in the denominator of eq 29a. Equation 29 is equivalent to eq 4a in ref 37 (in the limit of fast mass transport, \( L \rightarrow \infty \) and \( Q = 1 \) according to Heerings’s notations), eq 6b in ref 161, or eq 11 in ref 163.

If substrate binds only to the oxidized state of the active site, eqs 21 and 29 predict that the apparent reduction potentials of the active site should decrease for \( s > K_o \), as indicated in Figure 14A. Unless \( k_2/k_0 \) can be neglected, the Nernstian contribution (the term \( a \)) is weighted by 1/s and vanishes at high \( s \) (resulting in eq 16 in ref 161): the wave becomes dominated by the \( n = 1/2 \) and \( n = 3/2 \) contributions and takes an irreversible shape. These two predictions are qualitatively different from the behavior predicted by the model which accounts for binding to more than one redox state of the active site.

In conclusion, although the hypothesis that substrate binds to a single redox state of the active site will sometimes apply, the analysis above shows that this assumption greatly restricts the substrate concentration dependence of the potential location and shape of the wave. Conversely, this assumption can be easily assessed by examining the manner in which the active site reduction potentials shift and the wave transforms upon varying substrate concentration. We are not aware of a case where this assumption was proved valid.

### 2.2.5.4. Distribution of Enzyme Orientations and of \( k_0 \) Values

All models above predict that a limiting current should be reached at moderate driving force. This is because Butler—Volmer equations make the rate of interfacial ET increase exponentially with the driving force; hence, the ET rate should eventually exceed the rate \( k_2 \) of substrate conversion by the enzyme—substrate complex. In the case of Marcus theory, the rate of interfacial ET starts to level off when the overpotential exceeds the reorganization energy of the reaction (Figure 6). Therefore, whatever the ET model, the catalytic current is expected to increase with overpotential at moderate driving force, until it reaches a limiting value. In contrast, a slope is often observed at high driving force (see e.g. Figures 2D and F).

Signals showing no strict limiting current have long been observed for redox processes involving an adsorbed catalyst at a rotating disk electrode (see ref 164 and references therein). To explain these observations, Jiang and Anson proposed a model based on a wide, Gaussian distribution of reduction potentials of the catalyst—substrate complex. However, since the buried active site of an enzyme is located in a well-defined chemical environment, it should not be perturbed by the distant electrode and a wide distribution of active site reduction potentials is unlikely. Instead, the linear current—potential behavior at high driving force could be accounted for by considering the effect of disorder in the orientation of enzyme molecules adsorbed on the electrode: this introduces a distribution of tunneling distances \( d \) between the electrode and the surface-exposed relay, and hence a distribution of interfacial ET rate constants.

In ref 44 the distribution of orientations was assumed to be such that, within a certain range of width \( d_0 \), all of the possible distances between the electrode surface and the exposed relay, which is the entry point for electrons in the enzyme, occur with a constant probability density:

\[
p(d) = 1/d_0 \quad \text{for} \quad d \in [d_{min} \cdot d_{min} + d_0]
\]  
(30)

Although this is indeed the only probability density function that makes it possible to predict a linear relationship between \( i \) and \( E \) if Butler—Volmer kinetics is assumed (see below), eq 30 has not been given other justification than fruitfulness and simplicity. However, this kind of distribution can be inferred from geometrical considerations that are too simple to be concealed. Let us think of the globular enzyme as a sphere laying on a plane (the electrode surface) in a random orientation (Figure 15). On the surface of the sphere, a dot marks the...
position of the surface-exposed cluster and its distance \(d\) to the electrode sets the electron tunneling rate. The probability that \(d\) will belong to the interval \([d, d + \delta d]\) is proportional to the area of the sphere included between these two altitudes. Using spherical coordinates, this area can be defined by 
\[ A = 2\pi R^2 \sin \theta_0 \delta \theta \]  
(31)

Using \(R \sin \theta_0 \delta \theta = \delta d\), it turns out that the probability density function of \(d\) is actually independent of \(d\):
\[ p(d) = \frac{1}{2R} \]  
(32)

This justifies eq 30. It is certainly not safe to assume that all the orientations of the enzymes have the same probability, but the conclusion is identical if the allowed orientations are restricted to a cone, for example, provided all these orientations are equally likely. This explains the observation\(^{161}\) that the smallest \(k\) that the tunneling distances are equally likely results in the obtaining the corrected current

\[ k_0(d) = k_0^{\text{max}} \exp(-\beta d) \]  
(33)

where \(k_0^{\text{max}} = k_0(d_{\text{min}})\) and \(\beta\) is a decay constant the value of which is typically of the order of 1 Å\(^{-1}\). This gives
\[ p(k_0) = \begin{cases} \left(\beta d_0\right)^{-1}k_0^{-1} & \text{for } k_0 \in [k_0^{\text{min}}, k_0^{\text{max}}] \\ 0 & \text{for any other value} \end{cases} \]  
(34)

with \(k_0^{\text{min}} = k_0^{\text{max}} \exp(-\beta d_0)\). According to eq 34, the fact that the tunneling distances are equally likely results in the smallest \(k_0\) values having the greatest likelihood, which is obviously very unfortunate.

The linear change in catalytic current at high driving force results from the contribution of enzyme molecules having low \(k_0\) values with respect to the turnover rate \(k_2\), which contribute only at high driving force (eq 27). Using the generic equation eq 26 with a single value of \(k_2/k_0\) and apparent values of \(E^0\), the current is easily integrated across all possible values of \(k_0\) in the range \([k_0^{\text{min}}, k_0^{\text{max}}]\) (eq 34) to obtain the corrected current \(i^*\), represented by \(^{44}\)
\[ i^* = \frac{i_{\text{lim}}}{a} \left(1 + \frac{1}{\beta d_0} \ln \frac{a + (k_2/k_0^{\text{max}})b}{a + (k_2/k_0^{\text{min}})b} \exp(\beta d_0)\right) \]  
(35)

In Figure 16A, the solid lines are plots of eq 35 in the case \(E_{\text{app}}^0 = E_{\text{app}}^R = E^0\). Panel A corresponds to \(k_2/k_0^{\text{max}} = 10\) and increasing values of \(\beta d_0\) (from left to right). A large value of \(\beta d_0\) corresponds to a distribution of tunneling distances that is wide with respect to \(\beta^{-1}\). As \(\beta d_0\) increases, the number of enzyme molecules having a small value of \(k_0\) increases, and this results in a transition from a sigmoidal wave to a linear current response. If \(\beta d_0\) is small, \(k_0^{\text{min}}\) is very close to \(k_0^{\text{max}}\), and the distribution of tunneling distances has no effect: the limiting case given by eq 26 is recovered. The distortion of the wave when \(k_2/k_0^{\text{max}}\) increases for a given value of \(\beta d_0\) is illustrated in Figure 16B.

If the limiting current is not reached in the experimental range of electrode potential, eq 35 reduces to

\[ \frac{\partial i^*}{\partial E} = \frac{i_{\text{lim}}}{\beta d_0} \frac{F}{2RT} \]  
(37)

This shows that the high driving force slope of the voltammogram is proportional to the limiting current. But whereas the limiting current cannot always be measured from the data, the slope can, and the change in slope against pH or substrate concentration can be fit to determine acidity and Michaelis constants, for example. See the studies of catalytic proton reduction and hydrogen oxidation,\(^{157}\) arsenite oxidation,\(^{165}\) or nitrate reduction.\(^{166}\)

This model is simple enough that the distribution of interfacial ET rates can be simply included in any rate equation that is based on BV equations. See for example the work in ref 167, where a one-electron reaction is considered and the signal is assumed to reflect the contributions from three different subpopulations of enzymes, with each being characterized by a distribution of \(k_0\) values. In refs 158 and 161, mass transport is also considered in addition to the above distribution of ET rates.

Whatever current equation is chosen to fit the data (eqs 18, 26, 35, and 36), it only matters that the signal is not too blurred by slow interfacial ET kinetics, so that the apparent reduction potential of the active site may be measured, since only these parameters are relevant to the mechanism, as illustrated above and further in section 2.2.6.

2.2.5.5. Marcus Theory Applied to Catalysis. The situation where direct ET between the electrode and the active
site is described by Marcus theory (section 2.1.1.3.2) was discussed by Heering and co-workers in ref 37. To predict the wave shape, they used eqs 13 and 25 to calculate the electrochemical rate constants from $E - E^0$, $k_0$, and $\lambda$. Figure 17 shows voltammograms calculated for the same $k_2/k_0$ values as in Figure 13, but using the Marcus equation with $\lambda = 0.5$ eV (see also Figure 6 in ref 37). As expected, the wave shape departs from that predicted using Butler–Volmer equations only in the potential range where the irreversible contribution ($n = 1/2$) dominates.

Whereas noncatalytic studies have been confined to conditions (peak separation lower than reorganization energy) under which the models based on either BV or Marcus theory do not differ significantly, the catalytic wave shapes are often examined over a very large range of electrode potential. It would be interesting to examine how substituting Marcus for BV affects the wave shapes when the distribution of $k_{\text{max}}$ values is accounted for.

### 2.2.6. Intramolecular ET Kinetics

When interfacial electron transfer kinetics was considered above, the overpotential was defined with respect to the reduction potential of the active site, implicitly assuming that electron transfer between the electrode and the active site was direct. This is not so in the case of multicenter enzymes, where the active site is connected to the electrode by a chain of redox relays (hemes, copper centers, or iron–sulfur clusters). We will now examine how intramolecular ET kinetics may transform the wave shape in the simplest case of an enzyme housing a single relay: first in the case where $k_0 \rightarrow \infty$ (section 2.2.6.1) and then permitting slow interfacial ET (section 2.2.6.2).

In order to explicitly consider intramolecular ET steps, the catalytic scheme must include all the redox states of the enzyme (the “microstates” defined in section 2.1.1.2) and the transitions between them. For example, enzymes such as chicken liver sulfite oxidase and flavocytochrome $b_2$ house a two-electron active site (Mo center or flavin, respectively) which is connected to a single one-electron relay (a heme in both cases); these enzymes can exist in $3 \times 2 = 6$ redox states, as illustrated in Scheme 3, where again we omit substrate binding. The intramolecular electron exchange between the active site and the relay (the reduction potential of which we note as $E_R^0$) is described by the rate constants $k_1$, $k_{-1}$, $k'_1$, and $k'_{-1}$. Their ratios are set by thermodynamics:

\begin{align}
K_1 &= k_1/k_{-1} = \exp[\Delta E_R^0/2K_T] \quad (38a) \\
K'_1 &= k'_1/k'_{-1} = \exp[\Delta E_R^0/2E_R^0] \quad (38b)
\end{align}

Here we consider a single value of $E_R^0$ because we assume that there are no redox interactions between the active site and the relay. We also neglect the effect of substrate binding on the reduction potential of the active site.

#### 2.2.6.1. Reversible Limit

In the case $k_0 \rightarrow \infty$, the resolution of the system of equations is rather simple, because Scheme 3 can be transformed into a simpler version that considers only three independent species which interconvert with potential-dependent rate constants. (Hence, the treatment in ref 37, which we criticized in footnote 52 of ref 145, was actually correct.) In this reversible limit, it is remarkable that the current equation for Scheme 3 is again exactly given by eq 18 but with two important differences:

(i) $\tilde{i}_{\text{lim}}$ equates $2F\Delta E_i k_{\text{cat}}$ with

\[
1/k_{\text{cat}} = 1/k_2 + 1/k_1 + 1/k'_1 
\text{ with } \frac{1}{k_2} \geq \frac{1}{k_1} \geq \frac{1}{k'_1} 
\]

(ii) the true reduction potentials of the active site are replaced with apparent reduction potentials which depend on the kinetics of intramolecular ET, and this dependence is surprisingly simple: it is merely governed by the ratio $k_{\text{cat}}/k_i$, where $k_i$ is the slower of the two forward rate constants for intramolecular ET between the active site and the relay ($1/k_i = 1/k_1 + 1/k'_1$).

\[
E_{\text{app}}^0 = E_{\text{O/R}}^0 + f^{-1} \ln(1 + [\exp(f\Delta E_{\text{in}}^0) - 1] k_{\text{cat}}/k_i) 
\]

\[
\exp(f\Delta E_{\text{in}}^0) = K_1[1 + k'_1/(K'_1(k_1 + k'_1))]
\]

\[
E_{\text{app}}^0 = E_{\text{O/R}}^0 + (2f)^{-1} \ln(1 + [\exp(2f\Delta E_{\text{in}}^0) - 1] k_{\text{cat}}/k_i)
\]

\[
\exp(2f\Delta E_{\text{in}}^0) = K_1k'_1/(k_1 + k'_1)
\]

The apparent reduction potentials of the active site are shifted by the amounts $\Delta E_1$ and $\Delta E_2$, which are at most equal to $\Delta E_{\text{in}}^0$ and $\Delta E_{\text{in}}^0$, the limiting situation corresponds to iET being fully rate limiting ($k_{\text{cat}} = k_i$). If intramolecular ET is...
very fast, \(k_{cat}/k_i \approx 0\); hence, \(E^{\text{app}}_{\text{O/R}} = E^{\text{R}}_{\text{O}}\) and \(E^{\text{app}}_{\text{O/I}} = E^{\text{I}}_{\text{O}}\): the redox chain merely mediates the driving force provided by the electrode and has no effect on the apparent reduction potentials of the active site. In contrast, when intramolecular ET is slow, the enzyme behaves as if the active site had apparent redox properties which depend on the reduction potentials of the relay.

The presence of the relay always increases the difference \(E^{\text{app}}_{\text{O/I}} - E^{\text{app}}_{\text{R/O}}\) and thus tends to make the catalytic signal more closely resemble a one-electron wave.\(^{145}\) When intramolecular ET is fully rate limiting, \(n_{\text{cat}} = 1\), which is the number of electrons in the rate limiting step (and \(E_{\text{cat}}\) reveals the reduction potential of the “slow” relay). The converse is not true: observing \(n_{\text{cat}} = 1\) does not imply that intramolecular ET is rate limiting.

For example, we will consider a simple situation where \(K'_{i} \) is large (\(E^{\text{R}}_{\text{O}} > E^{\text{I}}_{\text{O}}\)) and \(E^{\text{app}}_{\text{O/I}} > E^{\text{I}}_{\text{O}}\); hence, \(\exp(f\Delta E^{\text{Im}}_{\text{O/I}}) = K_{i}\). The position of the \(n = 1\) wave is simply related to \(E^{\text{app}}_{\text{O/I}}\), \(E^{\text{I}}_{\text{R}}\), and \(k_{\text{cat}}/k_i\) according to

\[
E^{\text{app}}_{\text{O/I}} = E^{\text{R}}_{\text{O}} + f^{-1} \ln \left( 1 + \exp\left(\left( f(E^{\text{R}}_{\text{O}} - E^{\text{I}}_{\text{O}}) - 1 \right) \frac{k_{\text{cat}}}{k_i} \right) \right) \tag{41}
\]

Equation 41 is plotted against \(k_{\text{cat}}/k_i\) in Figure 18. When intramolecular ET is very fast (\(k_{\text{cat}}/k_i \approx 0\)), the wave is centered on the reduction potential of the active site (\(E^{\text{app}}_{\text{O/I}} = E^{\text{R}}_{\text{O}}\)), whereas, if intramolecular ET limits turnover (\(k_{\text{cat}}/k_i \approx 1\)), \(E^{\text{app}}_{\text{O/I}}\) matches the reduction potential of \(E^{\text{I}}_{\text{R}}\) of the relay. Ideally, in intermediate situations, the ratio \(k_{\text{cat}}/k_i\) may be deduced from the position of the catalytic wave.

The influence of intramolecular ET kinetics on \(E_{\text{cat}}\) described above is of a kinetic nature. Independently, redox interactions may exist between the relays in the enzyme (section 2.1.1.2), but this has neither been detected nor taken into account in an electrochemical model (see ref 168 for a treatment of how this affects light-driven intramolecular ET in the tetrahydroxyl subunit of the \(R.\) \textit{viridis} reaction center).

Last, we note that an enzyme such as NiFe hydrogenase (Figure 1), which houses 3 relays, has \(3 \times 2^3 = 24\) redox states, and has a rate equation much more complex than that above (unpublished results of ours). Complex I, with 9 relays, can exist in 1536 redox states! This makes clear that, regarding multicenter respiratory enzymes, calculating or measuring the individual rate constants for intramolecular ET from one center to the next is one thing, but combining these individual rate constants to determine the overall rate of turnover is quite another. The linear arrangement of the cofactors may suggest that the turnover rate can be obtained by summing reciprocal rate constants, whereas the complete kinetic scheme that incorporates all the redox states is highly interconnected and characterized by rate equations that are difficult to write down, not to mention factorize.

### 2.2.6.2. Effect of Slow Interfacial Electron Transfer Kinetics

Scheme 3, which takes into account intramolecular ET, was solved in ref 145 using the Butler–Volmer equations to describe the kinetics of interfacial ET between the electrode and the relay. Introducing slow interfacial kinetics can greatly disfigure the wave for some extreme values of the parameters (see Figure A1 in the appendix of ref 145); however, we believe that these extreme cases have not yet been observed in experiments. Our analysis suggested that, in most cases, the effect of slow interfacial ET kinetics is to broaden the wave in a way that is similar to introducing

\[ n = \frac{1}{2} \] and \[ n = \frac{3}{2} \] contributions (eq 26). Once more, apparent values of \(k_{i}/k_{0}\) can be defined; they are proportional to the true value of \(k_{\text{cat}}/k_{i}\) (\(k_0^i\) is the rate of ET between the electrode and the relay when \(E = E^{\text{R}}_{\text{O}}\)), but they also depend on the properties of the ET chain in a manner which is too complex to be usefully discussed here. We will simply conclude that for multicenter enzymes, although apparent values of \(k_{i}/k_{0}\) will often need to be adjusted to fit the data, their physical meaning may not always be straightforward.

Most importantly, in both cases (fast or slow interfacial ET) it is as if the ET between the active site and the electrode were direct but the reduction potentials of the active site take apparent values that are modified by the presence of the redox chain if intramolecular ET limits turnover (eq 40).

### 2.2.7. Redox Activation and Inactivation

The catalytic signals sometimes exhibit very complex shapes (Figure 2). In Figure 12, we showed that this may result from the rates of substrate binding being dependent on the redox state of the active site, but other reasons have been put forward. For example, Heering and co-workers discussed the case of a hypothetical enzyme where two redox relays provide two parallel ET pathways to the active site; they show that the catalytic wave may consist of a main signal and a boost, each centered on the reduction potential of one of the relays.\(^{37}\)

When the position of a boost or a switch happens to be close to the reduction potential of one of the redox sites in a multicenter enzyme, the voltammograms are sometimes modeled by assuming that the enzyme exists in two forms, characterized by distinct Michaelis parameters, for example, and whose reversible interconversion depends upon the redox state of a particular redox center. The current equation is obtained by combining the rate equations for each form of the enzyme, weighting each contribution by a Nernstian term

\[ \frac{1}{1 + \exp(f(E - E^{\text{sw}}_0))} \tag{42} \]

where the switch potential is equated to the reduction potential of a certain center. This was done in studies of succinate dehydrogenase,\(^{146–148}\) DMSO reductase,\(^{39}\) nitrate reductase,\(^{150}\) and the Fp subcomplex of Complex I.\(^{155}\) The two rate equations that were combined came from either a kinetic\(^{158}\) or a phenomenological\(^{39,146–148,159}\) model (the latter being defined by an equation such as eq 16).

In addition to these examples where the voltammogram has a complex shape but remains in a steady state, there are cases where it exhibits a spectacular hysteresis. In the case of NiFe hydrogenase (Figure 19A/B), this results from the fact that the active site transforms into an inactive state during the potential sweep (see section 3.6 below). Departure from steady state can occur, provided inactivation is fast enough to proceed on the time scale of the experiment while reactivation is sufficiently slow. In ref 141, Limoges and Savéant have examined how reversible or irreversible inactivation affects the electrochemical response for the distinct mechanisms depicted in Scheme 4. In all cases, they considered a one-electron active site (with reduction potential \(E^{\text{app}}_{\text{R/O}}\)), interfacial electron transfer in the Nernstian limit, and efficient mass transport of substrate. Their goal was to identify a mechanism that can reproduce the voltammograms in Figure 19A and B, which exhibit a decrease in activity on the scan to high potential and a recovery of activity on the reverse sweep, with a large hysteresis at high driving force.
The apparent reduction potential of the active site (and thus the position of the catalytic wave) depends on the kinetics of intramolecular ET (iET) in the case of an enzyme that houses a single relay,\(^{145}\) whose reduction potential is \(E_{a}^{0}\). This is a plot of eq 41 which is valid if \(E_{R}^{0} > E_{O}^{0}\) and \(E_{a}^{0} > E_{a}^{0}\). \(k_{i}\) and \(k_{r}\) are defined in Scheme 3 and eq 39. The right labels illustrate the case of sulfite oxidase discussed in section 3.3.

**Figure 17.** How the apparent reduction potential of the active site irreversibly inactivates in a first-order process with rate constant \(k_{i}\).

Assuming that the oxidized form of the active site irreversibly inactivates in a first-order process with rate \(k_{i}\) (Scheme 4A), the voltammetry is found to be S-shaped and close to steady state when the scan rate is too fast for inactivation to occur \((k_{i}/\nu \approx 10^{-2})\), whereas, at smaller scan rates, it shows a peak on the scan to high potential. Inactivation to occur \((E_{a}^{0} > E_{O}^{0})\), the predicted wave shapes are similar, but steady state voltammetry is now observed when the activation and reactivation processes are both either slow or fast on the voltammetric time scale. In the former situation, inactivation is too slow to proceed. In the latter, the inactivation/reativation process is so fast that it merely acts as a coupled chemical equilibrium which pulls the oxidation of the active site and shifts the position of the wave to lower driving force by an amount \(-f^{-1} \ln(1 + K)\) and decreases the limiting current by a factor of \((1 + K)\) (Figure 5, lower panels, in ref 141).

Last, the authors examined a model called “chemical inactivation/redox reactivation”, where the active site, after it is oxidized at \(E = E_{O/R}^{0}\), irreversibly transforms into an inactive state with a first-order rate constant \(k_{i}\); the inactive state can be reduced at \(E = E_{a}^{0}\) and then gives back the reduced form of the active site with a rate constant \(k_{r}\) (Scheme 4C). Only this model could predict voltammograms showing a decrease in oxidative activity at high driving force, followed by reactivation during the reverse sweep (Figure 19C–E). This appears for selected values of the different parameters that govern the equations, showing that this behavior is a consequence of a subtle interplay between thermodynamics and kinetics.

In studies of the (in)activation chemistry of hydrogenases (section 3.6), signals such as those in Figures 19A and B are interpreted by equating the reduction potential of the reactivation process and the position of the inflection point on the scan to low potentials.\(^{4,169-174}\) However, the signals in Figures 19C and D have been calculated for \(E_{O/R}^{0} = E_{O}^{0}\) and clearly the location of the inflection point on the reverse scan is shifted from \(E_{a}^{0}\), the location of the peak on the reverse scan seems to be a better indicator.\(^{141}\) For both NiFe and FeFe hydrogenases, the reactivation potential is well above the catalytic potential, which in terms of the parameters in Scheme 4C translates into \(\Delta E_{f} = \Delta E_{O/R}^{0} + E_{a}^{0} < 0\), whereas only situations where \(\Delta E_{f} \geq 0\) were examined in ref 141. Panel E shows a voltammogram calculated with \(\Delta E_{f} = -5\). The shape is less similar to those experimentally observed, but this may be a mere consequence of interfacial ET kinetics and film loss being neglected in the model. Again, the inflection point is located above the value of \(E_{a}^{0}\), which is indicated by a vertical dotted line. It will be important to understand why this model does not seem to support the way in which the experimental data is usually interpreted.

### 2.3. Effect of Mass Transport

The above analyses do not consider the substrate depletion near the electrode surface that results from its consumption...
by the catalytic process. Unless mass transport is very efficient, the enzyme may experience a substrate concentration $s_0$ that is lower than that in the bulk, $s_b$, and the complexity arises from the fact that $s_0$ changes during the sweep. Two situations must be considered according to whether the electrode is stationary and mass transport occurs by diffusion only, or substrate supply to the electrode is hydrodynamically controlled, for example by rotating the electrode. The latter case is examined first because the voltammetry can remain in a steady state and it is therefore more easily described.

2.3.1. Rotating Disk Electrode

In a classical and popular configuration, the enzyme is adsorbed onto a rotating disk electrode whose spinning precludes the diffusion layer from indefinitely spreading. If the scan rate is low enough, the concentration profile in the depletion layer relaxes to a steady state at every electrode potential. That is not to say that spinning the electrode always removes the mass transport limitation: only at infinite electrode rotation rate or in the potential region where there is no activity does the enzyme experience a substrate concentration that is strictly equal to the bulk concentration.

To address the case of steady state mass transport being partly limiting, the usual treatment uses the Levich equation

$$i_{\text{lev}} = nFAm_0(s_b - s_0)$$

(43)
to relate the current corresponding to the flux of substrate toward the electrode to the substrate concentrations in the bulk ($s_b$) and on the electrode ($s_0$), and to the mass transport coefficient $m_0 = 0.62D^{2/3}v^{1/6}$, $D$ is the substrate diffusion coefficient, $\omega$ the electrode rotation rate, and $v$ the kinematic viscosity. In the steady state, this current equates the rate of enzyme turnover, which is a function of $E$, $s_0$, and other parameters which characterize the catalytic mechanism.

$$i = f(E, s_0, ...)$$

(44)

One equates this current to the Levich equation to determine $s_0$, the value of which is substituted back in eq 44 to give the current as a function of the experimental parameter $s_b$.

This strategy assumes that steady state conditions apply. This assumption is easily assessed in experiments by checking that the catalytic signal is independent of scan rate (at slow enough scan rate) and/or scan direction.

2.3.1.1. Effect of Mass Transport on the Wave Shape in a Simple Case. Mass transport may affect not only the magnitude of the catalytic signal ($i_{\text{lim}}$) but also its shape, and although this was discussed in the literature in the context of kinetic schemes more complex than Scheme 2A,\textsuperscript{37,53,158,161,162} we shall examine first a case where $E_{\text{irr}}$ and $E_{\text{app}}$ do not depend on $s_0$, for example, the current equation for Scheme 2B (eqs 23) with $K_i = K_t = K$ and $k_2$ small, so that the substrate concentration only appears in the Michaelian dependence of $i_{\text{lim}}$ on $s_0$:

$$i_{\text{lim}} = \frac{2FAT'k_{\text{cat}}}{1 + K_i/s_0}$$

(45)

Straightforward manipulations give

$$i = \frac{k_{\text{cat}}}{2FA} \left(1 + \frac{K_m}{s_0}\right) a$$

(46a)

$$a = 1 + \exp[2(E_{\text{app}} - E)] + \exp[2(E_{O/R} - E)]$$

(46b)

$$s_0 = \frac{s_b}{2} [1 + \sqrt{c^2 + 4K_m/s_b}]$$

(46c)

$$c = 1 - \frac{K_m}{s_b - m_0s_b} \frac{1}{a}$$

(46d)

The complexity arises from the dependence of $c$ (hence $s_0$) on $E$ via the term $1/a$ in eq 46d. Note that $s_0$ tends to $s_b$ at high $a$ (when there is no activity); what occurs on the plateau is discussed in section 2.3.1.3. Equation 46 is plotted in Figure 20 for $s_b$ greater or lower than $K_m$ (left and right panels, respectively) and for different values of a parameter that is proportional to $\omega^{1/2}s_b/k_{\text{cat}}$, using linear (top) and semilogarithmic (bottom) representations. As expected, the effect of slowing down the rotation rate is greater when the catalytic current is high (large $k_{\text{cat}}$) and the substrate concentration is small. When $s_b$ is high with respect to $K_m$, the mere effect of decreasing $\omega$ is to decrease the limiting current but the wave shape is hardly modified. At low $s_b$, changing the rotation rate is more effective and modifies the wave shape: the signal is planed off in a way that sharpens strongly the wave in the high potential region (see the log transform in the lower right panel). See also the discussion of Figure 2 in ref 37.

2.3.1.2. More Realistic Models. The above approach can be applied to examine the effect of substrate depletion in the case of any rate equation giving the steady state current as a function of $s_b$. For example, Heering and co-workers treated a model where substrate binds only to the reduced form of the active site, and direct ET to the active site is modeled using Butler–Volmer equations.\textsuperscript{37} Reda and Hirst recently extended this model to include a distribution of $k_0$ values. Their expression of the current reads\textsuperscript{161}
The solid lines in Figure 21 show how $1/i_{\text{lim}}$ depends on $\Gamma_{\text{cat}}m_{\text{ub}}(s_0)$ (this is proportional to $1/(s_0D_f)^{1/2}$) for several values of the ratio $K_{\text{m}}/s_0$. A clear deviation is observed from the predictions of eq 48 (dashed lines). The conclusion is that, by analyzing the data with the Koutecky–Levich model, one may overestimate $n$ and $D$ (particularly at high $K_{\text{m}}/s_0$ and high $\omega$) and the value of $i_{\text{lim}}$ at infinite $\omega$ (particularly at low $K_{\text{m}}/s_0$ and low $\omega$). Thus, the plot of the extrapolated $i_{\text{lim}}$ against $s_0$ may lead to overestimating $K_{\text{m}}$ and $k_{\text{cat}}$.37 However, from a practical point of view, one would expect the slow desorption of the enzyme over the course of the experiment to be the main obstacle to obtaining reliable values of the Michaelis parameters.

When mass transport cannot keep up with substrate depletion, that is in the limit where $\Gamma_{\text{cat}}$ is greater than $m_{\text{ub}}$, the last term in eq 49c dominates and the limiting current tends to $2F_{\text{Am}}m_{\text{ub}}$: it becomes proportional to $s_0^{-1/2}$ and independent of $\Gamma_{\text{cat}}$. This extreme situation has been found in the case of NiFe hydrides. In these cases, the activity is high when it is adsorbed on a graphite electrode (Figure 2 in ref 177).

Finally, we note that the electrode rotation rate may also influence the turnover rate if there is inhibition by the product, whose dispersal from the electrode surface is more efficient when the electrode is spun at higher rates. In that case, the slope of the Koutecky-Levich plot may exhibit a weak dependence on $s_0$, in contrast to eq 48. This was observed in the case of proton reduction by NiFe hydrides (see the discussion of Figure 3 in ref 157).

### 2.3.2. Stationary Electrode

When the electrode is not rotated, there is no theoretical limit to the spatial extension of the depletion layer, and this usually results in peak-shaped voltammograms showing a continuous decrease in current at high driving force. The current response is convoluted by the diffusion process which is not at steady state. This makes more difficult the analytical derivation of the current responses; hence, the kinetic schemes that have been examined are much simpler than those discussed above. From an operational point of view, the important conclusion below will be that, using a stationary electrode, the Michaelis constant can be only roughly estimated from the change in peak current against substrate concentration.

Most models were developed assuming one-electron catalysis and linear (as opposed to radial) diffusion of substrate (see, however, ref 178 for the case of radial diffusion to sparse clusters of enzyme molecules on the electrode surface). We have transposed the equations to the case of oxidative catalysis.

Andreux and Savaët179 assumed reversible (Nernstian) interfacial ET to/from the catalyst ($E_{\text{1/2}}$) and irreversible, bimolecular reaction with substrate (second-order rate constant $k_2$); the model was generalized to the case of reversible transformation (second-order backward rate constant $k_{-2}$) by Aoki and co-workers.180 The current is shown to be the sum of two contributions, a substrate-concentration independent noncatalytic current given by $i_{\text{lim}}^\text{ncat}$ (eq 18 in section 2.1) and a catalytic wave, the relative magnitude of which is governed by the kinetic parameter $\lambda = k_2\Gamma(D_f)^{-1/2}$. For small values of $\lambda$, the reaction is so slow that no depletion occurs, the current is a steady state sigmoid centered on $E_{\text{1/2}}$ and tends to $i_{\text{lim}} = k_{\text{cat}}\Gamma m_{\text{ub}}$ at high driving force. For large values of $\lambda$, the current is peak-shaped on the forward scan, with a typical diffusive trail at high driving force, and the peak current equates $i_p = 0.496F_{\text{Am}}m_{\text{ub}}(D_f)^{1/2}$. The usual value of 0.446 (instead of 0.496) is obtained if reversibility is allowed.
Figure 21. Plot of $2F\Delta G k_{cat}/m_{f,\text{lim}}$ against $\Gamma k_{cat}/m_{f,\text{lim}}$, according to eqs 49 (solid lines) and 48 (dashed lines), for different values of the parameter $K_m/s_0$: 0.01 (black), 0.1 (red), 1 (green), 2 (blue).

Figure 22. Proton reduction and hydrogen reoxidation by A. vinosum hydrogenase adsorbed at a stationary electrode under a nitrogen atmosphere. Reprinted with permission from ref 157. Copyright 2002 American Chemical Society.

For $k_2 \neq 0$, the oxidative peak potential is $E_p = E_{\text{OVR}} + (0.78 - \ln \lambda)d F/.\text{V}$. The dependence on $\lambda$ is weaker if reversibility is allowed, particularly for large values of $\lambda$ (Figure 3 in ref 180).

The change from S- to peaked-shaped voltammery upon increasing $\lambda = k_2 \Gamma (D_{f,v})^{-1/2}$ explains the weird shape of the signal in Figure 22, which comes from A. vinosum NiFe hydrogenase adsorbed at a stationary electrode and immersed into a solution initially free of hydrogen. The negative current corresponds to proton reduction by the adsorbed enzyme; the hydrogen that is produced accumulates near the electrode surface and its catalytic reoxidation on the return scan results in the oxidative peak. The reductive signal is sigmoidal whereas hydrogen reoxidation is peak-shaped because the value of $\lambda$ is much smaller for reductive than oxidative catalysis: this results from (i) the enzyme being about ten times less active for hydrogen production than hydrogen oxidation and (ii) the diffusion coefficient of protons being about an order of magnitude greater than that of molecular hydrogen.

Xie and Anson have discussed the case where nonideal behavior is supposed to result in an apparent $n$ value ($n_{\text{app}} > 1$) in the Nernst equation (see section 2.1.1.1; $n_{\text{app}}$ is called $g$ in Anson’s paper). They also considered the situation where ET is described by Butler–Volmer equations. The two main differences with the above Nernstian model are that (i) $E_p$ now depends on $s_0$ and the peak current increases with $s_0$ more slowly than being proportional to $s_0$ (unless irreversibility is reached) and (ii) it is no longer possible to obtain the catalytic current by subtracting the current measured with the catalyst in the absence of substrate from the total current measured in the presence of substrate.

In ref 154, Xie and Anson explicitly mention metalloenzymes and assume Michaelis kinetics: the competent form of the catalyst must bind substrate (second-order rate constant for binding $k_{in}$, first-order release $k_{-in}$, dissociation constant $K_o$) before transforming it in an irreversible step with first-order rate constant $k_1$ (the original notations are $k_2$, $k_3$, $1/K_2$, and $k_3$, respectively). They show that for small values of $s_0/K_o$ (effectively resulting in bimolecular kinetics) the behavior is the same as above except that $k_2/K_o$ now substitutes for the former bimolecular rate constant $k_2$. For larger values of $s_0/K_o$, and large values of the kinetic parameter $\lambda = (k_2/K_o)(D_{f,v})^{-1/2}$, the current remains proportional to $s_0$ whereas, for moderate values of $\lambda$, the current levels off at higher $s_0/K_o$, revealing saturation of the catalyst–substrate complex. It was emphasized that whether binding is at equilibrium has little influence on the shape of the voltammetry (note that the complex wave shapes in Figure 12 are only expected if substrate binding is not at equilibrium and substrate binds to several redox states of the active site). No strategy was proposed to extract a Michaelis constant from the data.

Honeychurch and Bernhardt recently treated the similar situation where the enzyme is adsorbed on a stationary electrode using a fully numerical approach, assuming one-electron redox chemistry, BV kinetics, linear diffusion of substrate, and Michaelis behavior for the enzyme–substrate reaction. Consistent with earlier work, they found that the mass-transport limitation results in a voltammogram that is peak-shaped on the forward scan at low concentration of substrate (when enzyme kinetics is bimolecular) and S-shaped on both the forward and reverse scan under saturating conditions (when the turnover rate is independent of substrate concentration); see Figure 2 in ref 181. They also emphasize that fitting the peak current as a function of bulk substrate concentration to the Michaelis–Menten equation overestimates the Michaelis constant, by a factor of two in their numerical example. This is a simple consequence of the current being limited by mass transport only at $s_0 < K_m$. Yet this strategy was sometimes used to get an estimate of $K_m$ when the electrode cannot be rotated (Figures 4 in ref 182, 5 in 183, or 3 in 184).

2.4. Chronoamperometry at the Rotating Disk Electrode

A major advantage of PFV with respect to solution assays is that the activity can easily be sampled every fraction of a second, whereas in homogeneous kinetics the time scale of the measurement is of the order of several minutes. Hence, rapid changes in turnover rates can be resolved, complementing time-resolved spectroscopy experiments which can be used to trap intermediates on the millisecond time scale. This has two distinct applications.

(1) Time and potential dependent activation and inactivation processes can be probed in potential-step experiments where the activity is not at steady state. This yields information on the kinetics and energetics of the reactions involved. The analysis of these data is often straightforward and will be exemplified in section 3.6.

(2) A change in activity may also be induced by rapidly changing a concentration of substrate or inhibitor. The time-dependent catalytic response may be either very close to steady state if the enzyme quickly adapts to the new conditions or delayed by slow reactions whose rates can then be measured. The concentrations may be changed stepwise simply by adding in the electrochemical cell aliquots of concentrated solutions of substrate or inhibitor, or they may...
be progressively varied, in the case of gaseous substrates or inhibitors, by equilibrating the cell solution with different gas phases.

2.4.1. Stepwise Changes in Reactants Concentration

Figure 23 illustrates the simple chronoamperometric determination of a Michaelis constant from an experiment where the concentration of substrate was stepwise increased. The potential was chosen so that the current is measured on the plateau at high driving force, the electrode was spun at a high rate, and the change in $i_{\text{lim}}$ against $s_0$ was simply fit to the Michaelis–Menten equation in panel B; of course, the same approach can also be used in the case of non-Michaelian kinetics. Importantly, the entire relation between activity and concentration is obtained in a couple of minutes; hence, the complications due to film desorption discussed in section 3.1.4 are minimized. This experiment may be repeated at different electrode potentials to determine the dependence of $K_m$ on $E$ (refs 42 and 186).

2.4.2. Continuous Changes in Reactants Concentration

A particular kind of experiment can be carried out with gaseous substrates or inhibitors, as the activity can then be monitored in a single chronoamperometric run where a slow and continuous change of substrate or inhibitor concentration against time results from the buffer composition spontaneously re-equilibrating with the atmosphere above the electrochemical cell. This may occur after an aliquot of solution saturated with a certain gas has been injected in the cell or when a cell initially equilibrated with a certain atmosphere is progressively degassed.

The important point is that the modeling of these experiments is rather easy because the change in concentration against time happens to be exactly exponential (see the discussion of Figure 2 in ref 187). This is a straightforward and fortunate consequence of the equilibration process resulting from mass transport across the liquid/gas interface and the concentration in the gas phase above the cell being constant: the application of Fick’s first law predicts that the change in concentration in the cell follows first-order kinetics.

For example, if the substrate gas, e.g., $H_2$, initially dissolved in concentration $s(0)$ is flushed away by bubbling argon in the cell at $t \geq t_0$, the time-dependent substrate concentration is $s(t) = s(0) \exp[-(t - t_0)/\tau]$ (Figure 24A). If Michaelis–Menten kinetics is obeyed, the activity evolves with time according to

$$i(t) = \frac{i_{\text{max}}^{\text{app}}}{1 + \frac{K_m}{s(0)}\exp\frac{t - t_0}{\tau}}$$  \hspace{1cm} (50)$$

where $i_{\text{max}}^{\text{app}}$ is the current extrapolated to infinite concentration of substrate. If $K_m/s(0) \gg 1$, the current decreases exponentially with time constant $\tau$ and not much information can be gained from it. If $K_m/s(0)$ is small, the substrate concentration may remain saturating long enough that $i$ remains close to $i_{\text{max}}^{\text{app}}$ for a little while, despite the fact that $s$ is decreasing; in that case, the change in activity against time is a portion of a sigmoid (Figure 24B) and the value of $K_m$ can be determined from the intercept at $t = t_0$ of the semilog plot of $\log(i/t_{\text{max}}^{\text{app}} - 1)$ against $t$ (Figure 3 in ref 187 or Figure S3 in ref 188). The value of $t_0$ must be precisely known, since an error $\Delta t_0$ makes the value of $K_m$ wrong by a factor of $\exp(\Delta t_0/\tau)$. In contrast, the value of $\tau$ is adjusted in the fitting procedure and need not be known a priori.

In another kind of experiment, the substrate concentration may be kept constant, and an aliquot of solution saturated with a gaseous inhibitor may be injected in the cell at $t = t_0$. Hence, the concentration of inhibitor “I” decays according to $I(t) = I(0)\exp(-(t_0 - t)/\tau)$. In the following, we let $t_0 = 0$. Assuming bimolecular inhibition kinetics, the differential equation that describes the evolution of the concentration of enzyme in its active (inhibitor-free) form reads

$$\frac{d\Gamma_a(t)}{dt} = -k_i^{\text{app}}I(0)e^{-rt}\Gamma_a(t) + k_d[1 - \Gamma_a(t)]$$  \hspace{1cm} (51)$$

where $k_i^{\text{app}}$ is the substrate concentration dependent (hence “apparent”) second order rate constant of inhibition and $k_d$ is the first-order rate constant for inhibitor release.

If inhibitor binding and release are fast, strictly if $k_i^{\text{app}}I(0)$ and $k_d$ are both greater than $1/\tau$, the fraction of enzyme in the inhibited state continuously equilibrates with the inhibitor in solution, and the current changes with time according to...
and only the apparent inhibition constant $K_{i}^{app} = k/k_i^{app}$ can be measured. If inhibition is competitive, $K_{i}^{app}$ is greater than the true inhibitor dissociation constant $K_i^{187}$.

$$K_{i}^{app} = K_i(1 + s/K_m)$$

Hence, the competitive character of the inhibition process can be demonstrated by examining how $K_{i}^{app}$ depends on $s$. This was exemplified by our study of CO inhibition of wild type NiFe hydrogenase$^{189}$ further described in section 3.7.

In contrast, if $K_{i}^{app}(0)$ and $k_a$ are small, as occurs for inhibition by CO of both cytochrome c nitrite reductase$^{189}$ and certain mutants of NiFe hydrogenase (Figure 55 in section 3.7), the change in activity against time runs behind the change in inhibitor concentration; this delay embeds the information on the rate constants for inhibitor binding and release which can be determined by fitting the chronoamperometric data to the general solution of eq 51, valid for all values of $k_i$ and $k_a$.

$$\frac{i(t)}{i(0)} = e^{k_{app}H0t}\tau^{-1}K_i^{app}e^{k_{app}H0t} + \int_0^t k_a e^{-k_{app}H0t}\tau^{-1} + k_{app} dt$$

(54)

If the inhibition is competitive, $k_a$ should be independent of $s$ while

$$k_i^{app} = \frac{k_i}{1 + s/K_m}$$

(55)

that is, a high concentration of substrate slows inhibitor binding (Figure 2C in ref 189).

The case of irreversible inhibition is simpler than when $i$ and $k_i$ are replaced with $K_{i}^{app}$ and $k_i^{app}$, respectively.

The case of irreversible inhibition is simpler than when $i$ and $k_i$ are replaced with $K_{i}^{app}$ and $k_i^{app}$, respectively.

$$\frac{d}{dt} \Gamma(t) = -k_{inhib}(t) \Gamma(t)$$

(56)

In this equation, the pseudo-first-order rate of inhibition $k_{inhib}$ may be time-dependent. Since the current is proportional to the instant value of $\Gamma(t)$, the data can be analyzed without making any assumption about $k_{inhib}(t)$ by transforming eq 56 into

$$k_{inhib}(t) = -\frac{d}{dt} \log(i(t))$$

(57)

to obtain the instant rate of inhibition. For example, one may expect this rate of inhibition to decrease exponentially with time if the concentration of inhibitor does so and if the inhibition process is bimolecular. This will be illustrated in Figure 52, section 3.6 below. Again, the dependence of $k_{inhib}$ on $s$ may be used to determine whether inhibition is competitive.

3. Case Studies

3.1. Prelims

Redox enzymes are such complex systems that a combination of techniques must always be used to elucidate their mechanism. However, from crystallography to spectroscopy, none of the commonly implemented techniques is expected to be useful for every enzyme; PFV also has restrictive requirements. In a sense, it is quite similar to trying to understand the mechanism from a crystal structure: the first prerequisite is that the enzyme consents to adsorb or crystallize; the second is that the adsorbed or irradiated protein retains the native properties one is trying to study, so that the electrochemical or diffraction data actually tells us something about how the enzyme catalyzes its reaction under physiological conditions. Just as it is now recognized that intense X-ray irradiation can modify the protein structure or the redox states of the cofactors,$^{190,191}$ it is regrettable yet doubtless that not all published electrochemical data obtained with enzymes directly exchanging electrons with the electrode embed mechanistically relevant information. This somehow trivial warning is inappropriate if the goal is to use the wired-enzyme in some kind of electroanalytical device, for example as a biosensor$^{14}$ or as an electrode of a fuel cell,$^{17}$ in which case efficiency will be the only concern. Yet if the focus of the study is on mechanistic issues, care should be taken and ideally some proof should be given that, for each electrode material used, the enzyme mechanism is not altered by the immobilization. This will sometimes be laborious because PFV can provide information that is difficult to confirm with conventional techniques and, unfortunately, there is no single, simple criterion that can be used to unambiguously discriminate between trustworthy and suspect data. Yet it will often be possible to find and put forward some indications of the well-being (or otherwise) of the adsorbed enzyme before proceeding to interpret the results. This is illustrated below with the goal of providing both experimentalists and non-electrochemist readers with ways of assessing the relevance of the data. Later on, in sections 3.2–3.7, we shall discuss a number of examples taken from the literature, whose variety will demonstrate that direct electrochemistry of enzymes can be used for studying every aspect of the catalytic mechanism, including inter- and intramolecular electron transfers, active site chemistry and reactions with inhibitors, complex redox-linked modulations of activity, and even substrate channeling.

3.1.1. Attaching the Enzyme

Several methods have been proposed to attach enzymes to electrodes in a configuration that allows direct electron transfer and retention of activity (see refs 192–194 for recent reviews). Former studies carried out with smaller redox proteins obviously served as a great source of inspiration. The procedures were sometimes optimized to increase the film stability and/or to control the orientation of the enzyme, realizing that random binding may result in a larger number of enzyme molecules being either electrically disconnected or adsorbed in a conformation that blocks substrate access. In a sense, it is quite similar to trying to understand the mechanism from a crystal structure: the first prerequisite is that the enzyme consents to adsorb or crystallize; the second is that the adsorbed or irradiated protein retains the native properties one is trying to study, so that the electrochemical or diffraction data actually tells us something about how the enzyme catalyzes its reaction under physiological conditions. Just as it is now recognized that intense X-ray irradiation can modify the protein structure or the redox states of the cofactors,$^{190,191}$ it is regrettable yet doubtless that not all published electrochemical data obtained with enzymes directly exchanging electrons with the electrode embed mechanistically relevant information. This somehow trivial warning is inappropriate if the goal is to use the wired-enzyme in some kind of electroanalytical device, for example as a biosensor$^{14}$ or as an electrode of a fuel cell,$^{17}$ in which case efficiency will be the only concern. Yet if the focus of the study is on mechanistic issues, care should be taken and ideally some proof should be given that, for each electrode material used, the enzyme mechanism is not altered by the immobilization. This will sometimes be laborious because PFV can provide information that is difficult to confirm with conventional techniques and, unfortunately, there is no single, simple criterion that can be used to unambiguously discriminate between trustworthy and suspect data. Yet it will often be possible to find and put forward some indications of the well-being (or otherwise) of the adsorbed enzyme before proceeding to interpret the results. This is illustrated below with the goal of providing both experimentalists and non-electrochemist readers with ways of assessing the relevance of the data. Later on, in sections 3.2–3.7, we shall discuss a number of examples taken from the literature, whose variety will demonstrate that direct electrochemistry of enzymes can be used for studying every aspect of the catalytic mechanism, including inter- and intramolecular electron transfers, active site chemistry and reactions with inhibitors, complex redox-linked modulations of activity, and even substrate channeling.

3.1.1.1. Graphite Electrodes and Other Forms of Carbon.

The simplest but also one of the most useful strategies, initially proposed and extensively used over the years in Armstrong’s group, consists in adsorbing the enzyme onto a freshly polished pyrolytic graphite edge (PGE) electrode$^{195,196}$ either by repeatedly cycling the electrode in a dilute ($\approx 1 \mu M$) solution of enzyme or by painting the electrode with a very small amount ($\approx 1 \mu L$) of a more concentrated protein sample. The adsorption of negatively charged proteins may be favored by the inclusion of polyamines such as polymixin or neomycin, which promote the electrostatic electrode/
protein interaction. (We have observed that, under certain conditions, neomycin on graphite gives peaks that look like noncatalytic signals; control experiments with no protein should always be performed.) This simple strategy proved successful even for enzymes as large as *E. coli* membrane-bound DMSO
39 and nitrate
42 reductases, which consist of three subunits and which house seven redox centers in addition to a buried Mo active site; it is remarkable that, in either case, there was no evidence of broadening resulting from slow interfacial ET, suggesting that electron exchange is very fast on the time scale of turnover (Figures 44 and 45 below). The stability of the enzyme films varies greatly, from days in the best situations (see below an example with laccase) down to minutes in the case of DMSO reductase
39 or Complex II,
146 but PFV experiments can be quick enough that some mechanistic information is gained before the film falls off. From a very pragmatic point of view, there is no doubt that this somewhat blind strategy that consists in direct adsorption onto graphite has a very good track record.

When basal plane
197,114 or highly oriented
198 pyrolytic graphite (HOPG) is polished with emery paper and/or alumina, the structure of the interface should be rough and similar to that obtained with edge plane graphite. In the work of Taniguchi and co-workers, the HOPG surface was peeled of adhesive tape to adsorb fructose dehydrogenase on the surface. The adsorption of arsenite oxidase
127 and xanthine oxidase
128 on edge-plane graphite has a very good track record. In the work of Taniguchi and co-workers, the HOPG surface was peeled of adhesive tape to adsorb fructose dehydrogenase on a fresh basal-plane.
199 The rate of ET for the ferro/ferricyanide redox couple is much faster at edge-plane graphite than at basal-plane graphite;
200 this can be used to test the nature of the electrode surface and the presence of edge-plane defects.
114

Glassy carbon was also used, although less frequently.
144,201,202 Gorton and co-workers tested the adsorption of various laccases on spectrographic graphite and HOPG.
203 Karyakin and co-workers have used electrodes based on carbon filament material and treated with sulfuric acid to adsorb hydrogenases.
204–206 Some recent reports concern the adsorption of arsenite oxidase
207 and xantheine oxidase
208 on carbon nanotube modified glassy carbon electrodes; other examples of direct electron transfer between enzymes and carbon nanotubes are cited in ref 209. Compton and co-workers have recommended that all electrochemical experiments where carbon-nanotube-modified electrodes are employed should be compared with PGE electrodes to rule out the possibility that electrocatalysis arises from the presence of metal impurities in the nanotubes.
210

Laccases seem to form unstable films on pyrolytic graphite, only poor catalytic activity could be detected (although some noncatalytic signals were observed);
216 pyrolytic graphite edge eventually proved to be a better choice for studying this enzyme.
167,185 In contrast, cytochrome c nitrite reductase (ccNiR) retains activity when it is immobilized onto an unmodified Au(111) surface.
217 Heering and coworkers used the reactivity of two thiols present at the surface of a ferredoxin from *Pyrococcus furiosus* to directly immobilize the protein on a bare gold electrode, with an orientation such that the cluster is exposed to solution, providing an electrode surface with docking sites for the potential attachment of redox enzymes.
218 (see section 3.1.1.7 below). Gorton and co-workers adsorbed tabacco peroxidase
219 and laccase
220 on gold electrodes previously polished chemically and/or electrochemically.

3.1.1.3. Modified Gold. Adsorption onto gold electrodes covered with self-assembled monolayers (SAMs) of alkanethiols is a strategy that was time-tested for small proteins: peptides, alkanethiols and MPA were used for promoting the adsorption on gold of azurin,
78,118,221–223 various cytochromes,
224,225 (see ref 226 for a review) and, somewhat less frequently, ferredoxins.
227 Similar strategies proved efficient for redox enzymes. Moura and co-workers adsorbed the di-heme peroxidase from *P. denitrificans* onto gold covered with dithiopyridine.
228 The copper-containing nitrite reductase (CuNiR) from *Achromobacter xylosidans* was immobilized by Ulstrup and co-workers onto a single-crystal Au(111) electrode surface modified with a self-assembled monolayer of cysteamine
182 or methylbenzenethiol.
127 Recently, Heering and co-workers obtained reliable catalytic signals for NiFe hydrogenase adsorbed at a gold electrode covered with polymyxin.
230 Gorton and co-workers have systematically studied the adsorption of sulfite oxidase on various SAMs.
229

Gold and modified-gold electrodes, unlike graphite, have the favorable optical and topographic properties that make it possible to use spectroscopic methods to inspect the adsorbed protein or enzyme. Fluorescence resonance energy transfer
225 and surface-enhanced resonance Raman and infrared absorption (see refs 24 and 231 for reviews) are very promising approaches in this respect.

3.1.1.4. Covalent Binding. Butt and co-workers covalently attached *Shewanella frigidimarina* Ifc3 fumarate reductase to a gold electrode by labelling the enzyme with 2-pyridyl disulfide.
32 Martin and co-workers obtained films of *Rhus vernicifera* laccase stable for up to 8 h when carbodiimide coupling was used to bind the enzyme to a gold electrode covered with a monolayer of mercapto propionic acid (MPA)
77 (see also ref 233 for the attachment of cytochrome c to alkanethiol monolayer electrodes). Judging by the shape of the voltammetric response for attached laccase (Figure 25),
77 interfacial ET appeared to be rather fast despite the fact that this enzyme is heavily glycosylated. (Glycosylation is an enzyme-catalyzed post-translational modification step which adds saccharides to a protein in order to increase its stability or to assist folding). One would expect that the presence of this insulating layer would make ET between the electrode and the enzyme slow, as observed for example for horseradish peroxidase in refs 163 and 234, but that it is not so demonstrates our lack of comprehension of the electrode/enzyme electronic interaction in some cases. Astier and co-workers reported that carbodiimide coupling of *Alcaligenes faecalis* copper nitrite reductase (CuNiR) to a carboxylate-terminated SAM electrode did not result in any catalytic response, whereas a noncatalytic peak sensitive to
scan rate \(k_0 \approx 10^{-1}\) s\(^{-1}\)) was observed.\(^{216}\) De Lacey and co-workers achieved direct ET to immobilized Desulfovibrio gigas NiFe hydrogenase by forming an amide bond between the glutamic residues surrounding the surface-exposed [4Fe4S] cluster of this enzyme (Figure 1) and either carbon electrodes\(^{199}\) or carbon nanotubes\(^{233}\) functionalized with amine groups. This immobilization was carried out at low pH and low ionic strength to take advantage of the enzyme’s dipole moment and to encourage the adsorption of the enzyme in the orientation appropriate for fast electron transfer, i.e. with the surface exposed FeS cluster facing the electrode.

3.1.1.5. Reconstitution. Willner and co-workers have demonstrated that catalytic electron transfer to FAD or NAP(P)\(^+\) dependent enzymes attached to gold electrodes or single-walled carbon nanotubes can be achieved by reconstitution of the apo-enzyme using an attached tether consisting of a redox relay unit and a FAD or NADP group. The latter may “plug” into the enzyme in the reconstitution step and substitute for the missing active site.\(^{236-238}\) This is a brilliant strategy for designing biosensors and biofuel-cells, but in some of the tested configurations, the shape of the voltammetric signal for glucose oxidation by reconstituted and wired glucose oxidase shows a typical exponential increase with electrode potential (Figure 6A in ref 240, Figures 2 and 3 in ref 241, or Figure 6 in ref 237), which may indicate that interfacial ET is slow with respect to turnover (Figure 16). Whatever the origin of this effect might be, it has precluded so far the use of this strategy in the context of mechanistic studies.

3.1.1.6. Affinity Binding. Provided the protein/enzyme can be genetically engineered, it may be modified at the N- or C-terminus with a poly-histidine motif or “his-tag”, whose micromolar affinity for nickel or cobalt can be used for binding the enzyme to a column (in the purification process) or to an electrode. An obvious limitation of this general strategy is that the protein termini may not be optimally located. Nitrilo-triacetic acid (NTA) was used as a metal-chelating agent for attaching a ferredoxin:NAD\(^+\) reductase and cytochrome c oxidase;\(^{242-245}\) considering the advantages of this approach in terms of orientational control, it is unfortunate that in this configuration direct ET is either quite slow (0.002 s\(^{-1}\) in ref 245) or does not occur. NTA can be grafted to aryl diazonium for the subsequent modification of graphite\(^{246}\) or to pyrrole for electrogeneration of a poly(pyrrole)-NTA film,\(^{247}\) but again with no evidence yet that this can promote direct ET to a bound, his-tagged protein. Martin and co-workers achieved direct ET to histagged thioredoxin, plastocyanin, and cytochrome P\(\text{450c:17}\) by using an Acbstacn (1-aceto-4-benzyl-triazacyclononane) ligand covalently attached to a gold surface covered with MPA by carbodiimide coupling.\(^{238,249}\) In the case of thioredoxin, comparison with the film of protein randomly immobilized at a SAM-modified electrode by using the method that was successful for laccase\(^{77}\) showed that tethering increased the film stability and homogeneity and the ET rate \(k_0\) increased from 0.1 s\(^{-1}\) to 8 s\(^{-1}\). However, only at graphite electrodes has it been possible to observe the biologically-significant cooperative two-electron chemistry of thioredoxins.\(^{64}\) With respect to P450 BM3 in DDAB films,\(^{251}\) a three-fold increase of \(k_0\) was also observed when the enzyme was covalently bound to a basal plane graphite electrode using the thiol specific reagent N-(1-pyrene)iodoacetamide.\(^{252}\)

3.1.1.7. Redox Assemblies. It was demonstrated that catalytic electron transfer can occur with sub-monolayer assemblies of an enzyme connected to the electrode \(via\) another redox protein, in a way that may or may not mimic the natural ET pathway. Dutton and co-workers managed to adsorb on a SAM-modified gold electrode a preformed cytochrome \(c/cytochrome c\ oxidase\) complex (Figure 33 below) which retains an oxygen-reduction activity that is reversibly inhibited by CO, showing that this arises from cytochrome \(c\) oxidase catalysis.\(^{253}\) Likewise, cytochrome \(c\) adsorbed onto bare gold by Heering and co-workers could serve as a redox dock for several enzymes, namely yeast cytochrome \(c\) peroxidase and Paracoccus denitrificans cytochrome \(cd\) nitrite reductase and nitric oxide reductase\(^{47}\) (see also section 3.3). In a subsequent paper, the authors describe the attachment of cytochrome \(c\) to single-walled carbon nanotubes in an orientation that will certainly prove appropriate for relaying electrons to redox enzymes.\(^{254}\) Conductive wiring of an immobilized photosynthetic reaction center\(^{255}\) or sulfitide oxidase\(^{256}\) to an electrode by horse-heart cytochrome \(c\) was also reported. In ref 257, Demaille and co-workers describe a reconstituted photosynthetic electron transfer chain where the proteins were solubilized (rather than adsorbed); they could examine in detail the inter-protein interactions (ferredoxin/PSI and ferredoxin/FNR) and could determine binding and dissociation rates and a shift of the reduction potential of ferredoxin when complexed with FNR. We shall not describe this work further because the signals result from homogeneous catalysis, which is out of the scope of this paper.

3.1.1.8. Surfactant and “Layer-by-Layer” Films. Enzymes can be embedded into layers of surfactants (often DDAB or DMPC), cast onto an electrode (often basal plane graphite), or adsorbed using the so called layer-by-layer strategy whereby the enzyme is inserted into alternated layers of charged polymers, often PSS and PDDA. This was used for both soluble and membrane-bound enzymes (references will be given in the following section), although catalytic ET was not evidenced in every case. Transmembrane enzymes (pyruvate oxidase,\(^{259}\) Complex II,\(^{260}\) cytochrome \(bo_{3}\),\(^{361}\)) have been incorporated in electrode-supported lipid bilayers; in these cases, the physiological activity was clearly retained but ET was mediated by the natural cosubstrate, a quinone located in the membrane, rather than direct. Cytochrome \(c\) oxidases from various organisms were also immobilized in supported bilayers aimed at providing a native-like environment;\(^{243-245,262,263}\) in these studies, the emphasis was on spectroscopic rather than kinetic properties.

Figure 25. Dioxyn reduction by Rhus vernicifera laccase covalently bound to a modified gold electrode. The different voltammograms illustrate inhibition by fluoride in the range 0–53 mM (labeled 1–9). Reprinted with permission from ref 77. Copyright 2003 American Chemical Society.
### 3.1.1.9. Porous and Nanostructured Materials

The research in the fields of biosensors, biofuel cells, and bioelectronics has motivated the studies of biocompatible electrode surfaces having pores or nanostructures whose sizes are similar to those of enzymes. This includes nanoparticles (graphite, silica, gold, Pt, etc.) and nanotubes, quantum dots, and mesoporous materials (electrodeposited oxides, ITO, carbon, etc.). The reader will find many examples in recent reviews. These studies do not focus on the catalytic mechanism and will not be described hereafter, yet they represent important new avenues for protein electrochemistry.

### 3.1.2. Observing Reasonable Noncatalytic Signals

The effect of the immobilization on the properties of redox proteins has been discussed, often with emphasis on cytochromes adsorbed onto modified gold electrodes. This includes a soluble fragment of the otherwise membrane-bound Flavocytochrome C₃, a subcomplex of complex I, chicken liver sulfite oxidase, xanthine oxidase, a single NiFe hydrogenase, multi-heme nitrite reductase, nitric-oxide reductase, phtalate dioxygenase, cytochrome c peroxidase, and Paracoccus denitrificans amine dehydrogenase. Noncatalytic data was also reported for a laccase covalently attached to a monolayer of thiol self-assembled on a gold electrode, lytic data was also reported for a laccase covalently attached to a monolayer of thiol self-assembled on a gold electrode, lytic data was also reported for a laccase covalently attached to a monolayer of thiol self-assembled on a gold electrode, lytic data was also reported for a laccase covalently attached to a monolayer of thiol self-assembled on a gold electrode, lytic data was also reported for a laccase covalently attached to a monolayer of thiol self-assembled on a gold electrode.

Electroactive coverage is usually significantly lower for large enzymes than for small redox proteins, and consequently, noncatalytic signals have been reported in only very few (but varied) cases: for enzymes adsorbed onto graphite electrodes, this includes the reduction potentials of the four centers which houses a flavin active site and four hemes; with the enzyme adsorbed at a PGE electrode, the FAD noncatalytic signal is easily distinguished from the four broader \( \delta \) signals which span 30 mV. The concordance of the result with the work of redox potentiometry was very good, within 30 mV for all centers. E. coli fumarate reductase (FrdAB, pdb 1FUM) shares a similar active site and mechanism, but the electron transfer chain consists of three aligned FeS clusters. The reduction potentials of the four centers were also determined using PFV (Figure 26B) and found to match independent measurements. The assumption that the centers are redox-independent was explicitly made and questioned, but it should be recognized that the relatively low intensity of the peak currents observed for large multicenter enzymes often precludes the use of noncatalytic PFV to investigate the possible redox cooperativity between the different redox centers (section 2.1.1.2). Should redox interactions be suspected or detected (as in multiheme cytochromes for example), it is important to think of the nontrivial relation that exists between the “macroscopic” reduction potentials measured in PFV (or UV–vis if the centers are indistinguishable for example) and their “microscopic” counterparts, which can sometimes be determined from titrations followed by NMR or EPR.

In a number of cases, the situation is less favorable in that not all individual signatures can be distinguished, even at the lowest scan rate. Although this is unexpected because the different redox sites in an enzyme are usually connected, plausible explanations have been offered. For example, with two-electron signals being sharper than \( n = 1 \) peaks, the former may appear just above background when the latter is too small to be detected. This was suspected for A. faecalis arsenite oxidase, where the [3Fe4S] and Rieske-type [2Fe2S] signals were not detected whereas a sharp peak, shifting −60 mV per unit of pH, was attributed to the two-
electron:two-proton MoVI/IV transition of the active site; consistently, the fact that the MoV center cannot be detected in EPR experiments suggests that it disproportionately. Thus, PFV provides again a unique handle on the active site. Sulfite oxidase315 illustrates a situation where the Mo active site escapes detection whereas the single electron relay in this enzyme, a heme, is detected as an \( n = 1 \) peak.281 In this enzyme, the active site and heme domains are separated by a flexible hinge and a possible conformation of the protein is such that the two domains are so far apart from one another that intramolecular ET cannot take place. Armstrong and co-workers explained the absence of a stoichiometric Mo signal in PFV by the fact that the adsorbed enzyme exists mainly in a frozen conformation that is not efficient for intramolecular ET but in which the hemes do communicate with the electrode to give the observed prominent \( n = 1 \) peak.281 The fact that a large fraction of the adsorbed enzyme does not engage in catalysis explains that the activity calculated from the magnitude of the catalytic current and the heme coverage is more than one order of magnitude lower than expected if all these hemes could receive electrons from the Mo active site at a rate similar to that observed in solution assays (see also section 3.3).

For P450 enzymes, it was emphasized298 that the reduction potentials of the heme FeIII/II couple measured by direct electrochemistry when the enzyme is cast into a DDAB film are consistently 100–300 mV more positive than those measured in solution titrations. Martin and co-workers77,298 underlined another discrepancy with solution studies: apart from an early work with P450cam adsorbed on graphite,316 electrochemical investigations with many P450 enzymes cast into DDAB films did not detect the positive shift in reduction potential upon binding of substrate that is the basis of the regulation mechanism proposed by Gunsalus and co-workers317–320 and explains why selective substrate oxidation occurs in preference to \( \mathrm{O}_2 \) reduction. It has been proposed that this inconsistency may result from DDAB molecules blocking access to the substrate-binding cavity302 or from partial unfolding induced by the immobilization and electric field effects, as occurs on various Ag/SAM electrodes.321

In some cases, the active site or a redox relay dissociates from the enzyme over the course of the electrochemical experiment. This is undesirable but easily detected, provided this released center spontaneously adsorbs and gives a noncatalytic signal. Partial release of the active site is the lesser evil if its signature appears in a region where there is no catalytic activity or, in case it overlaps the catalytic signal, if its signature can be eliminated by subtraction (we assume that the apo-enzyme is fully inactive and does not contribute to the catalytic signal). Published noncatalytic data bringing unambiguous evidence of partial loss of redox centers under certain conditions include flavoenzymes158,322 and laccase.77

3.1.3. The Right Reactions, at a Reasonable Potential and Overpotential

The integrity of an enzyme adsorbed to an electrode surface is much more easily assessed than that of a redox protein because, to put it simply, treating the enzyme roughly usually makes it stop working. Common sense suggests that the adsorbed enzyme should catalyze the same process as in solution assays, and at a comparable rate. Again, observed discrepancies can sometimes be given other justification than the interaction with the electrode denaturing the enzyme, with the best case being when the adsorbed enzyme exhibits greater activity than in solution assays.

Hence, one will collect evidence for the enzyme specifically catalyzing the transformation of the right substrate, knowing that many enzymes, and certainly most respiratory enzymes, are specific with respect to the reaction they catalyze. However, there are some exceptions; for example membrane-bound nitrate reductases also catalyze chlorate reduction at a significant rate and some P450 enzymes have broad substrate specificity. Nonphysiological electrocatalytic activity may also indicate denaturation (this is defined as significant and/or irreversible unfolding of the protein or loss of redox cofactors, which makes the enzyme lose its ability to catalyze the physiological reaction). There is abundant literature on the stable and direct electrochemistry of myoglobin, hemoglobin, and P450 films grown either by layer by layer or from using gels or surfactants. Although this is not physiological, these films are active regarding \( \mathrm{O}_2 \) and \( \mathrm{NO} \) reduction, but Koper and co-workers have recently pointed out that this activity may result from the heme that is released in the film rather than from (or in addition to that from) the intact protein. Their claim is based on the observation that myoglobin-DDAB and heme-DDAB films give the same electrochemical response,323 and they reached the same conclusion about layer-by-layer assemblies of myoglobin or heme and polystyrenesulfonate.324 Hence, they stressed the importance of control experiments, including the comparison of experiments carried out with either a heme or a heme-containing protein.325 Their conclusions were challenged by Rusling and co-workers;324 the debate was published in refs 323–326. With a highly reactive substrate such as NO, great care must be taken that the detected current does not come from contaminant nitrite formed upon reaction with traces of oxygen,327–329 since nitrite reduction by adsorbed hemoglobin and myoglobin was also demonstrated. For P450 (monooxygenase) enzymes, there are fewer reports of activity with physiological substrates265,300–302,310,311 than evidences for noncatalytic direct ET. These enzymes catalyze the insertion of one atom of oxygen into an organic substrate (this is usually an insertion into a C–H bond) while the other oxygen atom is reduced to water, with the concomitant oxidation of NAD(P)H; the electrode may substitute for the electron donor NAD(P)H. As previously noted,290 the P450-catalyzed oxidation of the substrate is usually detected as an additional oxygen-reduction current and the two processes are difficult to uncouple. Chromatography–mass spectrometry detection of the product will be useful to establish catalysis unambiguously.

It may indeed be possible to check that the enzyme not only catalyzes the transformation of the physiological substrate but also makes the right product. This has been achieved for example by determining the electron-stoichiometry of the catalytic process: Anson and co-workers, in an earlier report on oxygen reduction by Polyporous versicolor laccase adsorbed onto a rotating electrode, used the value of the slope of the Koutecky–Levich plot, which depends on the number of electrons in the overall redox reaction (eq 48), to confirm that the enzyme catalyzed the reduction of oxygen to water and not to hydrogen peroxide. Gorton and co-workers studied the reduction of oxygen by laccase adsorbed onto bare or thiol-modified gold electrodes; they found that hydrogen peroxide is produced in the former case.220 In the case of hydrogenase, mass spectrometry has
been used to check that the cathodic current resulted from hydrogen production.205

The examination of the electrode potential where activity occurs can also be very insightful. For example H2O2 reduction was reported for a number of cytochrome c peroxidases (ccp) adsorbed onto various electrode materials.143,332 As noted by Andreu and co-workers,163 in most of these studies, catalysis occurs at an electrode potential (typically <0.1 V vs SHE at pH 7) close to the reduction potential of the FeIII/II couple of the active site; but this redox couple is not part of the normal catalytic cycle which involves the high-potential two-electron transformation between a ferryl iron close to a radical cation (the so-called “Compound I”) and a ferric state. In contrast, catalytic reduction of H2O2 was observed at potentials more consistent with the involvement of Compound I for ccp,175,285,333,334 a bacterial (di-heme) ccp (Figure 27),250,330 and horseradish peroxidase.163 Similarly for laccases, oxygen reduction is expected to occur at very high electrode potential (Figure 25);77,203,211,335 otherwise, the electrochemical signal may not divulge much about the physiological catalytic process. One may also keep in mind that, as far as biological electron transfers are concerned, if one excludes certain intramolecular processes that take place right after photoexcitation in reaction centers,256 the physiological range of reduction potentials at pH 7 only extends down to about −500 mV vs SHE (this extreme limit is exemplified by the ferredoxin interacting with the reaction center in green sulfur bacteria).

Once specific activity is evidenced, an additional way of testing the soundness of the adsorbed enzyme is to probe a specific inhibition process which can also be compared to known properties as determined in traditional solution assays. For example, Butt and co-workers described the inhibition by CO and air of hydrogen/proton conversion by M. elsdenii iron-hydrogenase adsorbed onto glassy carbon.144 The inhibition of laccase activity by fluoride was also reported by Martin and co-workers (Figure 25).77

Last, since interfacial electron transfer is of little interest to the biochemist, it is undesirable that the catalytic signal is broadened and shifted to higher driving force by sluggish electron exchange between the enzyme and the electrode (section 2.2.5), and it is a prerequisite for PFV studies that the immobilization procedure is optimized in this respect.

3.1.4. The Right Michaelis Parameters and Their Dependences on pH

A straightforward characterization of the kinetic properties of an enzyme involves the measurement of its Michaelis parameters (k_cat and K_m). In PFV, this involves measuring the dependence of the limiting current on substrate concentration under conditions where there is no mass transport limitation (eq 22). This can be fit to the Michaelis–Menten equation to determine nFAGk_cat from the limiting current extrapolated to infinite concentration, and K_m, the concentration such that the limiting current is half its maximal value. Measuring k_cat requires that the electroactive coverage Θ be determined from the magnitude of the noncatalytic signal. If the coverage is too low for noncatalytic studies, a lower value of the turnover number can be estimated by using as an upper value the electrode coverage that would have resulted in detectable noncatalytic signals. The Michaelis constant can be determined even when the noncatalytic signal is below the detection limit from the relative change in limiting current against substrate concentration, provided the unknown coverage remains constant.149,165

Conceptually, all this is very simple. In practice, when the electroactive coverage can be estimated from the area beneath the noncatalytic peaks, this is usually not performed with an accuracy better than 25%,12 and film desorption can be a real problem for determining the value of K_m. Complete Koutecky–Levich analysis (section 2.3.1.3) has been reported,12 but it may not be practical in all cases: this involves the extrapolation of the catalytic current to infinite rotation rate for every substrate concentration (and for the same protein film, unless normalization by the electroactive coverage is possible); this takes quite some time, during which the electroactive coverage may decrease. An alternative, time-saving strategy involves the chronoamperometric measurement of the increase in current measured at a fixed potential (on the plateau) and at a high electrode rotation rate (to minimize mass transport control), upon stepwise addition of aliquots of substrate (Figure 23); under these conditions, moderate film loss over the course of the experiment leads to underestimating the value of K_m. For the least stable films, it is possible to evaluate the Michaelis constant from the instantaneous percentage increase in current upon stepwise additions of substrate.158 When the current keeps increasing linearly at high driving force instead of reaching a well defined limiting value (Figure 2F), the model in section 2.2.5.4 and ref 44 suggests that the slope at high driving force is proportional to the unknown limiting current; thus, the change in slope against substrate concentration can be used to measure the Michaelis constant but not the absolute turnover number, and this does not solve the problem of film desorption (see ref 165 for an application to Alcaligenes faecalis arsenite oxidase). When the electrode cannot be rotated, the procedure that consists in analyzing the change in peak current measured at a stationary electrode182–184 leads to overestimating the value of K_m (see section 2.3.2 and ref 181; this is without counting film desorption). Thus, in most cases, the values of k_cat and K_m cannot be determined with very high accuracy, and clearly there would be no advantage in using PFV only to measure...
these parameters; needless to say, we have written this review because we think that PFV proved much more useful than that.

Yet, related to establishing the integrity of the adsorbed enzyme, the question arises as to whether the Michaelis parameters measured with the enzyme connected to an electrode should match those measured in more traditional solution assays with soluble partners/cosubstrates. In the context of biosensors, the aim is to design an enzyme-electrode whose $K_m$ value is as high as possible to increase the linearity of the response (physiological values are usually low, in the range $10^{-100} \text{M}$). In contrast, for mechanistic studies, it is certainly common sense that an approximate agreement between the Michaelis parameters measured in solution assays and with the enzyme immobilized is a good sign; this was actually observed in many cases. However, for some enzymes, the electrochemical value of $k_{cat}$ and/or its dependence on pH differed significantly from those observed in solution assays.

A now classical example is *A. vinam*o* *NiFe hydrogenase, whose turnover rate for $\text{H}_2$ oxidation lies in the range $1500–9000 \text{s}^{-1}$ when it is adsorbed at a graphite electrode (that is significantly higher than that observed using methyl viologen or methylene blue as the electron acceptor). Moreover, it is hardly dependent on pH, whereas a bell-shaped change in activity against pH is observed in solution assays. These observations were rationalized by considering that, in traditional experiments, intermolecular electron transfer is rate-determining. This is supported by the observation that the turnover rate in solution assays shows no isotope effect and is strongly dependent on which electron acceptor is used. By using the electrode as a more efficient electron partner, the kinetics is no longer dependent on the slow interaction with the soluble redox dye and the intrinsic turnover rate of the enzyme can be measured. Martin and co-workers also reported that the pH dependence of $\text{O}_2$ reduction activity by *R. vernicifera laccase* covalently bound to a modified gold electrode was weaker than in solution assays, although no comparison was made regarding absolute turnover rates.

In some cases, the calculated electrochemical turnover rate was found to be smaller than expected from solution assays. This may sometimes reveal that the immobilization process is detrimental to catalysis, and this is unfortunate. If not, it may be that the coverage of enzyme that actually engages the solvent). Hence, there is no doubt that the voltammetry is located in regions of the protein that are shielded from the fact that they share only ca. 50% homology (the identity of these enzymes is so complex that the choice of electrode potential where the current is measured becomes equivoctal. For example, electrochemical Michaelis parameters and inhibition constants were shown to strongly depend on electrode potential in the case of adsorbed *E. coli* nitrate reductase (Figure 2E), and it is not clear what exactly should be compared to the values measured in solution assays which are carried out without accurate control of the driving force.

### 3.1.5. Catalytic Signal Being Independent of Protein/ Electrode Interactions

Early PFV experiments led to the major discovery that the activity of a redox enzyme may not vary in a monotonic fashion upon increasing the driving force (Figure 2). Initially this came as quite of a surprise, and much effort has been devoted to making sure that the complex dependence of activity on electrode potential revealed an intrinsic property of the enzyme, rather than an artifact resulting for example from potential-dependent enzyme reorientation, as this would be physiologically irrelevant.

A non-monotonic change in activity against driving force was first observed by Armstrong and co-workers for a soluble subcomplex of mitochondrial (beef heart) Complex II (succinate dehydrogenase, or SDH, pdb 1NEN) reducing fumarate (Figure 50). The authors were able to independently confirm their electrochemical observation by showing the result of a spectrophotometric solution assay in the presence of reduced methyl viologen as electron donor: the reductase activity of the enzyme increases over the course of the assay as the concentration of electron donor decreases and so does the driving force for the reaction: this mirrors the change in activity that is detected in electrochemical experiments when the electrode potential is made less negative. It was also noted that the voltammetry is independent of the nature of the electrode surface (graphite or bare gold) and that the enzymes from *E. coli* and beef heart have exactly the same electrochemical behavior despite the fact that they share only ca. 50% homology (the identity is located in regions of the protein that are shielded from the solvent). Hence, there is no doubt that the voltammetry reveals intrinsic and interesting properties of the enzyme that are conserved between the two enzymes.

The signature in Figure 2B is similar for most enzymes from the DMSO reductase family for which PFV data is available with the exception of arsenite oxides. These enzymes share a common catalytic subunit, but they have very little overall homology, suggest-
ing that these electrochemical data do relate to the active site chemistry. In their study of periplasmic nitrate reductase, Butt and co-workers have also correlated the acceleration of the turnover rate observed over the course of solution assays and the non-monotonic electrocatalytic response, which is similar to that in Figure 46 (see the inset of Figure 5 in ref 343).

The “unusual” voltammetric signature of D-gluconate dehydrogenase was observed on electrode surfaces as diverse as carbon paste, glassy carbon, basal plane graphite, and gold-plated platinum.230 The shape of the voltammogram for fumarate reduction by *Shewanella frigidimarina* fumarate reductase (Icf3) did not depend on whether the enzyme is adsorbed on pyrolytic graphite or covalently bound to gold.232,345 Similarly, the anaerobic oxidative inactivation of NiFe hydrogenase (section 3.6) is observed irrespective of whether the enzyme is adsorbed on graphite43 or on gold covered with polymyxin.230 *Cytochrome c nitrite reductases* also exhibit a shutdown of activity at low electrode potential,149,150,189,346 and again, this was observed with enzymes from different organisms and using electrode surfaces as different as graphite and single-crystal gold.217

### 3.2. Interfacial and Intermolecular Electron Transfer

To relieve the frustration of the biologists and bioinorganic chemists who have followed the discussion up to this point, we shall now start describing the use of PFV to learn about the various steps which contribute to the catalytic cycle of redox enzymes. Interfacial ET relates to electron tunneling between the electrode and the enzyme, a step that substitutes for intermolecular ET in homogeneous kinetics. In *vivo*, redox enzymes may interact with other proteins which are either anchored to or included in charged membranes, and it has sometimes been suggested that the interaction between the protein and certain electrode surfaces may mimic some physiological situations.124 This can be illustrated by the very peculiar case of the periplasmic *cytochrome c*55 of *A. aeolicus*. This electron-transfer protein contains a flexible, cysteine-terminated 62-residue extension by which it is tethered to the membrane. Imitating the physiological configuration, Armstrong and co-workers used this natural lead to attach the protein to a modified gold electrode,115 the observed value of *k*0 was extremely high (15000 s−1), and most importantly, it was 500 times greater than that measured with the protein *c*555, which only differs from *c*553 in that it lacks the proteic extension and was therefore directly adsorbed on the electrode. Hence, in this case, electrode—protein electron transfer appears to be faster when the protein is able to explore a wide range of orientations, so that conformations having a better electronic coupling are accessed very frequently. Together with the observation that the greatest ET rates are observed under conditions of high ionic strength, this suggested to the authors that fast ET can be associated with loose interactions. This conclusion may hold *in vivo* and suggests that electron transport in real biological systems may be faster in situations where the components of a transient complex are not connected together in a single, well defined manner.347–356

Hildebrandt and co-workers have also emphasized the similarity between self-assembled monolayers and biological membranes.357

In the case of bare metal electrodes, the protein—electrode interaction is not expected to mimic the physiological situation. Yet there are several reasons this process needs to be studied and characterized, not the least being that, in many cases, interfacial ET is not fast enough to maintain the adsorbed enzyme in Nernstian equilibrium. Therefore, interfacial ET kinetics must be explicitly considered to derive the rate equation that will be used to fit the data and to extract the mechanistically-relevant information.

We have described in section 2.2.5 how interfacial ET is included in theoretical models of catalysis. Generally, slow interfacial ET is expected to broaden the catalytic signal: the value of *n*cat in eq 16 may be as small as 1/2 if Butler–Volmer (BV) kinetics is obeyed or even smaller if ET is so slow and the reorganization energy is so small that Marcus theory is more appropriate than BV kinetics (Figure 17). This should significantly influence the shape of the steady state catalytic data if k0 < kcat which is not to say that the limiting current should be compared to k0.253 Indeed, if BV kinetics is assumed, the interfacial ET rate increases with the driving force until it is no longer rate-determining, while, according to Marcus theory, the maximal rate of ET is much greater than k0 (Figure 6). In the former case, it is expected that the current should tend to a limiting value which relates to the maximal turnover of the enzyme (kcat) whereas, in the latter, the limiting current may relate to the maximal rate of interfacial ET predicted by Marcus theory.

The above simple considerations often fail: in many cases, instead of reaching a limiting value at high driving force, the current keeps increasing in a linear fashion with the electrode potential, as shown in Figure 28 for hydrogen oxidation by *A. vinosum* hydrogenase. The fact that the slope correlates with high turnover rate is obvious in Figure 28: upon increasing the temperature of the same enzyme film, the magnitude of the current increases greatly while the sigmoidal contribution to the wave at ≈300 mV becomes less and less defined. In this case, the turnover rate of the enzyme is particularly high (it exceeds several thousands per second),35 and thus, interfacial ET needs to be very fast to keep up with the catalytic process, but similar linear changes in current against *E* at high driving force have been observed
for all sorts of enzymes: copper enzymes (nitrite reductase\textsuperscript{167} and laccase\textsuperscript{211}), flavoenzymes (complex I\textsuperscript{158,151,161}, flavocytochromes b\textsubscript{2}\textsuperscript{145} and \textit{E. coli} fumarate reductase\textsuperscript{12,38}), molybdoenzymes (arsenite oxidase\textsuperscript{165}, nitrate reductase\textsuperscript{160} and sulfite oxidase\textsuperscript{229}), and heme enzymes (nitrite reductase, Figure 3 in ref 149, and cytochrome c peroxidase\textsuperscript{37,163}). The correlation between high activity and the absence of limiting current is backed up by other observations: for \textit{Paracoccus pantotrophus} nitrate reductase, the greater activity for chlorate reduction than for nitrate reduction correlates with a greater slope in the voltammogram when chlorate is the substrate\textsuperscript{358}; for \textit{E. coli} fumarate reductase, which reduces fumarate about 40 times faster than it oxidizes succinate\textsuperscript{36}, the slope is observed only for the reductive (fast) reaction (Figures 30, 35, and 40). The effect is also more evident at higher substrate concentrations; it may be masked at low substrate concentration because turnover is slow and also because the mass transport limitation should be more stringent (this artificially flattens the signal; see Figure 20).

This linear change in current against driving force was long surprising until we realized that not all enzyme molecules on the electrode surface may be orientated in exactly the same configuration and that this distribution of orientation should result in a spread of interfacial ET rate constants: the enzyme molecules that have large \( k_0 \) already contribute to the catalytic signal at low driving forces, whereas the enzymes that are misorientated and have poor electronic coupling with the electrode only contribute to the catalytic signal above a certain driving force that is all the greater that the electronic coupling is weak (Figure 13). The simple (and rather ingenuous) model in section 2.2.5.4 and ref 44 leads to a distribution of \( k_0 \) values that can be used to average the rate equation and results in an exactly linear change in current against \( E \) at high driving force. Conversely, we interpret this linearity in the framework of the above model as the signature of a continuous distribution of orientations that distributes the rates of interfacial ET. This may be reminiscent of a common situation for inter-protein electron transfer. Indeed, it is now admitted that distributions of orientations and electron transfer rates also exist in protein-protein electron transfers, as evidenced in NMR experiments\textsuperscript{347–354}, soft-docking\textsuperscript{355} and molecular dynamics simulations\textsuperscript{356}, but the heterogeneity of intermolecular ET rate constants is likely to escape detection in traditional kinetic measurements. In contrast, the distribution of interfacial ET rate constants is evident from the shape of the PFV data, and this illustrates an advantage of measuring the complete dependence of rate on driving force rather than a single value of the rate as in homogeneous kinetics.

\textbf{Copper-Containing Nitrite Reductase (CuNiR, 37 kDa, pdb 2AFN)\textsuperscript{359} houses a type-1 Cu ET relay and a buried...}
type-2 Cu active site, and the CuNiR from *A. faecalis* assembles as a homotrimer. The wave shapes obtained with this enzyme adsorbed at a graphite electrode could be fit assuming that the trimeric structure is reflected in a distribution of the \(k_0\) rates around three main values corresponding to different distances between the type-1 sites and the electrode.\(^{167}\) The values of \(E_{\text{cal}}\) and \(i_{\text{cal}}/bd_0\) were assumed to be identical for all three subpopulations, which only differed by the values of \(k/f/k_{\text{max}}^0\) in eq 36.

The voltammograms for \(\text{H}_2\text{O}_2\) reduction by adsorbed cytochrome c peroxidase reported by Andreu and co-workers also show an exactly linear change in current against \(E\) under conditions of high substrate concentration (Figure 2 in ref 163), but the authors claimed that no satisfactory fits of the data could be obtained with eq 36. Instead, they considered a model that describes interfacial ET using Marcus theory (Figure 17) and diffusoconvective mass transport towards the RDE (section 2.3.1). The assumption was also made that \(k_{\text{cal}}/K_m\) is the same as that determined in solution experiments, and the analysis was focused on the high-driving force part of the data (low potential) to estimate the reorganization energy of the reduction of Compound II.

Certain large redox enzymes seem to have many entry points (e.g. multiple hemes close to the protein surface) and in vivo have a broad range of electron donor/acceptor partners. Others may house a buried active site that is connected to the redox partner by a linear chain of redox cofactors. This is so for NiFe hydrogenases, where the chain consists of a [4Fe4S] cluster that is proximal to the active site, a medial [3Fe4S] cluster, and a distal [4Fe4S] cluster that is exposed at the surface of the protein (Figures 1 and 29). Similarly in *E. coli* fumarate reductase (FrdAB), the soluble subcomplex of the membrane bound fumarate reductase FrdA/BCD,\(^{314}\) the chain consists of a [2Fe2S] cluster that is proximal to the active site flavin, a medial [4Fe4S] cluster, and a distal [3Fe4S] cluster. The question arises as to whether all three clusters are actually used for transferring electrons and whether the distal cluster is the only entry/exit point for electrons in the enzyme. Indeed, it may be argued that the medial cluster could also exchange electrons directly with the electrode or the soluble redox partner, bypassing the most-exposed cluster. Such a short circuit, which may be considered as unlikely based on the exponential decrease in ET rates with distance (eq 33), can be discarded on the basis of several recent PFV investigations.

In the case of *E. coli* fumarate reductase, whose redox chain is terminated by a surface exposed [3Fe4S] cluster (Figure 29B), Figure 30 shows that the catalytic rate drops at very high driving force, when the electrode potential is taken below the reduction potential of the [3Fe4S] \(0/2^\text{–}\) couple, at very high driving force, when the electrode potential is (Figure 29B). Figure 30 shows that the catalytic rate drops.

3.3. Intramolecular Electron Transfer (iET)

The presence of a high potential [3Fe4S] cluster right in the middle of the ET chain in NiFe hydrogenase (Figures 1 and 29) came as a surprise when the structure was solved in 1995,\(^{32}\) and it was unclear how fast electron transfer could occur in the presence of a very “uphill” (endergonic) step. For *E. coli* fumarate reductase, the redox chain is also arranged as an electron “roller coaster” (the term is borrowed from Alric and co-workers\(^{168}\)), with the reduction potential of the medial [4Fe4S] cluster being much lower than those of the adjacent [2Fe2S] and [3Fe4S] clusters (Figure 29). This cluster had even been proposed to be “off-pathway”,\(^{361}\) or involved in a secondary pathway\(^{66}\) before the X-ray structure demonstrated in 1999 that the centers are arranged in the sequence flavin-[2Fe2S]-[4Fe4S]-[3Fe4S]. Linear chains of FeS clusters occur in many respiratory enzymes, including mitochondrial Complex I, where no fewer than seven lined up [4Fe4S] clusters connect the active site flavin to the site of quinone reduction.\(^{29}\) However, there have been very few measurements of electron transfer rates between FeS clusters in respiratory enzymes.\(^{362}\) This is a consequence of two main limitations: FeS clusters lack the well-resolved UV–vis features that are required for time-resolved spectroscopic studies and iET can be difficult to trigger in non-light-driven enzymes.\(^{145}\) Hence, the techniques that proved successful for studying photosynthetic iET have no utility in these systems. Nevertheless, it is generally believed that iET is fast with respect to the active site chemistry in respiratory enzymes, so that it does not limit turnover,\(^{363}\) and NiFe hydrogenases are actually cited as a paradigm in this respect.\(^{152}\)

By using site directed mutagenesis and direct electrochemistry, it was recently possible to demonstrate that the uphill ET transfer from the medial [3Fe4S] to the distal [4Fe4S] is rate limiting in a mutant of NiFe hydrogenase.\(^{360}\) The method was based on the fact that the shape of the catalytic signal given by eq 26 or 36 depends on the ratio of \(k_{0}^\text{max}\) over \(k_{2}\), where \(k_{0}^\text{max}\) describes interfacial ET while \(k_{2}\) incorporates all intramolecular steps whose rates are independent of \(E\). The way the shape of the signal depends on \(k_{2}\) and \(k_{0}^\text{max}\) is illustrated in the top panels of Figure 31, where the two pairs of solid lines show twice the same catalytic signals for hydrogen oxidation and formation by wild-type *D. fructosovorans* NiFe hydrogenase.\(^{187}\) The signals were fit to eq 36, and the dashed lines have been recalculated assuming that either \(k_{0}^\text{max}\) or \(k_{2}\) was smaller (panel A and B, respectively), with the second parameter being kept constant. The magnitude of the signal decreases in both cases, but
Increasing the concentration of imidazole affects the voltamograms for proton reduction and hydrogen oxidation by the glycine mutant. For proton reduction (panel C), the slope of the voltammogram at high driving force (dashed lines) is independent of imidazole concentration, showing that the intrinsic activity of the enzyme is unaffected (eq 37), but the way the shape changes reveals acceleration of interfacial ET upon imidazole binding (compare panels 31A and C). For hydrogen oxidation (panel D), the signal is also better defined at higher imidazole concentration, since interfacial ET is faster, but the increase in the value of the slope at high driving force and the change in shape also reveal the acceleration of an intramolecular process, and this can only be ET from medial [3Fe4S] to distal [4Fe4S] where imidazole binds. Hence, this step, which is very endergonic in the wild type enzyme, must be slower than the active site chemistry in the mutant. Whether it is also slow in the wild type enzyme is still unknown.

In the P238C mutant of *D. fructosovorans* NiFe hydrogenase, the medial [3Fe4S] cluster is replaced with a [4Fe4S] cluster (Figure 29), and this makes the redox chain nearly iso-potential. This mutant is nearly as active as the wild type (WT) enzyme in solution assays of H2 oxidation, suggesting that uphill ET does not limit the turnover rate in the WT. However, this only reflects the fact that intermolecular ET limits the turnover rate in solution assays; hence, speeding up iET does not increase the overall activity. Concluding about the rate of iET in WT and P238C NiFe hydrogenase will require performing other experiments with a faster electron acceptor: the electrode should be ideal in this respect.

Another and more general strategy for using PFV to learn about the kinetics of iET consists in interpreting the value of the catalytic potential, which is affected by the kinetics of iET when this process partly limits the turnover rate (section 2.2.6 and Figure 18). The concept of “control center” has been introduced in ref 40 by Armstrong and co-workers to encompass earlier assumptions that the catalytic potential may relate to a relay center, rather than to the active site, depending on the nature of the rate limiting step in turnover. The “control center” is defined as the center along an ET chain up to which electron exchange with the electrode is fast, so that the rate-determining step in catalysis occurs right after it, suggesting that the location of the main wave is a simple readout of the rate limiting step in turnover. The model described in section 2.2.6 gives this concept theoretical justification, at least in the case of enzymes consisting of only one active site and one relay, and extends this approach beyond the “all or nothing” description whereby iET is either fast or rate limiting. It is predicted that slow iET makes the wave more closely resemble \( n_{cat} = 1 \) (in the absence of limitations by interfacial ET) and that the catalytic potential continuously drifts from the potential of the relay to that of the active site upon increasing the rate of iET (eq 41 and Figure 18). Hence, provided the reduction potentials of the relay and of the active site are known (from noncatalytic voltammetry or potentiometric titrations), the rate of intramolecular ET can be estimated from the position of the catalytic signal, as illustrated below.

The usefulness of this concept may go beyond the interpretation of the catalytic potential to evaluate the rate of iET. A potentially physiological implication is that,
provided iET is at least partly rate limiting, the value of $E_{\text{cat}}$ that is the minimal driving force that must be provided by the soluble redox partner for catalysis to proceed, departs from the reduction potential of the active site. If iET is so fast that it does not limit turnover, there is no reason to think that the various factors that influence tunneling rates along the redox chain have been optimized by natural evolution; Dutton and co-workers have even proposed that the only engineering principle of ET chains in enzymes is that the intercenter distance is small enough that iET is fast and reduction potentials do not matter.\textsuperscript{152,363} This simply explains that, in some cases, the reduction potentials of the centers along a chain are clearly not optimized for speed (Figure 29). But this also suggests that these unimportant redox properties should vary through evolutionary changes, whereas they do appear to be conserved within each family of enzyme. Our alternative proposal is that since fast iET is not a requirement in redox enzymes, an ET chain that slows iET may actually confer advantage because in that case the apparent redox properties of the active site can be modulated by those of the ET chain.\textsuperscript{145}

The drawing in Figure 33 depicts the supramolecular assembly of cytochrome $c$/cytochrome $c$ oxidase at a modified gold electrode, as conceived and achieved by Dutton and co-workers.\textsuperscript{253} The authors showed that cytochrome $c$ monolayers alone display a reversible noncatalytic signal at +240 mV, pH 8 (Figure 33A), in agreement with the value determined in potentiometric titrations, and that interfacial ET obeys BV kinetics with $k_0 \approx 20$ s\(^{-1}\). When a preformed complex of cytochrome $c$ and cytochrome $c$ oxidase is adsorbed on the gold electrode, catalytic reduction of oxygen is observed, and the value of $E_{\text{cat}}$ at +225 mV is consistent with the mandatory requirement for cytochrome $c$ to mediate electrons from the electrode to cytochrome $c$ oxidase, as occurs under physiological conditions. Considering the wave shape and the above discussion, the heme of cytochrome $c$ appears to be the control center for oxygen reduction: the fact that the catalytic process is limited by inter-protein ET is apparent from the position of the catalytic wave, which is centered on the reduction potential of the cytochrome. However, some ambiguity remains, since this is also close to the reduction potential of the CuA center, at +250 mV.

Using a somehow similar configuration, Heering and co-workers\textsuperscript{47} have shown that yeast cytochrome $c$ (YCC) chemisorbed on bare gold in a configuration where fast ET is achieved ($k_0 \approx 2000$ s\(^{-1}\)) can serve as a docking site for mediating electron transfer to various enzymes, namely cytochrome $c$ peroxidase (ccp), nitric oxide reductase (NOR), and cytochrome $cd_1$ nitrite reductase ($cd_1$ NiR). For the latter, the remarkable conclusion was drawn that the current revealing nitrite reduction resulted from the turnover of as few as $\approx 50000$ enzyme molecules adsorbed on cytochrome $c$. In all three cases, the position of the wave was discussed in terms of ET kinetics. For catalytic $H_2O_2$ reduction by the adsorbed YCC–cytochrome $c$ peroxidase complex, the wave is centered on the YCC reduction potential, in stark contrast to ccp directly adsorbed on graphite,\textsuperscript{175} for which the wave is close to the reduction potential of Compound I at much higher potential. This and the fact that the wave shape is close to $n_{\text{cat}} = 1$ suggest that inter-protein (rather than interfacial) ET from ccp to YCC limits turnover. For catalysis by $cd_1$ NiR docked onto YCC, $n_{\text{cat}}$ is greater than one; this is unexpected considering that this enzyme catalyzes a one-electron reaction at an active site heme. The authors suggest that this reveals the positive redox cooperativity between the heme groups either within or between NiR subunits; redox interactions of either sign have been evidenced using potentiometric titrations in $cd_1$ nitrite reductases from various organisms.\textsuperscript{365–367} Last for nitric oxide oxidation by the YCC/NOR complex, the catalytic potential at +108 mV is significantly lower than the reduction potential of YCC and more closely matches that of the active site heme $b_1$ (in the range 20–60 mV), suggesting that inter-protein ET is not rate-determining in that case either.

Coming back to intramolecular electron transfer in multicenter enzymes, recent PFV experiments with copper nitrite reductase\textsuperscript{167} adsorbed at a graphite electrode are also consistent with the finding\textsuperscript{185} that ET from the surface exposed type-1 copper site to the active site type-2 copper is rate determining under high nitrite concentrations, where substrate binding is fast and occurs before iET. The catalytic wave is complicated by a superposition of signals, but at high substrate concentration and over a large range of pH, the value of $E_{\text{cat}}$ exactly matches the reduction potential of the type-1 copper site (Figure 7 in ref 167). Upon decreasing the concentration of substrate, $E_{\text{cat}}$ increases with a slope of about 60 mV per decade until it becomes close to the reduction potential of the type-2 copper active site (Figure 6 in ref 167).

In ref 145, using the model in section 2.2.6, we estimated iET rates from the exact location of the catalytic signals for flavocytochrome $b_2$ and sulfitc oxide. In chicken liver sulfitc oxide,\textsuperscript{315} the molybdenum active site passes on electrons to cytochrome $c$ via a small heme domain that is tethered to the Mo domain by a flexible loop. The values of $E_{\text{cat}}$ and $E_{\text{IR}}$ (for Mo$^{VI}$/VI and Mo$^{V}$/IV, respectively) interpo\textsuperscript{368}lated at pH 8 from the data in ref 368 are +6 mV and −184 mV (hence, the half-reduced state of the active site is stable). When the enzyme is adsorbed onto an electrode,\textsuperscript{281} a one-electron noncatalytic peak at +90 mV reveals the reduction potential of the heme relay; under saturating concentrations of substrate, a one-electron catalytic wave is observed, whose position ($E_{\text{cat}} = +65$ mV at pH 8, 20 °C) shows little dependence on pH, and this contrasts with what is observed for the reduction potentials of the molybdenum couples.\textsuperscript{368} From the values of the reduction potentials above and eq 41, the ratio or $k/k_{\text{cat}}$ was found to lie in the range 2.7–4.8 depending on the exact value of $E_{\text{cat}}^{\text{Mo}}$ (the labels on the right Y-axis of Figure 18 are for sulfitc oxide). This is in reasonable agreement with the iET rates determined at pH 8 using flash photolysis on the same enzyme.\textsuperscript{369} This shows that intramolecular ET is neither very fast nor fully rate-limiting: the rates of ET from Mo to heme and of chemical transformation at the active site must be of the same order of magnitude.\textsuperscript{145}

To conclude on the above approach that consists in estimating whether or not iET is fast by comparing the position of the wave and the reduction potentials of the different centers, we may warn against data overinterpretation. There are very few cases where the $E^{\circ}$ of the centers and the value of $E_{\text{cat}}$ can both be determined in PFV (under identical conditions but for the presence of substrate), and one will often have to rely on the independent results of potentiometric titrations. Moreover, the shift in $E_{\text{cat}}$ that may result from substrate binding (section 2.2.4) or product retention (as suggested in ref 158) could be mistakenly
interpreted in relation to the kinetics of iET or \textit{vice versa}.

Of course, a single value of $E_{\text{cat}}$ is a rather crude characteristic of the kinetics of a multicenter enzyme, considering that this potential may be affected by all steps in the catalytic mechanism. Unambiguous interpretation of the data may rely on a systematic and quantitative investigation of how this potential depends on various experimental parameters.

Noncatalytic experiments were used by Martin and co-workers to evidence slow iET from the surface-exposed type-1 copper site to the buried trinuclear copper active site in \textit{R. vernicifera} laccase attached to a modified gold electrode (cf. section 3.1.1.4).\textsuperscript{77} At low scan rate, the noncatalytic signal consists of a single peak whose area is independent of scan direction, which reveals the complete four-electron oxidation and reduction of all four copper ions in the enzyme. In contrast, at faster scan rates, complete oxidation is observed only during the first scan, and the signal is substoichiometric on all subsequent scans (Figure 34A). This suggests that complete oxidation can proceed on the voltammetric time scale at all scan rates, whereas iET is slow enough that complete reduction cannot be achieved over the course of a fast sweep to low potential. After the sweep is reversed, only the fraction of enzyme that has been reduced in the previous scan can be (quickly) reoxidized, and the same peak is obtained as from the second scan. Consistently, Figure 34B shows that the ratio of the anodic over cathodic peak areas is plotted against scan rate in panel B. Reprinted with permission from ref 77. Copyright 2003 American Chemical Society.

In the above discussion of the catalytic wave shapes, we have only commented on the position of the main wave, at the onset of activity. At higher overpotential, the catalytic signals sometimes show one or two other sigmoidal features (Figure 2).\textsuperscript{40,41,48} For example, the activity may be “boosted” and rise again when a certain electrode potential is reached (as occurs for \textit{fumarate reductases}),\textsuperscript{12,38,66,232} or instead it may be attenuated or even “switched off” as the driving force is increased while catalytic activity is recovered on the reverse sweep: a peak of activity on the sweeps to both more positive and more negative potentials was observed with very diverse enzymes, namely the soluble “SdhAB” subcomplex of both bacterial and mitochondrial \textbf{Complex II} (succinate dehydrogenases),\textsuperscript{11,146–148} the “Fp” flavoprotein subunit of mitochondrial \textbf{Complex I} (but not the “1λ” subcomplex\textsuperscript{151}), D-glucuron dehydrogenase,\textsuperscript{344} all Mo enzymes from the \textbf{DMSO reductase} family for which PFV data are available\textsuperscript{39,159,160,166,186} (except arsenite oxidases\textsuperscript{143,165}).

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure33}
\caption{The drawing on the left shows the design of a cytochrome \textit{c}–cytochrome \textit{c} oxidase complex adsorbed at a modified gold electrode. Right: voltammetry of the complex at a relatively fast (panel A) or slow (panel B) scan rate. Catalytic oxygen reduction in panel B is specifically inhibited by carbon monoxide (see Figure 10B in the original paper). Note that the orientations of both the potential and current scales are the reverse of all others in this paper. Reprinted with permission from ref 253. Copyright 2001 American Chemical Society.}
\end{figure}

\begin{figure}[h]
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\includegraphics[width=\textwidth]{figure34}
\caption{Noncatalytic voltammetry of \textit{Rhus vernicifera} laccase immobilized on modified gold. Panel A: successive scans at 50 mV/s after a reductive poise at 200 mV, showing that the peak area is greater on the first oxidative sweep than on all subsequent sweeps. The ratio of anodic over cathodic peak areas is plotted against scan rate in panel B. Reprinted with permission from ref 77. Copyright 2003 American Chemical Society.}
\end{figure}

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure35}
\caption{Dashed black line: catalytic reduction of 250 \textmu{M} fumarate by \textit{E. coli} FrdAB adsorbed at a graphite electrode at pH 8, $\omega = 6000$ rpm; for comparison with Figure 26A. The plain line shows the derivative of the reductive scan. Adapted with permission from ref 38. Copyright 2005 American Chemical Society.}
\end{figure}
cytochrome c nitrite reductases,149,150,189,346 and all NiFe and FeFe hydrogenases studied so far.43,141,169,370 The origin of the effect is not always clear, and obviously the cause need not be the same in every case; hereafter, we focus on two examples where a boost or a switch is interpreted as revealing a variation of iET kinetics.

As discussed above, iET in *E. coli* fumarate reductase (FrdAB) involves a low potential [4Fe4S] cluster that is located in the middle of the chain (Figure 29). The potential of this cluster is easily measured in noncatalytic experiments, as illustrated in Figure 26B,38,40,66 where the outer trace is a voltammogram recorded at pH 8 in the absence of substrate. The faradaic current, obtained after subtracting the charging current, is shown in the same panel (not to scale). The peak at approximately −100 mV on the noncatalytic signal results from the redox transitions of the active site flavin, the proximal [2Fe2S] cluster, and the distal [3Fe4S] cluster, while the weaker signal occurring at approximately −350 mV is unambiguously assigned to the low potential [4Fe4S] cluster.66 The catalytic signal recorded under conditions of high concentration of fumarate is shown in Figure 35. The value of $E_{cat}$ is close to that of the active site flavin determined from the noncatalytic data in Figure 26B. Most surprisingly, as first noted in 1993,12 a further sigmoidal increase in current occurs at lower potential. This “boost” is all the more prominent that substrate concentration is high, and it is also more clearly seen at high pH,66 where the fumarate reduction activity is lower (for example, it is barely visible in Figure 30, where conditions of low pH where chosen to facilitate the hyper-reduction of the [3Fe4S] cluster). It cannot be missed that the location of the boost is very close to the reduction potential of the [4Fe4S] cluster.66 An additional demonstration of this correlation has recently been given by studying a series of mutants for which both the reduction potentials of the [4Fe4S] cluster and the locations of the boost span a range of 100 mV (Figure 8 in ref 38).

Additional insights regarding the origin of the boost in Figure 35 came from studies in which the rate of release of the competitive inhibitor oxaloacetate (OAA) from the active site flavin in FrdAB was measured as a function of the electrode potential.38,66 The reduction potential of the active site flavin was determined in noncatalytic experiments, and its dependence on OAA concentration was interpreted using an equation similar to eq 14 to show that this inhibitor binds more tightly to oxidized rather than reduced flavin (Figure 6 in ref 66). Catalytic experiments were then carried out in the presence of both fumarate and OAA, using a concentration of inhibitor which was low enough that it could bind only to oxidized flavin ($K_o < [\text{OAA}] < K_i$). When the electrode potential is stepped to take the enzyme from conditions where it is oxidized and bound to OAA, to reducing conditions where it becomes able to release OAA and reduce fumarate, the recovery of activity is slow and limited by the rate of OAA release (Figure 36A).12 Reactivation is faster when the applied potential is lower, and the quite unexpected (but very robust38,66) observation is that the first-order rate constant of OAA release exhibits a Nernstian (sigmoidal) dependence on potential with $n_{cat} = 1$ and a midpoint potential that correlates well with the reduction potential of the distal [4Fe4S] cluster, both in WT enzyme66 (Figure 36B) and in mutants.38 The magnitude of the variation reveals a 2- to 5-fold increase in the rate of OAA release, depending on temperature, amino-acid sequence, and buffer composition.

**Figure 36.** (A) Catalytic current showing the recovery of fumarate reductase activity when the release from the active site of the inhibitor oxaloacetate is triggered by applying a reducing potential (the chronoamperometric trace includes the interfacial charging current which decays during the first 10 s after the step). In panel B, the first-order rate constant for reductive activation is fit to a Nernstian sigmoid, which appears to be centered on the reduction potential of the medial [4Fe4S] cluster. Reprinted with permission from ref 66. Copyright 1997 American Chemical Society.

Taken together, these results strongly suggest that both the rate of fumarate reduction and the rate of OAA release from the active site flavin are faster when the medial cluster is reduced under turnover conditions, a conclusion that could never have been reached without the precise potential control that PFV provides. Although it is unlikely that the quinol pool that supplies electrons to fumarate reductase will ever be reducing enough so as to maintain the medial [4Fe4S] reduced under turnover conditions,38 these results provide original information on the kinetics of electron transport in a multicenter enzyme. The acceleration observed at low potential reveals an acceleration of the rate-determining step in catalysis, which can be either flavin reduction (resulting from iET to the active site) or flavin reoxidation (upon hydride transfer from reduced flavin to fumarate and succinate release). The latter possibility was considered as unlikely because this would invoke an interaction between the medial cluster and the active site which is difficult to explain considering they are 20 Å apart.38 Hence, the effect must reveal the interesting but complex possibility that, in this enzyme, iET to the active site is rate limiting and faster when
the catalytic heme, which binds nitrite during turnover, is located in the middle of the ET chain (Figure 29). In the reduction potential of the very oxidizing cluster which in NiFe and binds nitrite during turnover (Figure 37). The cytochrome c nitrite reductase from E. coli contains five hemes, four of which are arranged as in cytochromes while the fifth has a single axial ligand and binds nitrite during turnover (Figure 37).373 The enzyme from E. coli contains five hemes, four of which are arranged as in cytochromes while the fifth has a single axial ligand and binds nitrite during turnover (Figure 37).373 The enzyme from E. coli contains five hemes, four of which are arranged as in cytochromes while the fifth has a single axial ligand and binds nitrite during turnover (Figure 37).373 The enzyme from E. coli contains five hemes, four of which are arranged as in cytochromes while the fifth has a single axial ligand and binds nitrite during turnover (Figure 37).373 The enzyme from E. coli contains five hemes, four of which are arranged as in cytochromes while the fifth has a single axial ligand and binds nitrite during turnover (Figure 37).373 The enzyme from E. coli contains five hemes, four of which are arranged as in cytochromes while the fifth has a single axial ligand and binds nitrite during turnover (Figure 37).373 The enzyme from E. coli contains five hemes, four of which are arranged as in cytochromes while the fifth has a single axial ligand and binds nitrite during turnover (Figure 37).373 The enzyme from E. coli contains five hemes, four of which are arranged as in cytochromes while the fifth has a single axial ligand and binds nitrite during turnover (Figure 37)

**Figure 37.** Assignment of the reduction potentials of the five hemes in the cytochrome c nitrite reductase from E. coli according to ref 149. The catalytic heme, which binds nitrite during turnover, is labeled “1”. Reprinted with permission from ref 149. Copyright 2002 American Society for Biochemistry and Molecular Biology. Moura and collaborators concluded from their titrations of the *D. desulfuricans* enzyme that hemes 1 to 5 have the following reduction potentials: $-80, -50, -480, -400, +150$ mV.

This emphasizes an important difference between electron transfer in respiratory versus photosynthetic enzymes: in studies of photosynthetic iET, charge separation is triggered by a flash of light, but this does not change the overall electron “load”. In contrast, the number of electrons in a respiratory enzyme during a solution assay depends on antagonist electron transfers to and from the substrate and the redox partner, and under steady state turnover conditions, neither the overall charge of the enzyme nor the redox state of the individual centers can be determined using traditional techniques. Yet, the study of FrdAB demonstrates that the electron load may sometimes modulate the catalytic rate. It is interesting that a similar conclusion was drawn regarding a distinct fumarate reductase where electron transfers are mediated by hemes rather than by FeS clusters, whereas in NiFe hydrogenases, no modulation of the rate of hydrogen oxidation occurs when the electrode potential is swept across the reduction potential of the very oxidizing cluster which is located in the middle of the ET chain (Figure 29).373 In quinone oxidoreductases that house an odd number of one-electron redox relays and use obligatory two-electron substrates, it may also occur that not all redox states can be sampled during turnover under physiological conditions; in contrast, artificial one-electron dyes and the electrode are less restrictive redox partners.

**Cytochrome c nitrite reductases** (pdb 1FS7), unlike the copper and cd, nitrite reductases mentioned in this section, catalyzes the *six-electron* reduction of nitrite to ammonium without releasing any intermediate, although NO and hydroxylamine are alternative substrates.373 The enzyme from E. coli contains five hemes, four of which are arranged as in *c*3 cytochromes while the fifth has a single axial ligand and binds nitrite during turnover (Figure 37).373 The cytochrome c nitrite reductases from *Desulfovibrio* species are copurified with their physiological electron donor, the tetraheme NrfH, as a 2:1 complex (NrfA2NrfH) which contains 14 hemes.373 The structure of the complex from *D. vulgaris* Hildenborough suggests a physiological NrfA$_2$NrfH$_2$ organization (pdb 2J7A). In multi-heme nitrite reductases, the characterization of each center by traditional spectroscopic methods proved very difficult: the UV−vis absorption bands are indistinguishable, and the information embedded in the EPR spectra is blurred by strong intercenter spin−spin interactions. For the *E. coli* enzyme, the current assignment of the reduction potentials to the five hemes is summarized in Figure 37; this is based on the results of potentiometric titrations monitored by EPR and on magnetostructural correlations between the *g*-values and the angle between the imidazoles planes of the heme axial histidine ligands.373 The reduction potentials determined by Moura and co-workers in the case of the *D. desulfuricans* enzyme are indicated in the caption of Figure 37.

**Figure 38.** Typical voltammogram for nitrite reduction by ccNiR under conditions of low substrate concentration. Butt and co-workers model the signal as a *n*$_{cat}$ = 2 main wave (squares) followed by a *n* = 1 switch at higher driving force. Reprinted with permission from ref 50. Copyright 2006 Research SignPost.

**3.4. Active Site Chemistry**

The redox properties of the active site of an enzyme are usually thought of as being major determinants of activity. Just as protonations may have a strong effect on reduction potentials (section 2.1.2), substrate binding also affects the reduction potential of the active site if the dissociation constant is redox state dependent (eq 21). This is believed to have great physiological relevance. For example, in...
Michaelis current is plotted against succinate concentration and fit to the Menten equation. Adapted from ref 36. Copyright 2001 American Chemical Society.

The interpretation of catalytic signals is the second strategy for accessing the effect of substrate binding on the active site reduction potential. This is simply because, provided intramolecular ET is fast, the catalytic wave reports directly on the redox transformations that occur at the active site while the enzyme is turning over. The simplest illustration comes from the study of succinate oxidation by the enzyme we have just discussed in relation to Figure 39D, E. coli fumarate reductase. This enzyme is biased to function as a fumarate reductase in vivo, hence the low current for succinate oxidation in Figure 40A. With the maximal turnover rate being much slower than when the enzyme reduces fumarate, it is reasonably safe to assume that, in this process, all steps other than hydride transfer from succinate to flavin (i.e. iET, substrate and product binding and release, including deprotonation) should be fast enough on the time scale of turnover that the enzyme turns over in the regime where ET is Nernstian and substrate binding/release is at equilibrium (section 2.2.4.1). The increase in current at high potential reveals the formation of the oxidized substrate-bound form of the active site, and the voltammogram can be simply interpreted as a titration curve of this species. Hence, the dissociation constant between succinate and oxidized flavin ($K_d$) can be deduced from the change in limiting current against substrate concentration (Figure 40C and eq 20), and most importantly, the waves in Figure 40B can be fit to eq 18 to determine the reduction potentials of the active site flavin under given conditions of pH 7.5, $\nu = 1$ mV/s, 20 °C, $\omega = 3$ krpm. In panel C, the limiting current is plotted against succinate concentration and fit to the Michaelis–Menten equation. Adapted from ref 36. Copyright 2001 American Chemical Society.

Direct Electrochemistry of Redox Enzymes

**Figure 39.** Voltammetry of adsorbed flavocytochrome c$_3$ (fcc3) in the presence of fumarate at a slow scan rate, where catalysis is at steady state, and a fast scan rate, where catalysis is outrun (panels A and B, respectively). Panel C is a trumpet plot showing the FAD noncatalytic peak position against scan rate for fcc3 without substrate (empty circles) or in the presence of 0.42 mM fumarate (filled circles). Panel D shows the same experiment but with E. coli fumarate reductase in the absence of substrate (empty circles) or with 50 mM succinate (filled circles). Reprinted with permission from refs 36 and 56. Copyright 2000, 2001 American Chemical Society.

**Figure 40.** Raw (panel A) and baseline subtracted (panel B) voltammograms for succinate oxidation by E. coli fumarate reductase for various concentrations of succinate (as indicated) at pH 7.5, $\nu = 1$ mV/s, 20 °C, $\omega = 3$ krpm. In panel C, the limiting current is plotted against succinate concentration and fit to the Michaelis–Menten equation. Adapted from ref 36. Copyright 2001 American Chemical Society.
pH and substrate concentration. In a second step, the dependence of these parameters on substrate concentration and pH can be plotted in Pourbaix diagrams showing $E^0$ against pH or log(s) and interpreted to determine the values of $p_K_a$ and substrate dissociation constants of the active site in each of its redox states. At 1 mM succinate, the pH dependence of the reduction potentials of the flavin quinone/semiquinone and quinone/hydroquinone couples in Figure 41A confirms the overall 2-electron:1-proton stoichiometry observed in the absence of substrate and returns the $p_K_a$ of the flavin semiquinone. In panel B, the dependence on succinate concentration at pH 7 is fit to eqs 21 to determine $K_a$, $K_i$, and $p_K_a$; the $\approx 50$ mV negative shift of $E_{SQHQ}$ upon saturation with succinate is fully consistent with the data in Figure 39D.

This strategy makes it possible to model catalytic data by allowing substrate (proton or succinate) binding to any redox state of the active site without using a model that explicitly includes all binding steps; this would add unnecessary parameters that cannot be unambiguously deduced from the fits. Which state(s) substrate and protons bind to can be parameters that cannot be unambiguously deduced from the fits. Adapted with permission from ref 36. Copyright 2001 American Chemical Society.

A similar method was applied in a study of proton reduction by $A.\ vinosum\ NiFe$ hydrogenase.\textsuperscript{157} The reaction was studied at low temperature (5 °C) to decrease the turnover rate and, consequently, to minimize the broadening due to slow interfacial ET. The data in Figure 42 shows that, in spite of this, the wave shape is slightly distorted due to the existence of a distribution of interfacial ET rate constants (section 2.2.5.4). Hence, the reductive counterpart of eq 36 was used to fit the data (lines in Figure 42) to measure the reduction potentials of the active site and the limiting current (strictly, only a parameter that is proportional to $i_{lim}$). In a second step, the detailed pH-dependence of these parameters (Figure 43) was used to measure the acidity constants of the different redox states of the active site, namely the states “SI” (oxidized), “C” (half-reduced), and “R” (reduced).\textsuperscript{31,379} In light of the considerations in section 2.2.4.2, we now understand that these acidity constants have apparent values which may depart from the true dissociation constants unless proton uptake and release are both very fast on the time scale of turnover. A mechanistically important conclusion was that the uptake of a “third”, labile proton in the active site, with acidity constant $pK_a \approx 7$, enhances the activity about 10-fold.\textsuperscript{157} This finding is fully consistent with the pH-dependence of the FTIR data,\textsuperscript{380} although, obviously, only

![Figure 41](image1.png)

**Figure 41.** Apparent reduction potentials of the active site flavin of $E.\ coli$ fumarate reductase measured under turnover conditions by fitting to eq 18 voltammograms such as those in Figure 40B. The results are shown in Pourbaix diagrams of $E^0$ against pH at constant s (panel A) or $E^0$ against $-\log(s)$ at constant pH (panel B) and fit to eq 21 to determine acidity and dissociation constants. Here, the notations O/I/R apply to the flavin in its redox states quinone (Q), semiquinone (SQ), and hydroquinone (HQ), respectively. Adapted with permission from ref 36. Copyright 2001 American Chemical Society.
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**Figure 42.** Proton reduction by $A.\ vinosum\ NiFe$ hydrogenase at 5 °C, $v = 6$ mV/s, $\omega = 6$ krpm, and pH values as indicated. The squares show the baseline subtracted voltammograms (only one experimental point in every 10 collected has been plotted). The lines are fits to the reductive counterpart of eq 36, from which the reduction potentials of the active site can be determined. Adapted with permission from ref 157. Copyright 2002 American Chemical Society.
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**Figure 43.** Proton reduction by $A.\ vinosum\ NiFe$ hydrogenase at 5 °C. Normalized values of $i_{lim}/\beta d_0$ and active site reduction potentials obtained from the fits in Figure 42. The fit of this data allows the acidity constants of the active site to be determined. The error bars show the differences between the parameters determined for scanning in the oxidative and the reductive directions. Adapted with permission from ref 157. Copyright 2002 American Chemical Society.
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**Figure 44.** Steady state voltammograms for DMSO reduction by $E.\ coli$ DMSO reductase (DmsABC) adsorbed on graphite, 25 °C, 5 mV/s, $s = 20$ mM (this is well above $K_m$), and pH as indicated.\textsuperscript{39,40} Reprinted with permission from ref 40. Copyright 2003 American Chemical Society.
PFV was able to resolve how this third proton affects the turnover rate.

It has been suggested that the mechanism deduced from these experiments may not reveal the physiological situation because, in PFV, the driving force greatly exceeds that provided by natural redox partners. We acknowledge that, just as most enzymes function in vivo at substrate concentrations lower than \( K_a \), they are unlikely to be subjected to extreme driving forces, determined by the reduction potential and the concentrations of the physiological, membrane-associated electron donor or acceptor: the activities that are measured on the limiting plateaus in PFV may never be reached in vivo. Clearly, the physiologically most important region of potential is certainly the low driving force region (around the main wave) that PFV is able to investigate precisely and from which information about the thermodynamic properties of the active site is actually gained.

Recently, the study of NADH oxidation by the flavoprotein subcomplex of mitochondrial Complex I showed that a difference of 45–70 mV (depending on pH) exists between the catalytic potential measured under turnover conditions at high concentration of substrate and the reduction potential of the free active site, determined in noncatalytic voltammetry or equivalently in redox titrations followed by EPR. Hirst and co-workers suggested that this could arise either from slow iET (sections 2.2.6 and 3.3) or from the product \( \text{NAD}^+ \) being retained during active site reoxidation.

Arsenite oxidases (100 kDa, pdb 1G8K) belong to the DMSO reductase family of enzymes, which collects bacterial enzymes of diverse functions despite housing similar mononuclear Mo active sites. These enzymes contain a conserved catalytic subunit where the active site Mo is bound to two pterin molecules, resulting in a minimal coordination of the metal by four thiolates. They are remarkably diverse in terms of oligomeric architecture and cofactor content. Accessory modules may be connected to the catalytic subunit to provide the ET chain and, in some cases, the site of interaction with the quinone pool. An FeS cluster proximal to the Mo cofactor (Moco) is always present in the catalytic subunit of multicenter enzymes in this family; this cluster is a [4Fe4S] cluster in all cases but arsenite oxidases, where electrons are transferred from the active site to a high potential [3Fe4S] cluster and farther to a Rieske-type [2Fe2S] cluster. Also unique to arsenite oxidases is the fact that the Moco is not covalently attached to the protein: the Mo-binding residue, which is a serine, (seleno) cysteine, or aspartate in other members of this family, is an alanine in arsenite oxidase. Regarding the enzyme from \( A.\ faecalis \), the EPR signatures of the [3Fe4S] and [2Fe2S] clusters can be detected, but the Mo ion remains silent in the course of potentiometric titrations, suggesting that the Mo\(^V\) state tends to disproportionate (\( E_{\text{red,Mo}}^{\text{MoVI/IV}} \approx E_{\text{red,Mo}}^{\text{MoIV/III}} \)). Since the Mo\(^V\) state is the usual spectroscopic handle to molybdenum, the active site in arsenite oxidase does not seem inclined to disclose any information... unless it is connected to an electrode. In noncatalytic, electrochemical investigations, the broad (\( n = 1 \)) signatures of the clusters were too faint to be detected but a sharp (\( n > 1 \)) peak could be assigned to the active site Mo\(^{VI/IV}\) couple, giving access to its reduction potential (\( \approx 290 \text{ mV at pH 6, 0 °C} \)). Considering the linear dependence of the latter on pH (−59 mV per pH unit over 6 pH units compared to the theoretical −54 mV/pH), this two-electron reduction appears to be coupled to the uptake of two protons. Upon addition of arsenite, a wave centered on approximately the same potential as the noncatalytic peak demonstrates substrate oxidation and the Michaelis constant agrees with the value obtained in solution assays. Taken together, these results suggested that the oxidized active site can be described as Mo\(^{VII}\) bis-oxo (rather than protonated MoOOH) and that the presence of a “spectator” oxo ligand makes the reduction potential of the Moco high enough that it can oxidize arsenite.

The PFV study of a very similar enzyme, although from a different organism (NT26), was also reported by Bernhardt and co-workers in ref 143. The wave is broad (close to \( r_{\text{cat}} = 1 \), and its position is less dependent on pH than that for the \( A.\ faecalis \) enzyme (−33 mV/pH in ref 143 versus \( \approx 60 \text{ mV/pH} \), Figure 6 in ref 165). Based on the \( n \)-value of the wave, the authors suggest that an iET step limits the rate of arsenite oxidation.

Whereas arsenite oxidases exhibit relatively “simple” wave shapes, showing a sigmoidal increase in activity as the electrode potential is swept across the reduction potential of the active site, all other enzymes in the DMSO reductase family share a common, complex dependence of activity on driving force. This was first described in the case of the membrane-bound DMSO reductase from \( E.\ coli \) (DmsABC, 90 kDa) and then with several related enzymes, namely periplasmic and membrane-bound nitrate reductases. Since these enzymes share a common catalytic subunit but have very little overall homology, it is likely that the electrochemical data relate to the mechanism at the active site. Figure 44 shows steady state voltammograms for DMSO reduction by DmsABC. The voltammogram recorded at high pH illustrates a typical electrochemical signature for this family of enzymes. When the electrode potential is taken down, the reductive activity first increases to a maximum (\( i \) decreases to a minimum), before it drops and eventually plateaus off at high driving force; since this occurs at steady state, the same profile of activity is observed on the return scan. This clearly shows that the reductive activity of the enzyme is not the greatest under the most reducing conditions; instead, it appears to be optimized in a certain potential window. This was once considered as an unusual observation, simply because this could not have been detected in traditional assays where the driving force is not a control parameter that can be easily adjusted. Such complex dependence of activity on potential has now been evidenced in PFV for many different enzymes, and understanding what this means in terms of mechanism is a challenge that must be tackled. The analogy between the activity of a redox enzyme being optimized over a certain potential range and the usual bell-shaped curves of activity against pH was noted just as maximal activity commonly

**Figure 45.** Steady state voltammograms for nitrate reduction by \( E.\ coli \) nitrate reductase (NarGHI) adsorbed on graphite, at pH 7, 30 °C. 10 mV/s, as indicated. Reprinted with permission from ref 42. Copyright 2004 American Chemical Society.
requires that the pH not be extreme, important (or faster) steps in the catalytic cycle of a redox enzyme may occur when the active site is in an intermediate redox state. In the case of \textit{E. coli} DmsABC,\textsuperscript{39} experimental limitations precluded the substrate concentration dependence to be studied, but the fact that the shape of the signal is strongly dependent on pH (Figure 44) suggested a catalytic mechanism involving a crucial protonation step when the Mo is in its intermediate redox state (Mo\textsuperscript{V}); at low potential, the Mo is quickly reduced to Mo\textsuperscript{IV} before the protonation can proceed, forcing the mechanism into a less-active route (hence the decrease in activity).\textsuperscript{39} This mechanism explains that the low potential attenuation of activity is no longer seen under acidic conditions, when the rate of proton uptake may be high enough that taking the high or low potential reaction pathway makes no difference. In short, according to this model, the fact that the sequence of events in the catalytic cycle depends on the driving force is the reason the turnover rate need not vary in a monotonic fashion with the electrode potential.

A similar electrochemical signature was observed for the soluble NarGH fragment of the membrane bound \textit{nitrate reductase} from \textit{P. pantotrophus} by Butt and co-workers in ref 159. This enzyme is homologous to DmsABC and has a similar active site, but an aspartate in NarG, rather than a cysteine in DmsA, coordinates the Mo ion. (See refs 393 and 394 for comparative studies of the prokaryotic complex iron–sulfur molybdoenzymes.) In the case of \textit{P. pantotrophus} NarGH, the fact that the attenuation of activity disappears at high concentration of substrate (rather than at low pH in the case of DmsABC) suggested to the authors a mechanism similar to that described above except that \textit{nitrate} binding (rather than protonation) can occur either before or after Mo\textsuperscript{V} is further reduced to Mo\textsuperscript{IV} (the species that is competent to reduce nitrate), with binding to fully reduced Mo resulting in slower turnover. The authors derived a current equation for the corresponding scheme, and qualitative agreement with the data was demonstrated (Scheme 2 and Figure 9A in ref 159). They also proposed an alternative mechanism according to which the reduction of a redox center remote from the active site (e.g. one of the FeS clusters that belong to NarH) switches the enzyme into a less active form, e.g. by affecting its Michaelis parameters (Scheme 3 and Figure 9B in ref 159).

The data in Figure 45 are replotted from ref 42 and show nitrate reduction by \textit{E. coli nitrate reductase} (NarGH, 224 kDa, pdb 1Y4Z).\textsuperscript{388} This large membrane-bound enzyme consists of three subunits and houses two \textit{b}-type hemes (in NarI) and five FeS clusters (one in NarG,\textsuperscript{395,396} four in NarH) in addition to a Moco (in NarG). At low concentration of nitrate, the activity reaches a maximum at about \texttildelow 25 mV, pH 7 and drops at higher driving force (dotted line in Figure 45). As the nitrate concentration is raised, a “boost” develops at \texttildelow 150 mV and takes over the low potential part of the wave at millimolar concentrations. A similar behavior was observed with the NarGH subcomplex, showing that the wave shape is independent of the presence of the di-heme cytochrome NarI.\textsuperscript{42} Considering how complex it looks, no quantitative description of the wave shape has been attempted yet, but the resemblance to the predictions of Scheme 2B shown in Figure 12 cannot be missed. The work in ref 42 focused on chronoamperometric determinations of Michaelis and inhibition constants and how these depend on potential. The finding that the apparent affinity for substrate (\textit{K}_m) may depend on the driving force is certainly a major aspect of this study. Regarding the measurement of inhibition constants, the authors showed that azide (N\textsubscript{3}\textsuperscript{–}) is a stronger competitive inhibitor at high rather than at low potential. Since this “hard” ligand is expected to prefer metal ions in higher oxidation states, they proposed that the peak in activity reveals the crucial involvement of Mo\textsuperscript{V} (but see below).\textsuperscript{42} Thus, a consistent relation emerged between mechanism (effective binding of nitrate to Mo\textsuperscript{V}) and physiology, with nitrate in micromolar levels being reduced only at high potentials.

Regarding \textit{R. sphaeroides} periplasmic \textit{nitrate reductase} (NapAB, 108 kDa, pdb 1OGY),\textsuperscript{338} we recently examined the hypothesis that differential substrate binding to Mo in its redox states \textit{V} and IV is the reason the maximal reductase activity is not obtained under the most reducing condition by using the model in section 2.2.4.2, which allows slow substrate binding to any redox state of the active site.\textsuperscript{156,186} NapAB consists of a large catalytic subunit (NapA) containing a \{4Fe–4S\} cluster and the molybdenum active site cofactor (Moco), and of a small ET subunit (NapB) housing two surface-exposed c-type hemes. Using the general predictions of the six-member scheme in section 2.2.4.2 and by examining how the positions of the main features of the wave compare to the reduction potentials of the active site measured in potentiometric titrations and depend on substrate concentration (eqs. 23), we could conclude that nitrate binding is essentially irreversible on the time scale of turnover. A second simplification, based on the fact that the reduction potential of the Mo\textsuperscript{V/IV} couple is very high, is that the steady state concentration of Mo\textsuperscript{V} is always small in the range of electrode potential where catalysis occurs, so that substrate binding to “O” (Mo\textsuperscript{VI}) can be neglected. This decreases greatly (from ten in eq 22 to five) the number of parameters that need to be adjusted to fit the voltammetric data to the current equation corresponding to scheme 2B. Figures 46A and B show the baseline subtracted voltamograms for nitrate reduction by NapAB, recorded at low substrate concentration (\textit{s} < \textit{K}_m) and for two different values of the pH. Each pair of nearly-superimposed solid lines corresponds to data recorded by scanning the electrode potential in either direction: the fair overlay demonstrates that steady state was achieved. A unique set of parameters could be determined by fitting each bundle of voltammograms at every pH (dashed lines in panels A and B); the values of the active site reduction potentials are plotted against pH in panel C (the primed \textit{E}^\textsubscript{0} are for substrate-bound species, according to the notations in section 2.2.4.2). This was interpreted to deduce the sequence of events that occur in the reductive catalytic cycle. The emerging picture is that at moderate driving force, substrate binds to Mo\textsuperscript{V}, and the resulting complex takes up one proton. The second protonation occurs only after a second electron transfer from the proximal \{4Fe4S\}\textsuperscript{+} cluster further reduces the substrate-bound active site to Mo\textsuperscript{IV}, yielding the species that is competent to produce nitrite. The protonation may be the main reason the reduction potential of the substrate-bound Mo\textsuperscript{V/IV} couple is significantly raised upon substrate binding (ca. 200 mV, Figure 46C). This may have a strong influence on the kinetics of iET since raising the reduction potential of Mo\textsuperscript{V/IV} makes the reduction of the Moco by the proximal \{4Fe4S\} cluster exergonic. This illustrates a situation where the value of the reduction potential of the substrate-free Mo\textsuperscript{V/IV} couple obtained from equilibrium titrations is not relevant to describe the thermodynamics of reduction of the
active site in the catalytic cycle. NapAB also illustrates the situation where the position of the main catalytic wave greatly differs from the reduction potential of the substrate-free active site even when s tends to zero; this is quantitatively interpreted as resulting from an interplay between thermodynamics (substrate binding and protonation raising the reduction potential of the MoV/IV couple) and kinetics (the irreversibility of the chemical steps triggered by substrate binding making this happen even under nitrate concentrations well below saturation).\textsuperscript{156}

Butt and co-workers recently studied the periplasmic nitrate reductase from \textit{P. pantotrophus}, which is homologous to that from \textit{R. sphaeroides} and exhibits identical voltammetry.\textsuperscript{343} The authors suggest that the peak in activity may not simply arise from preferential substrate binding to Mo\textsuperscript{V}, and they favor an explanation in terms of a modulation of activity caused by the change in redox state of a center whose reduction potential lies in the vicinity of $E_{\text{ov}}$. A similar signal was also observed by the same authors in another nitrate reductase, \textit{Synechococcus elongatus} NarB, which is homologous to \textit{D. desulfuricans} Nap\textsuperscript{385,397} in that it houses a single redox cofactor (a [4Fe4S] cluster) in addition to the Moc.\textsuperscript{160} NarB appears to be optimized to operate only under very reducing conditions: the MoV could not be reduced in the voltammetry of Complex II\textsuperscript{41,146} and of the Fp subcomplex of Complex I,\textsuperscript{158} and the arguments and counterarguments are quite similar, but here we shall only focus on nitrate reductase.

We can now summarize and compare the studies of enzymes from the DMSO reductase family. Similar voltammetric signatures, showing an extremum in activity at moderate driving force, have now been observed for six homologous enzymes,\textsuperscript{39,42,156,159,160,186,343} and it is safe to assume that these signals have a similar origin in terms of catalytic mechanism. Yet two distinct models have been proposed so far. (The same indetermination exists regarding the catalytic mechanism. Yet two distinct models have been assume that these signals have a similar origin in terms of modulation changes; the low potential form has lower turnover than when these steps proceed before complete reduction. The two parallel pathways include rate limiting protonation and/or substrate binding steps, and modeling relies on a scheme such as Scheme 2B with $k_2 > k_1$. (2) The second hypothesis is that the enzyme switches between two different forms (rather than two catalytic pathways) depending on the electrode potential, as a result of subtle conformational changes; the low potential form has lower turnover rate, possibly because the Michaelis constant is greater or because intramolecular electron or proton transfer is slower.\textsuperscript{343} The transition between the two forms must be fast (since no hysteresis is observed), and it is triggered by the reduction of a center that may be remote from the active site (eq 42). Regarding the identity of this center in nitrate reductase, Butt and co-workers emphasized that the reduction potential of the [4Fe4S] cluster is close to $E_{\text{ov}}$ in the case of \textit{P. pantotrophus} NapAB.\textsuperscript{343} However, this is so neither in \textit{S. elongatus} NarB\textsuperscript{160} nor in \textit{R. sphaeroides} NapAB.\textsuperscript{156,186,338}
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\caption{(A and B) Steady state, baseline subtracted voltammograms for nitrate reduction by \textit{R. sphaeroides} NapAB at pH 7.5 and 8.5, for increasing substrate concentrations in the range 1–10 \textmu M. The dashed lines are the fits to a simplified version of eq 22 where substrate binding to MoIV and substrate release are neglected. This can be used to measure the reduction potentials plotted in the Pourbaix diagram (panel C). The filled triangles are values determined independently from potentiometric titrations followed by EPR. Species O, I, and R correspond to the Mo in its redox states VI, V, and IV, respectively. The primed $E'$ are for substrate-bound species. Adapted with permission from ref 156. Copyright 2007 American Chemical Society.}
\end{figure}

The defense of the second model has mainly been based on the criticism of the first;\textsuperscript{343} here we list the pros and cons of this first model, in an attempt to clarify a controversy which is not yet resolved.

- An obvious quality of the first model is that it can be quantitatively assessed by examining the predictions of a rate equation derived from a kinetic scheme. Figure 46 shows that a model which is based on a simplified version of Scheme 2B and which includes very few adjustable parameters describes accurately the wave shape and its dependence on s and pH, at least over a limited range of experimental parameters (pH $\geq$ 7 and $s \ll K_m$).\textsuperscript{156} One of the adjustable parameters is the reduction potential of the MoV/IV couple, whose value and pH-dependence are found to be consistent with the results of potentiometric titrations (compare the empty and filled triangles in Figure 46C). This model also predicts that the value of $K_m$ should depend on $E$ and that the ratio $K_m \text{lim}/K_m \text{peak}$ should be equal to $i_{\text{peak}}/i_{\text{lim}}$ (see the discussion of eqs 2 in ref 186). This is in agreement with independent observations in refs 186 and 343.

- Against the model is the fact that it accounts for the wave shape only at low substrate concentration: Scheme 2B predicts that the wave should become sigmoidal at high enough s.\textsuperscript{343} (The same argument has also been used to disregard the use of Scheme 2B in the case of Complex II; Figure 50 and ref 146.) We acknowledged that Scheme 2B is expected to apply only if substrate binding limits the rate of the two parallel pathways, and this should be so only at low s.\textsuperscript{156,186} Under saturating conditions, certain steps that are ignored in Scheme 2B may become rate-limiting and influence the wave shape, but this does not challenge the relevance of the approach. Moreover, we have demonstrated that the value of s, which is “high enough” that the switch disappears, is not simply related to $K_m$; see the discussion of eq 24 above and of eq 13 in ref 156.
• We have mentioned above that the model is supported by the agreement between Mo reduction potentials measured in titrations and from fitting the wave shapes. Against this argument, Butt and co-workers emphasized that the Mo\textsuperscript{V} EPR signal has low intensity despite full molybdenum loading\textsuperscript{343} This may reveal the 2-electron reduction of Mo\textsuperscript{VI} to Mo\textsuperscript{IV} (\(E^{0}(\text{Mo}\textsuperscript{VI/V}) < E^{0}(\text{Mo}\textsuperscript{IV/III})\)), whereas the model can fit the data only on the condition that \(E^{0}(\text{Mo}\textsuperscript{IV/III}) > E^{0}(\text{Mo}\textsuperscript{V/IV})\). In R. \textit{sphaeroides} NapAB, the titration of the “visible” Mo\textsuperscript{V} is consistent with there being a large range of potential where the Mo\textsuperscript{V} species is stable,\textsuperscript{38,398} but the signal is substoichiometric (quantitation yields 0.2 spin per enzyme whereas elemental analysis confirms full occupancy) and the substoichiometry is even worse in certain mutants.\textsuperscript{398} Hence, at least for 20\% of the Mo, the 2-electron reduction of Mo\textsuperscript{VI} to Mo\textsuperscript{IV} can be excluded. It seems that a fraction of the Mo behaves in EPR titrations as expected from the analysis of the electrochemical data with Scheme 2B, whereas the rest is EPR silent in “as prepared” samples. However, recent results of ours suggest that the Mo which is EPR-active arises from a dead-end species (V. Fourmond et al., unpublished data). Whether or not the forms of the Mo that engage in catalysis are those detected in EPR will have to be investigated using spectroscopies that are sensitive to all three redox states of the Mo.

• Last, inhibition studies were also used to assess the relevance of Scheme 2B. In their study of \textit{E. coli} NarGHI, Armstrong and co-workers\textsuperscript{42} showed that the competitive inhibitor azide binds more strongly at high potential (on the peak) than at low potential. They concluded that the peak current results from nitrate binding more strongly to Mo\textsuperscript{V} than to Mo\textsuperscript{IV}, in support of a mechanism like that in Scheme 2B (\textit{vide supra}). In contrast, in their study of \textit{P. pantotrophus} NapAB, Butt and co-workers recently used the effect of azide on the wave shape against the hypothesis that the peak in activity simply arises from preferential substrate-binding to Mo\textsuperscript{V}.\textsuperscript{344} However, it is important to note that, in the context of Scheme 2B, the peak in activity does not reveal a greater steady state concentration of Mo\textsuperscript{V}: the turnover rate is proportional to the concentration of substrate-bound reduced state (RS), and the decrease in activity at low potential results from an increased concentration of substrate-free Mo\textsuperscript{V} (R). The related observation in ref 39 that the potential window of activity of DmsABC correlates with the appearance of the Mo\textsuperscript{V} signal in potentiometric titrations is explained in the context of Scheme 2B by the fact that \(E_{\text{m}}\) is close to \(E^{0}(\text{Mo}\textsuperscript{IV/III})\) (eq 2a in ref 186), whereas \(E_{\text{c}}\) is related to the reduction potential of the substrate-bound species (eq 2b in ref 186) and may be coincidently close to \(E^{0}(\text{Mo}\textsuperscript{V/IV})\). We presume that the model in Scheme 2B will have to be extended to include inhibitor binding before it becomes possible to use the effects of inhibitors to learn about the mechanism.

\textbf{Monoheme cytochrome c peroxidase} (33 kDa, pdb 2CYP)\textsuperscript{399,400} provides another example of PFV data being interpreted in terms of a rate-determining step occurring between the two ET steps that make the active site competent to transform the substrate. Figure 47A, from ref 37 shows the voltammograms of adsorbed yeast ccp in the presence of H\textsubscript{2}O\textsubscript{2} in the range 0–200 \textmu M, as indicated. The small slope at high driving force, which we now think results from a distribution of \(k_{\text{d}}\) values (section 2.2.5.4) was corrected by subtracting a polynomial baseline, and the data were differentiated to make the underlying features of the wave more apparent (panel B). A convincing fit of \(I_{\text{lim}}\) in panel C and \(dI/dE\) in panel D was obtained by assuming that the active site cycles between the fully oxidized form “Compound I” and the two-electron reduced “resting state” Fe\textsuperscript{II} which irreversibly binds and reduces H\textsubscript{2}O\textsubscript{2}. Since the latter chemical step is not rate-determining, the authors proposed that one of the two steps corresponding to the reduction of the active site is gated by a follow-up reaction. The preferred explanation was that compound II undergoes a rate-determining chemical transformation before further reduction to the resting state.

\textbf{Di-heme cytochrome c peroxidases} house a high potential electron-transfering heme c (E) and a peroxidatic heme c (P) (see ref 401 for a review). Their mechanism is thought to differ from that of monoheme peroxidases in that the reaction of the resting (reduced) state Fe\textsuperscript{II}Fe\textsuperscript{III} with H\textsubscript{2}O\textsubscript{2} produces a Fe\textsuperscript{II}Fe\textsuperscript{IV}–oxo state: hence, the second oxidizing equivalent is stored on heme E rather than as a porphyrin or tryptophanyl radical in mono-heme peroxidases. The low potential Fe\textsuperscript{II}Fe\textsuperscript{III} couple is not involved in the catalytic cycle. In a recent electrochemical study of the peroxidase from \textit{Nitrosomonas europaea},\textsuperscript{310,250} Elliott and co-workers emphasized important differences between this enzyme and other di-heme peroxidases. First, the enzyme does not display any evidence of redox-linked activation, as required in other di-heme peroxidases. Second, the catalytic wave in Figure 27 could be modeled as a \(n_{\text{cat}} = 1\) process, but its dependence on substrate concentration (inset in this figure) and pH (Figure 3 in ref 330) argues against the rate limiting step being electron transfer from Fe\textsuperscript{II}. From the observation in Figure 27 that \(E_{\text{cat}} > 515\) mV is well above the reduction potential of heme Fe\textsuperscript{II}Fe\textsuperscript{III} (+450 mV), and all the more so that substrate concentration is low, the authors propose that the resting state of the enzyme is Fe\textsuperscript{II}Fe\textsuperscript{III}, not Fe\textsuperscript{II}Fe\textsuperscript{II}; this places the mechanism rather close to that of the monoheme eukaryotic peroxidases such as horseradish peroxidase and ccp.\textsuperscript{405} In a subsequent paper,\textsuperscript{250} the dependence of \(K_{\text{m}}\) on pH clearly revealed a single ionization, and it was shown that cyani- de, just as H\textsubscript{2}O\textsubscript{2}, shifts \(E_{\text{cat}}\) in the negative direction. It acts as a competitive inhibitor whereas azide exhibits mixed\textsuperscript{49} inhibition.

We have already discussed catalysis by \textbf{cytochrome c nitrite reductase} (ccNiR) in the section on intramolecular ET (section 3.3), where we restated the conclusions of the group in Norwich on the reason the nitrite reductase activity of the enzyme shuts down at low potential (Figure 38).\textsuperscript{150} We now focus on the low driving force part of the data which informs on active site chemistry.\textsuperscript{149,189} The same authors explain that the main (high potential) wave recorded at low concentration of nitrite can be fit to a \(n_{\text{cat}} = 2\) sigmoid in terms of nitrite reduction being facilitated by the cooperative two-electron reduction of the pair of magnetically-coupled hemes (labeled 1 and 3 in Figure 37). This cooperative reduction is evidenced in potentiometric titrations followed by EPR by the concomitant disappearance of EPR signals at \(g = 3.5\) and 10.8. However, this modification of the signal is not accompanied by the apparition of a new spectral contribution arising from uncoupled hemes in the partly reduced enzyme molecules. The authors suggest that this results from the reduction being a cooperative, two-electron process, although the \(g = 3.5\) and 10.8 signals titrate at \(\approx -107\) mV in the manner expected for \(n = 1\) centers.\textsuperscript{149} Their interpretation of the catalytic wave is explicitly based on the...
idea that, under conditions of low substrate concentration, the catalytic potential should reflect the result of titrations carried out in the absence of substrate. The authors have recently revised their interpretation after they carried out spectrophotometric and MCD titrations which provided no evidence for an n = 2 event in the thermodynamic properties of the enzyme.402 We have put forward another point of view189 according to which the voltammetry of cccNiR may be thought of in terms of an active site moiety consisting of a heme initially bound to nitrite and undergoing six one-electron reductions until ammonium is produced and released. Then it may occur that, along the reaction pathways, no evidence for an inhibition is competitive (eq 55; that is, CO and nitrite exclude each other from binding to the same site). Having demonstrated that only the catalytic heme binds CO, we could attribute the deformation of the noncatalytic signal upon exposure to CO to the shift in reduction potential of the catalytic heme. This was used to measure both the value of this reduction potential (~200 mV at pH 7, in moderate agreement with the interpretation of EPR and Mössbauer titrations, −80 mV in ref 371) and how this depends on pH: the reduction of the catalytic heme is coupled to a single protonation at pH < pK_a = 8.2,189 Thiocyanate, cyanate, nitrate, and azide were all shown to slow down nitrite reduction; in contrast, sulfate, chloride, and the product of nitrite reduction, ammonium, are ineffective.405 The change in catalytic wave potential as a function of inhibitor concentration was interpreted in terms of tighter binding of thiocyanate, nitrate, and azide to the oxidized than the reduced active site.406,405 For azide and cyanide, the mechanism of inhibition was investigated in ref 406. Inhibition by azide appears to be reversible and “mixed” (i.e. azide binds both to the Michaelis complex and to the substrate-free enzyme).46 In contrast, cyanide equilibrates slowly with the enzyme, has higher affinity for reduced vs oxidized enzyme, and appears to bind to two distinct sites which have not been identified yet. The monocyano enzyme retains nitrite reduction activity, but the wave shape is very different from that of the cyanide-free enzyme: it shows a n_cat = 1 rather than n_cat = 2 main wave, followed by a boost of activity at lower potential than an attenuation (Figure 7 in ref 406). The former observation suggested to the authors that the reduction of the heme pair 1,3 is no longer cooperative in the monocyano enzyme. This clearly illustrates the complexity that can be associated with inhibitor binding to redox enzymes.

3.5. Bidirectional Catalysis

Understanding the molecular bases of catalytic directionality in redox enzymes is certainly a great and exciting challenge. It is all the more difficult to address that the very idea that some redox enzymes may work better in one direction than the other is still sometimes mistakenly thought to transgress thermodynamics (see the discussion in section 2.7.3 of ref 46). For a bidirectional enzyme, the catalytic PFV signal recorded in the presence of both the reduced and oxidized substrates is naturally very demonstrative of the difference between thermodynamics and kinetics, because enzymes reduce hydroxylamine even more quickly than nitrite, and hydroxylamine is believed to be an intermediate along the physiological reaction pathway.373 The derivatives of the voltammetric data in Figure 48 show two positive peaks: the main wave at −100 mV is followed by a boost at higher driving force (∼−350 mV) rather than the switch observed at low concentration of nitrite (Figure 38). The meaning of the boost is still unclear. It was noted that this must reveal a change in rate-limiting steps as the substrate concentrations are raised and that the similarity between the signatures for nitrite and hydroxylamine may reflect the intervention of similar rate-limiting events.149,50

We recently examined the kinetics of CO inhibition of nitrite reduction by the cytochrome c nitrite reductase from D. desulfuricans in ref 189. At a given concentration of nitrite, inhibition by CO followed bimolecular kinetics whereas the process of CO-release was first-order. Nitrite protects the enzyme in a manner that demonstrates that CO-inhibition is competitive (eq 55; that is, CO and nitrite exclude each other from binding to the same site). Having demonstrated that only the catalytic heme binds CO, we could attribute the deformation of the noncatalytic signal upon exposure to CO to the shift in reduction potential of the catalytic heme. This was used to measure both the value of this reduction potential (~200 mV at pH 7, in moderate agreement with the interpretation of EPR and Mössbauer titrations, −80 mV in ref 371) and how this depends on pH: the reduction of the catalytic heme is coupled to a single protonation at pH < pK_a = 8.2,189 Thiocyanate, cyanate, nitrate, and azide were all shown to slow down nitrite reduction; in contrast, sulfate, chloride, and the product of nitrite reduction, ammonium, are ineffective.405 The change in catalytic wave potential as a function of inhibitor concentration was interpreted in terms of tighter binding of thiocyanate, nitrate, and azide to the oxidized than the reduced active site.406,405 For azide and cyanide, the mechanism of inhibition was investigated in ref 406. Inhibition by azide appears to be reversible and “mixed” (i.e. azide binds both to the Michaelis complex and to the substrate-free enzyme).46 In contrast, cyanide equilibrates slowly with the enzyme, has higher affinity for reduced vs oxidized enzyme, and appears to bind to two distinct sites which have not been identified yet. The monocya...
it is a direct readout of the rate of turnover as a function of the thermodynamic driving force; hence, the catalytic bias may be visualized in a single potential sweep. This is illustrated in Figure 49, which shows the succinate/fumarate conversion by *E. coli fumarate reductase* (FrdAB) under conditions where both molecules are simultaneously present in solution. Thermodynamics predicts only the value of the open circuit potential (OCP) where \( i = 0 \), such that the forward and backward reactions proceed at exactly the same rate. This potential equates the formal reduction potential of the substrate/product couple, which can be calculated for any concentration ratio using the Nernst equation and the published value \( E^{E}_{\text{ox}} \approx +20 \text{ mV} \) at \( 25 ^\circ \text{C} \). Therefore, the OCP does not characterize the enzyme, unlike the rest of the electrochemical signal, which shows comparable oxidative and reductive currents despite the fact that succinate is in large excess over fumarate in this experiment. This demonstrates and somehow quantifies the fact that fumarate reductase is biased to work in the physiological direction. However, it is important to note that the enzyme’s bias, should we define it as the ratio of maximal rates in either direction, is not simply in proportion to the ratio of substrate concentrations that make the magnitudes of the oxidative and reductive currents similar. For example, in Figure 49, the succinate concentration is in excess over the Michaelis constant for succinate, whereas the fumarate concentration is well below the corresponding value for fumarate; hence, only the oxidative current corresponds to a maximal rate. Another complication is that the signal recorded under saturating conditions of both substrates cannot be directly interpreted because either substrate may inhibit the transformation of the other.36,157 Hence, the bias is more easily determined in two successive experiments carried out with a single substrate under saturating conditions.

Similar observations regarding the bias, the value of the OCP, and its dependence on pH and/or substrate concentrations were made in discussing the data for NiFe and FeFe hydrogenases (H\(^+/\)H\(_2\)) \( E^{E}_{\text{ox}} \) \( CO \) dehydrogenase (CO/CO),188 succinate dehydrogenases (succinate/fumarate),12,146–148 and the so called \( \lambda \) subcomplex of Complex I (NAD\(^+/\)NAD\(_2\)).151 Copper nitrite reductase also oxidizes NO,408 but this has not yet been investigated in PFV.167

The catalytic conversion between fumarate and succinate has been thoroughly investigated in the case of succinate dehydrogenases (the soluble subcomplex SdhAB of Complex II),11,41,146–148 In this system, a spectacular observation is that, under physiological conditions, the enzyme would be biased to operate in the direction of fumarate reduction, in reverse of the normal tricarboxylic acid (TCA) cycle, if a mechanism did not slow down reductive turnover under the most reducing conditions: the wave shape shows a “normal” sigmoidal increase in succinate oxidation activity upon increasing the electrode potential, but the wave for fumarate reduction exhibits a sharp \( (n = 2) \) “switch” at a potential that is close to that of the substrate-free flavin at all pH values (Figure 50).146–148 The exact origin of the effect remains unclear,146 but should this situation also hold for the entire Complex II, this driving-force dependent attenuation of reductive activity would provide an unprecedented way for controlling the TCA cycle as a function of the redox state of the quinone pool.146 It is striking that an attenuation of reductive activity at low potential was also observed for another mitochondrial enzyme, the “Fp” subcomplex of Complex I. This protein houses the flavin where NADH/ NAD\(^+\) conversion occurs, one [2Fe2S] cluster and one [4Fe4S] cluster; only the latter belongs to the ET chain that transfers electrons to the quinone pool in the holo enzyme. Hirst and co-workers could reproduce the effect using either of two models, one considering an enhanced catalytic ability of the half-reduced state of the active site (as proposed above for NapAB and DmsABC, for example) and the other one considering a modulation of activity resulting from a change in redox state of the [2Fe2S] cluster.158

Regarding H\(^+/\)H\(_2\) conversion by hydrogenases, all sorts of molecular determinants of directionality have been proposed. Peters suggested that the difference between the two FeFe hydrogenases from *C. pasteurianum* may result from their active sites having different reduction potentials.409 In the case of NiFe hydrogenase, he emphasized the absence of free cysteines and the large number of histidines in the active site environment and proposed that this may direct proton flow.409 We have demonstrated that, in NiFe hydrogenases, changing the histidine ligand of the distal cluster (Figure 29A) to a cysteine has no effect on the cluster’s reduction potential, decreases 200-fold the hydrogen-oxidation activity of the enzyme, and has only a 2-fold effect on proton reduction: this demonstrates that a structural feature that is remote from the active site can have a major role in modulating the directionality of a multicomponent enzyme.360 Van Haaster387 proposed that the lower \( K_m \) for \( H_2 \) of NiFe hydrogenases with respect to their FeFe counterparts is the reason the former are used for \( H_2 \)-oxidation. PFV has been used to distinguish hydrogenases on the basis of their directionality. At pH 6 and under 1 bar of \( H_2 \), *D. desulfuricans* FeFe hydrogenase exhibits currents of similar ampli-

---

**Figure 49.** Reversible conversion between succinate and fumarate by *E. coli* fumarate reductase at pH 7, \( \nu = 3 \text{ krpm} \), \( v = 1 \text{ mV/s} \). The voltammograms have been normalized by the limiting oxidative current. The model is shown as dashed lines. Reprinted with permission from ref 36. Copyright 2001 American Chemical Society.

**Figure 50.** Reversible catalysis by *E. coli* succinate dehydrogenase (SdhAB) for 1:1 solutions of fumarate and succinate at 38 °C, 10 mV/s, 500 rpm. The voltammmograms have been normalized by the limiting oxidative current. The model is shown as dashed lines. Redrawn with permission from Figure 4 in ref 146 using the data provided by J. Hirst. Copyright 1996 American Chemical Society.
tudes in either direction and the proton reduction current is independent of hydrogen pressure. In contrast, under 1 bar of H₂, the prototypical NiFe hydrogenases from A. vinose and D. gigas and the membrane bound NiFe hydrogenase (MBH) from Ralstonia eutrophora show hardly any or no detectable reductive activity; this is at least partly because hydrogen inhibits the proton reduction activity of NiFe hydrogenases. Defining the bias as the ratio of limiting currents recorded at high and low potentials under 1 bar of H₂ or argon, respectively, we have emphasized that the enzymes from Allochromatium vinose and Desulfovibrio fructosovorans, which are both thought to illustrate the typical properties of the NiFe class of hydrogenases, exhibit actually very different biases. The D. fructosovorans enzyme is an efficient catalyst for both H₂ oxidation and formation (solid lines in Figure 31A) whereas the catalytic current for H₂ oxidation by the enzyme from A. vinose is at least ten times larger than that corresponding to optimal reductive activity (Figures 28 and 42). We hope that site-directed mutagenesis will make it possible to investigate further the subtle relation between bias and structure in this family of enzymes.

We now discuss the relation between catalytic bias and catalytic wave shapes recorded when both substrates are present. It was noted that which direction the enzyme prefers is either related to or caused by the deviation of the value of Ecat from the reduction potential of the substrate/product couple (the OCP). As noted in ref 147, the separation between Ecat and the OCP defines the ratio of oxidation and reduction limiting currents if the wave shape is roughly sigmoidal (i.e. if there is no switch or boost). In other words, since Ecat is defined graphically, it is equivalent to observe that Ecat > OCP or that lim > lim or vice versa (Figure 51), and thus the former observation cannot be considered as an explanation of the latter. In the case of both E. coli succinate dehydrogenase and M. elsdonii FeFe hydrogenase, the value of Ecat exhibits a weak dependence on pH, but the reduction potential of the substrate/product couple decreases 60 mV per pH unit (both succinate reduction and hydrogen formation are two-electron two-proton reactions); referring to Figure 51, it is inferred that these enzymes are relatively better catalysts of oxidation at higher pH.

How Ecat compares to the OCP is a property of the enzyme which does relate to the bias, but the challenge is to understand how it is defined by the thermodynamics and kinetics of the entire catalytic cycle. Bidirectional catalysis by an adsorbed redox enzyme was never treated in the framework of a kinetic scheme, as presented in section 2 for unidirectional catalysis. In refs 146–148, the reversible conversion between succinate and fumarate was fit to a combination of sigmoidal functions, so that the n-values of the voltammograms’ features could be measured (dashed lines in Figure 50). This cannot substitute for a complete kinetic description of the system, but we acknowledge that this is a rather difficult task. Clearly, it is not possible to model bidirectional voltammograms by adding algebraically the current equations derived for irreversible catalysis in opposite directions.

We finally note that all the aspects of the reactivity mentioned in section 2 are potentially related to the problem of the catalytic bias in bidirectional enzymes. For example, in our study of periplasmic nitrate reductase (Figure 46), we proposed that the irreversibility of nitrate binding in NapAB may be one of the reasons this enzyme, unlike the homologous nitrite oxidases in Nitrobacter species, has no detectable oxidative activity even under the most oxidizing conditions: this may be because catalytic nitrite oxidation would necessarily involve a step of nitrate release from the active site that is precluded in NapAB.

### 3.6. Redox-Dependent, Slow or Irreversible (In)activation Processes

Examples have been given in sections 3.3, 3.4, and 3.5 of reversible attenuations of activity which occur under certain conditions of driving force. In these cases, the activity responds instantly to a change in driving force, or at least no deviation from steady state could be observed in experiments carried out at moderate scan rates (typically ν < 100 mVs). Hereafter, we address the distinct issue of slow (in)activation. We do so only briefly because hydrogenases provide the most prominent examples. The use of PFV to study their redox (in)activation has recently been reviewed. Slow interconversions between active and inactive states of an enzyme as a function of the redox poise may have physiological relevance; some enzymes which occur in anaerobic yet aerotolerant organisms (e.g. Desulfovibrio species) exist in a reduced, active form which is irreversibly damaged by O₂, but this form can be reversibly oxidized into an inactive state which resists oxygen. Therefore, reversible oxidative inactivation may afford protection against oxidative damage. This is exemplified by Desulfovibrio africanus pyruvate-ferredoxin oxidoreductase and Desulfovibrio vulgaris Hildenborough FeFe-hydrogenase. Other examples of redox-poise controlling catalytic efficiency include diheme peroxidases and galactose oxidase. Pre-steady-state measurements in PFV can easily resolve these potential-dependent processes.

Our first example is Butt and co-workers’ recent report on the reversible, irreversible activation of two distinct nitrate reductases, the NarGH subcomplex from Paracoccus pantotrophus and Synechococcus elongatus NarB. In both cases, the reductive activation manifests as a sudden increase in activity which occurs only during the first sweep to negative potentials, at a potential that is lower than the catalytic potential. The conditions under which the effect is observed are not entirely clear. In the case of NarGH, whether or not the reductive activation is detected depends on apparently minor changes in the content of the buffers used in the purification procedure. The effect could be confirmed in stopped flow experiments as a lag of a few seconds before steady state catalysis is achieved; this makes it unlikely that the increase in activity seen in PFV is actually a consequence of a potential-dependent reorientation of the
enzyme on the electrode the first time it is taken to low potential. The comparison of the EPR signatures of the different samples shows that, in enzymes that require activation, the Mo\(^V\) exhibits a previously unreported EPR signal, characterized by the absence of the usual hyperfine structure due to an exchangeable proton. The authors propose that the new signal and the species that requires activation arise from the aspartate ligand of the Mo ion providing bidentate (rather than monodentate) coordination, as observed in one of the two available X-ray structures of the enzyme from _E. coli_.\(^{388,394}\) In NarB,\(^{160}\) as in _D. desulfuricans_ NAP,\(^{397}\) the Mo ion is coordinated by a cysteine. The reductive activation of this enzyme is clearly demonstrated (Figure 8 in ref 166), but it is not observed with all enzyme samples and no spectroscopic differences could be detected between NarB preparations displaying the distinct PFV responses. Yet, this demonstrates that PFV can approach with great facility reductive activation processes that could otherwise only be accessed through techniques requiring rapid mixing of reactants.\(^{166}\)

The recent study of **copper nitrite reductase** \(^{\text{ref 167}}\) also established that the reduced type-2 active site can exist in an active conformation and an inactive conformation that interconvert with a rate of \(\approx 0.1 \text{ s}^{-1}\). This is evidenced in chronopotentiometric experiments where the electrode potential is poised at an oxidizing potential (+560 mV) where the enzyme is fully activated and then stepped to a lower potential (+60 mV; \(E_{\text{red}}\) is about halfway in between). After the step, the activity decreases towards a steady state value, and the transient relaxation can be fit to an exponential decay (Figure 3 in ref 167). It is proposed that this results from the reduced type-2 copper site equilibrating between a four-coordinate active form and a three-coordinate form incapable of binding substrate, detected in earlier investigations by EXAFS and X-ray crystallography.

Recent results in the same group have demonstrated that direct electrochemistry can be used to study the anaerobic, oxidative inactivation of _Carboxydothermus hydrogenoformans_ CO dehydrogenase.\(^{188}\)

The oxidative inactivation of **NiFe hydrogenases**, a process first characterized in the mid-1980s,\(^{415}\) has recently become a very hot topic because this reaction is the main obstacle to using these enzymes in biofuel cells\(^{416,417}\) or in photosynthetic hydrogen production processes. Hence, much effort is currently devoted to identifying enzymes that can function in air\(^{416}\) or to understanding the molecular bases of the oxygen sensitivity\(^{418-420}\) in order to use genetic engineering techniques to design oxygen-resistant enzymes.\(^{521}\) The prototypical NiFe hydrogenases from _Allochromatium vinosum_ or _Desulfovibrio_ species exist in a mixture of oxidized, inactive forms when they are purified under aerobic conditions, and activation requires reduction.\(^{415}\) There exist two EPR-detectable fully-oxidized and inactive states called NiA and NiB. NiA is formed under aerobic conditions, and its reactivation requires hours of incubation under H\(_2\). In contrast, the formation of NiB can occur under anaerobic oxidizing conditions and its reduction is fast. Hence, NiA and NiB are sometimes termed “unready” and “ready,” respectively. The inactivation by oxygen takes only seconds whereas anaerobic oxidation is slow. In crystallographic studies, both oxidized forms are modeled with an oxygen species bridging the Ni and Fe ions of the active site (alternatively a bridging sulfur in the enzyme from _D. vulgaris_ Miyazaki F\(^{422,172}\)). NiA and NiB do not interconvert, and the structural difference that makes their kinetics of formation and reactivation so different is still unresolved.\(^{51}\)

A recent hypothesis refers to the presence of a bridging peroxy in NiA, which may be an oxo in NiB.\(^{423,424}\) Among the various other proposals, it was suggested that they differ in the presence of a bridging oxo versus terminal hydroxo ligand,\(^{325}\) or in the orientation of a nearby glutamate side chain.\(^{426}\) Recently, by allowing a detailed characterization of how the rates of (in)activation depend on temperature, pH, potential, and hydrogen pressure, elaborate PFV experiments have been very useful for disentangling the complex and concurrent (in)activation processes of NiFe hydrogenase. This is summarized below.

The reversible conversion between the active and NiB forms of hydrogenase under **anaerobic** conditions is easily visualized in voltammetry, as illustrated in panels A and B of Figure 19. The decrease in hydrogen-oxidation current at high potential reveals the inactivation (in addition to slight film loss), and the fact that the enzyme reactivates when the potential is taken back to more reducing conditions is obvious from the increase in current on the reverse scan.\(^{42}\) That this effect is only visible at low scan rate demonstrates that the anaerobic inactivation is slow, and the comparison between panels A and B makes it clear that the inactivation is faster under more alkaline conditions (all things being equal, the high potential decrease in activity is more pronounced at higher pH). Chronoamperometric experiments were designed to probe the potential dependence of the rates of activation and inactivation. It was shown that the rate of anaerobic inactivation is pH-dependent and potential-independent; thus, the process is gated by a preceding chemical step. In contrast, reductive activation of NiB is too fast to be measured. This activation involves a one-electron reduction, judging by the width of the sigmoidal increase in current on the voltammetric sweep toward low potential, and the reduction potential of the reductive activation is simply read as the position of the inflection point; the temperature dependence of this potential returns large positive \(\Delta S\) and \(\Delta H\) values, and its pH dependence is consistent with the one-electron reduction of NiB being coupled to a single protonation at pH below \(pK_{\text{red}}\approx 7.6\) and 45 °C. Overall, this provides compelling evidence that the chemical step limiting the rate of oxidative inactivation is the uptake of OH\(^-\).\(^{43}\)

There are several obstacles to using traditional techniques to characterize the kinetics of the inactivation of hydrogenases by O\(_2\), with the most obvious being that aerobic inactivation is fast on the time scale of solution assays and that oxygen cannot be included in the assay buffers because it would interfere with the catalytic reduction of the redox partner (cosubstrate). Hence, the kinetics of the reaction with oxygen was for a long time poorly characterized. In PFV, the turnover rate can be easily measured every tenth of a second (hence, fast inactivation can be resolved) and the hydrogen oxidation activity can be measured in the presence of oxygen simply by setting the potential of the electrode at a value that is high enough that no direct reduction occurs. Figure 52 illustrates the strategy that we used to characterize the rate of aerobic inactivation of _Desulfovibrio fructosovorans_\(^{34}\) and _Aquifex aeolicus_\(^{427}\) NiFe hydrogenases (see section 2.4.2). The enzyme is adsorbed on an electrode poised at high potential; the electrochemical cell is continuously flushed by bubbling hydrogen and aliquots of air-saturated solution are repeatedly injected in the cell. From all sorts of control experiments,\(^{187}\) it is known that the oxygen concen-
tration decays exactly exponentially with time after each injection (as schematized in Figure 52A). The current is proportional to the concentration of active enzyme and decays with time (panel B). Provided inactivation is first-order in active enzyme, the instant rate of inactivation is simply obtained by differentiating the logarithm of the current (eq 57). The facts that (1) this rate of inactivation in panel C decays exponentially with time and that (2) the initial rate of inactivation extrapolated to the time of injection is proportional to the initial concentration of oxygen (panel D) show that inactivation is first-order in oxygen concentration. The overall bimolecular rate constant is about 40 s\(^{-1}\) (atm O\(_2\))\(^{-1}\) at 40 °C, under one atm of H\(_2\). The rate of inactivation is offset by a small constant (≈10\(^{-2}\) s\(^{-1}\)) that is the rate of anaerobic formation of NiB under these very oxidizing conditions. We observed that this rate is independent of pH in *D. fructosovorans*.\(^{187}\) This difference between the kinetic behaviors of the enzymes from *A. vinosum* on one side and *Desulfovibrio gigas* and *D. fructosovorans* on the other side was also noted from FTIR investigations.\(^{428}\) The weak dependence of the overall rate of aerobic inactivation on hydrogen concentration implies that the inhibition by O\(_2\) is not competitive.\(^{187}\) Initially, our interpretation was that H\(_2\) need not be released from the active site before O\(_2\) reacts with it. An alternative explanation is that the rate of aerobic inactivation which we measure is the sum of the rates of formation of NiA and NiB, and only the formation of NiA is slowed by protecting the enzyme active site with H\(_2\). This explanation is consistent with the following observations: (1) reaction with O\(_2\) produces a mixture of NiA and NiB,\(^{187,170}\) and (2) the ratio NiA/NiB is smaller if the aerobic inactivation is carried out under an atmosphere of H\(_2\) than under argon (see below).\(^{170}\)

In their independent study of the aerobic inactivation of *A. vinosum* NiFe hydrogenases,\(^{170}\) Armstrong and co-workers focus on the nature of the species formed upon exposing the enzyme to O\(_2\) rather than on the rate of inactivation. The enzyme is fully and quickly inactivated by injecting large amounts of O\(_2\) under different conditions of potential and hydrogen pressure, and the precise fraction of NiA over NiB formed in this process is measured *a posteriori* in a very clever manner: after the inactivation, the enzyme is taken back to a potential that is low enough that it reactivates (but high enough that hydrogen oxidation occurs); Figure 53A clearly shows that the recovery of activity is biphasic. The fast phase corresponds to the reduction of NiB while the slow recovery reveals the reactivation of NiA; hence, the ratio NiA over (NiA + NiB) formed in the inactivation process can be deduced by examining the course of the reactivation. Remarkably, the fraction of NiA (slow phase) is found to be greater under conditions of electron depletion (low H\(_2\) concentration and high electrode potential, Figure 53B). The authors propose that since NiA is formed under conditions that do not favor complete reduction of O\(_2\) at the active site, it may be two-electron more oxidized than NiB.

Further studies in the same group aimed at clarifying the nature of NiA, produced upon partial reduction of O\(_2\) at the NiFe active site, by examining how its rate of reactivation is influenced by a number of parameters.\(^{170,171}\) The adsorbed enzyme was subjected to various and elaborate sequences consisting of potential steps and gas exposures (O\(_2\), CO, H\(_2\), and/or N\(_2\)), and the extent and rate of reactivation was examined in relation to the history of events. An intermediate is identified on the reaction pathway from NiA to the active enzyme: by decreasing the electrode potential, NiA can be reversibly reduced to a state that only requires hydrogen to

Figure 52. Kinetics of the inhibition of *D. fructosovorans* NiFe hydrogenase by oxygen. The change in oxygen concentration against time is schematized in panel A. Panel B: Activity against time. Panel C: Rate of inactivation against time. Panel D: Initial rate of inactivation against initial oxygen concentration. Adapted with permission from ref 187. Copyright 2004 American Chemical Society.
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Figure 53. Panel A: Course of reactivation at *E* = −160 mV of the NiFe hydrogenase from *A. vinosum* after it has been fully inactivated by oxygen while the electrode was poised at the potential indicated on each curve. Panel B: Fraction of slow phase in the reactivation process as a function of the electrode potential and the nature of the gas phase (1 bar of H\(_2\) or N\(_2\)) during the inactivation. This fraction reveals the ratio of NiA over NiA plus NiB, formed in the inactivation. Reprinted and adapted from ref 170. Copyright 2004 American Chemical Society.
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be irreversibly activated. The competitive inhibitor CO can serve as a substitute for \( \text{O}_2 \) in the latter stage, making it likely that it is a displacement process.

An electrochemical study of the inactivation of the FeFe hydrogenase from *Desulfovibrio desulfuricans* is reported in refs 169 and 173. This enzyme is strictly identical to *D. vulgaris* Hildenborough FeFe hydrogenase and houses the so-called “H” cluster which is the active site of iron hydrogenases (it consists of a dinuclear FeFe subsite covalently linked to a [4Fe4S] cluster)\(^{299} \) and two [4Fe4S] clusters that act as relays (59 kDa, pdb 1HFE).\(^{429} \) From biochemical studies,\(^{377,378} \) it was known that the enzyme can be purified under air but that it requires reductive reactivation to become fully active. This is entirely consistent with the result of the electrochemical investigation which evidences the oxidation of the enzyme into an inactive state that is at least partially protected against \( \text{O}_2 \). The rate of inactivation is limited by a chemical reaction that is coupled to protonation. The reactivation is fast, and the pH dependence of the potential where it occurs reveals coupling with a protonation step at pH above pK\(_{\alpha} \approx 6\). It is also demonstrated that the rate of reactivation of the CO-inhibited enzyme is enhanced upon illumination when \( \text{H}_2 \) is being oxidized, whereas the enzyme is photoinert under reducing conditions; this suggests the existence of two distinct CO-bound forms; only the form that prevails under oxidizing conditions is photolabile.\(^{173} \)

In ref 370 we studied and described in detail the oxidative inactivation of *Clostridium acetobutylicum* FeFe hydrogenase (HydA1, strep-tagged and homologously expressed), which is highly homologous to *Clostridium pasteurianum* (CpI) hydrogenase (64kDa, pdb 1IFEH).\(^{409} \) Clostridial FeFe hydrogenases are similar to the enzyme from *D. desulfuricans* except that their ET chain consists of four FeS clusters rather than two. The fact that purifying an active clostridial hydrogenase requires strictly anaerobic conditions had always been interpreted as revealing their extreme oxygen-sensitivity. On the contrary, our detailed analysis of chronoperiodicometric data shows that this enzyme reacts surprisingly slowly with \( \text{O}_2 \), in a multistep process which we could untangle. Whereas oxygen irreversibly inactivates the enzyme from *D. desulfuricans* in its active state,\(^{169,173} \) it binds reversibly (and weakly) to *C. acetobutylicum* hydrogenase (\( K_2 \approx 0.1 \text{ mM} \)). Although the irreversible oxidation of the oxygen-bound complex is very slow (\( 4 \times 10^{-3} \text{ s}^{-1} \)), it is responsible for reversibly inactivating the enzyme when it is purified under air. A similar behavior was observed in solution experiments where the isotope-exchange activity was monitored in the presence of \( \text{O}_2 \); hence, the oxygen-tolerance is not a result of the enzyme being adsorbed on the electrode. The observation that the competitive inhibitor CO protects the enzyme against \( \text{O}_2 \) ruled out the possibility of significant oxidative damage to electron-transferring FeS clusters. The apparent bimolecular rate constant for reaction with \( \text{O}_2 \) is much smaller than that for prototypical NiFe hydrogenases, which are usually said to be more resistant to \( \text{O}_2 \) (\( 4 \times 10^{-2} \text{ s}^{-1} \) mM\(^{-1} \)) vs \( 32 \text{ s}^{-1} \) mM\(^{-1} \) for the NiFe hydrogenase from *D. fructosovorans* in Figure 52 and ref 187). Last, the rate of anaerobic oxidation is much slower than that for the FeFe enzyme from *D. desulfuricans*, but this inertia is detrimental to *C. pasteurianum* hydrogenase, since the inactive, oxidized state is protected against \( \text{O}_2 \) and can be reactivated by reduction.\(^{169,173,377,378} \)

Reference 169 reports a comparative study of several hydrogenases, namely the FeFe hydrogenase from *Desulfovibrio desulfuricans*, the prototypical NiFe hydrogenases from *A. vinosum* and *Desulfovibrio gigas*, and the NiFe membrane-bound hydrogenase (MBH) from *Ralstonia eutropha* H16. The latter does inactivate reversibly when it is oxidized under anaerobic conditions but unlike typical NiFe hydrogenases, and despite high homology with these enzymes,\(^{33} \) it is reversibly inhibited by \( \text{O}_2 \). This makes this enzyme a good catalyst to be used in aerobic biofuel cells, as demonstrated in refs 174 and 416, despite the fact that it exhibits lower activity than other NiFe hydrogenases (according to Table 4 in ref 33). Later, the MBH NiFe enzyme from *Ralstonia metallidurans* CH34 heterologously overexpressed in *R. eutropha* proved even more resistant to \( \text{O}_2 \);\(^{417,412} \) it displays substantial \( \text{H}_2 \) oxidation activity even below 10 ppm \( \text{H}_2 \) in air.\(^{130} \)

Beyond the requirement that oxygen sensitivity be quantified in order to sort the different hydrogenases according to their potential use in biofuel cells, the aforesaid studies also have invaluable merit in that they demonstrate how complex and convoluted the processes of aerobic inactivation can be. The enzyme may be inactivated under oxidative anaerobic or aerobic conditions, and provided inactivation is fast, this may actually protect the enzyme against further oxidative damage. Hydrogenases may be inhibited by oxygen, but depending on the enzyme and on its redox state, this inhibition can be fully irreversible (reduced FeFe hydrogenase from *D. desulfuricans*),\(^{173} \) partly reversible (reduced FeFe hydrogenase from *C. acetobutylicum*),\(^{370} \) fully reversible (enzymes from *Ralstonia sp.*),\(^{416} \) or irreversible under oxidizing conditions but reversed upon subsequent reduction in a process whose complex kinetics reveals the heterogeneity of the oxidized inactive state (typical NiFe hydrogenases). Hence, electrochemistry helped define the sensitivity of the enzyme by greatly refining earlier conclusions from biochemical studies in addition to providing unique insights into the mechanism of (in)activation. It is still puzzling that very similar proteins may exhibit so different reactivities (compare the MBH NiFe hydrogenases from *Desulfovibrio* sp. and *R. eutropha*, or the FeFe hydrogenases from *D. desulfuricans* and *C. acetobutylicum*), and PFV played a major role in disclosing this variety of behavior. We hope that site-directed mutagenesis studies will make it possible to understand better the relation between structure and reactivity.

### 3.7. Substrate Channels

Substrate channels are elongated cavities which either connect the active site to the solvent or transport intermediates from one active site to the next in multifunctional enzymes (see refs 431–433 for reviews). As far as redox enzymes are concerned, the best documented example is acetyl-CoA synthase/CO dehydrogenase,\(^{434–437} \) but channels are also suspected in NiFe hydrogenases (Figure 1).\(^{438–440} \) FeFe hydrogenases,\(^{439,441} \) cytochrome \( c \) oxidase,\(^{442,443} \) copper-containing amine oxidase,\(^{444} \) and Photosystem II.\(^{445} \) However, one may also consider that small diatomic molecules are able to freely diffuse through the protein matrix and, therefore, the requirement for a channel to transport \( \text{CO} \), \( \text{H}_2 \), \( \text{O}_2 \), and other small substrates is questionable.\(^{444,446} \) From an experimental point of view, there are few measurements of the rate of intramolecular diffusion in enzymes. We end this review by discussing two results which show that this
Figure 54. Hydrogen oxidation by WT D. fructosovorans NiFe hydrogenase: measurement of the Michaelis constant relative to H₂ and of the inhibition constant relative to CO. Panel A shows the change in current against time (gray) is fit to eq 54 (solid line). The red line in panel B shows the change in hydrogen (black) and CO (blue) concentrations against time. The red line in panel B shows the change in current against time in the experiment where H₂ is flushed away at t > 0. The blue line is the result of a similar experiment, but a solution saturated with CO was injected at t = 30 s while the concentration of H₂ was decreasing. The fits to eqs 50 and 58 are shown as dashed lines. 1 bar of H₂ at t > 0, E = −160 mV, pH 7, 40 °C, 3 krpm. (Unpublished data.)

Figure 55. Inhibition by CO of H₂ oxidation by a mutant of D. fructosovorans NiFe hydrogenase where a double mutation narrows the gas channel. Panel A: CO concentration against time. Panel B: The change in current against time (gray) is fit to eq 54 (solid line). The aliquot of solution saturated with CO was injected at t = 0. 1 bar of H₂, E = −160 mV, pH 7, 40 °C, 3 krpm.447

particular aspect of the catalytic mechanism may also be approached in PFV with surprising ease.

Figure 54A shows in black the change in concentration of dissolved H₂ against time that is obtained when, after having maintained an atmosphere of 1 bar of H₂ until t = 0, a small tube is suddenly plunged into the buffer and used to bubble argon. This flushes hydrogen away from the cell and its concentration decreases exponentially with time, with a time-constant which we denote by 𝜏_H₂ (cf. section 2.4.2). The red curve in panel B shows the sigmoidal change in current for hydrogen oxidation by D. fructosovorans NiFe hydrogenase in the same experiment. Importantly, the change in H₂ concentration is slow enough with respect to turnover rate that steady state conditions apply at all times. Therefore, steady state rate equations can be used to model the transients:187 the equation used to fit this data (black dashed line) is simply obtained by inserting into the Michaelis–Menten equation a substrate concentration whose time-dependence is [H₂](t) = [H₂]₀ exp(−t/𝜏_H₂) (eq 50). A very different strategy in solution assays consists in interpreting the change in turnover rate against time following the complete consumption of the substrate by the enzyme (in which case, kinetic equations must be integrated to account for the time courses of reactions; see e.g. ref 381). Armstrong and co-workers have used the electrochemical method described above in their study of CO dehydrogenase, to measure the Kₘ values relative to CO and CO₂.188

In the experiment shown as a blue curve in Figure 54B, an aliquot of CO-saturated solution is injected at t ≈ 30 s while the hydrogen concentration is decreasing (blue line in Figure 54A). In this experiment, the concentrations of both CO and H₂ evolve with time, but the equation for the transient current is again simply obtained by using the rate equation that considers competitive inhibition by CO, in which we insert time-dependent concentrations of both H₂ and CO:

\[
i(t) = \frac{i_{max}}{1 + \frac{K_m}{[H_2](t)} \left(1 + \frac{[CO](t)}{K_i}\right)}
\]  

(58)

The fit is shown as a dashed curve; no better agreement was obtained assuming mixed inhibition, and the fit was worse if an uncompetitive mechanism is assumed. Two conclusions can be drawn from this very simple experiment. (1) Since CO-inhibition is competitive, CO binds to the active site, most likely by using the same gas channel (if there is any) as hydrogen. Establishing the competitive character of CO inhibition in traditional assays would require measuring the rates of hydrogen oxidation for discrete values of the substrate and inhibitor concentrations and determining the dependence of the Kₘ for H₂ on the concentration of CO. This is actually a time-consuming and difficult set of experiments, since it may not be easy to precisely set the concentrations of gaseous substrate and inhibitors to values that remain constant during the solution assays. Here the information is obtained in an experiment that takes a couple of minutes. (2) CO binds and is released quickly (reversibly) on the time scale of the activity measurement: inhibition occurs with no apparent delay (in the experiment in Figure 54, the current was sampled every tenth of a second), and the recovery of activity exactly follows CO exhaustion from the cell.

The experiment in Figure 55 was carried out with a mutant of D. fructosovorans NiFe hydrogenase in which the gas channel observed in the X-ray structure (Figure 1) has been partly blocked with no effect on the maximal rate of hydrogen oxidation in solution assays. The cell was under 1 bar of H₂, and an aliquot of CO was injected in the buffer at t = 0. In contrast with the observation made with the WT enzyme (Figure 4 in ref 187), the decrease in activity following the injection can be resolved, suggesting that the mutation slows down CO access to the active site, and the recovery of activity occurs only well after CO has vanished from the cell; hence, the diffusion of CO out of the enzyme is also slow. This brings the first evidence for the existence of a functional channel (or at least a preferred path) that connects the active site to solvent and is blocked by the mutation. The data could be fit to eq 54, initially derived for studying the CO-inhibition of cytochrome c nitrite reductase,189 to measure the rates of CO diffusion along the gas channel, to and from the buried NiFe active site. This strategy is now used in our group to study in detail how the molecular structure of the gas channel influences the kinetics of intramolecular diffusion.447
4. Conclusion

In PFV, the enzyme works under conditions that are certainly not physiological, since it exchanges electrons with an electrode rather than with a soluble redox partner and the accessible range of driving force is extremely large. However, provided one is able to bring evidence that the native properties of the enzyme are retained (section 3.1), this configuration greatly simplifies the kinetic investigation by making the activity measurement virtually instantaneous and by providing the thermodynamic driving force as an invaluable additional control parameter. The whole set of results discussed here clearly demonstrates that this provides fresh perspectives in enzymology.

Anticipation is all the more difficult that every new enzyme which is studied may bring new, fascinating prospects, by offering opportunities to approach certain aspects of the reactivity for the first time. However, several general directions for future work stand out. New strategies for adsorbing the enzymes onto innocent electrodes must be developed, ideally with emphasis on configurations that are suitable for combining spectroscopic techniques and direct, catalytic electrochemistry. The modeling of the catalytic data also needs to mature: the reader has surely noticed that, in some cases exposed herein, our understanding of what the signal may mean is rather approximate and our interpretation somewhat ambiguous, whereas electrochemistry is certainly a technique that is ideally suited to probe the kinetic aspects of chemical reactivity in the most quantitative fashion. Direct electrochemistry of enzymes is a relatively new method in the context of enzyme kinetics, and we are confident that the efforts of all the teams that are taking part in this research will prove incredibly fruitful. We can’t wait!

5. List of Abbreviations

- A: electrode surface
- d: distance between the electrode and the surface-exposed relay
- d0: width of the probability density function of d
- E: electrode potential
- E0⁰/ET, EVR: reduction potentials of the active site alone, E0⁰VT = (E0⁰VT + EVR)/2
- E0⁰/ST, EVS: reduction potentials of the active site bound to substrate
- E0⁰⁰T: apparent reduction potentials of the active site electon transfer
- ET: Faraday constant, gas constant, temperature, f = F/RT
- I: current
- I: inhibitor concentration
- iET: intramolecular electron transfer
- i0: limiting current
- ip: peak current
- Ki, Kp, Kr: dissociation constants from the active site. Kp = k-p/Ko, etc.
- kcat, k0, ki: turnover rate, prefactor in the BV equation, prefactor in the Marcus equation
- kmax: Michaelis constant on the plateau
- m0: 0.62 Dν0 2ν−1/6
- m0/Kcat: parameters characterizing the wave shape
- ncat, Ecat, nO, E0: parameters characterizing a “switch”
- O, I, R: oxidized, half-reduced, and reduced forms of the active site
- OS, IS, RS: the substrate-bound forms of the active site
- PFV: protein film voltammetry
- RDE: rotating disk electrode
- s: substrate concentration
- sθ, θ: substrate concentration in the bulk and at the electrode surface
- α: depending on context, transfer coefficient or ratio of rate constants, α = k1/k1
- δ: electroactive coverage
- ΔE: redox interaction in section 2.1.1.2
- ΔE^lim: shift of E^lim when iET is fully rate limiting, in section 2.2.6.1
- λ: depending on context, reorganization energy (Figure 6) or dimensionless parameter
- τ: time constant for the decrease in substrate or inhibitor concentration
- ν: depending on context, scan rate (V/s) or kinematic viscosity (eq 43)
- ω: electrode rotation rate
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