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1 Introduction

This paper is devoted to a special class of Caffarelli-Kohn-Nirenberg interpolation inequalities that were introduced in [10] and can be written as
\[
\|w\|_{2p,\gamma} \leq C_\gamma \|\nabla w\|_{2}^d \|w\|_{p+1,\gamma}^{1-\frac{\gamma}{d}} \quad \forall w \in \mathcal{D}(\mathbb{R}^d),
\]
where \(\mathcal{D}(\mathbb{R}^d)\) denotes the space of smooth functions on \(\mathbb{R}^d\) with compact support, \(C_\gamma\) is the best constant in the inequality,
\[
d \geq 3, \quad \gamma \in (0, 2), \quad p \in \left(1, \frac{2^*_\gamma}{2}\right) \quad \text{with} \quad 2^*_\gamma := 2 \frac{d-\gamma}{d-2} \quad \text{(1.2)}
\]
and
\[
\vartheta := \frac{2^*_\gamma (p-1)}{2p (2^*_\gamma - p-1)} = \frac{(d-\gamma) (p-1)}{p (d-2 - 2 \gamma - p (d-2))}. \quad \text{(1.3)}
\]

The norms are defined by
\[
\|w\|_{q,\gamma} := \left(\int_{\mathbb{R}^d} |w|^q |x|^{-\gamma} dx\right)^{1/q} \quad \text{and} \quad \|w\|_q := \|w\|_{q,0}.
\]
The optimal constant \(C_\gamma\) is determined by the minimization of the quotient
\[
\mathcal{Q}_\gamma[w] := \frac{\|\nabla w\|_2^d \|w\|_{p+1,\gamma}^{1-\frac{\gamma}{d}}}{\|w\|_{2p,\gamma}^d}.
\]

When \(\gamma = 0\), Inequalities (1.1) become a particular subfamily of the well-known Gagliardo-Nirenberg inequalities introduced in [30, 43]. In that case, optimal functions have been completely characterized in [13]. Gagliardo-Nirenberg inequalities have attracted lots of interest in the recent years: see for instance [28] and references therein, or [3].

We have two main reasons to consider such a problem. First of all, optimality among radial functions is achieved by
\[
w_\star(x) := \left(1 + |x|^{2-\gamma}\right)^{-1/p} \quad \forall x \in \mathbb{R}^d
\]
up to multiplications by a constant and scalings as we shall see later. It is remarkable that the function \(w_\star\) clearly departs from standard optimal functions that are usually characterized using the conformal invariance properties of the sphere and the stereographic projection, like for instance in [3, Section 6.10].

If \(d = 1\), it is elementary to prove that optimal functions for (1.1) are of the form (1.4) up to multiplication by constants and scalings. The case \(d = 2\) is not considered in this paper. In any higher dimension \(d \geq 3\), even with a radial weight of the form \(|x|^{-\gamma}\), there is no simple symmetry result that would allow us to identify the optimal functions in terms of \(w_\star\). In other words, it is not known if equality holds in
\[
\inf_{w \in \mathcal{D}(\mathbb{R}^d) \setminus \{0\}} \mathcal{Q}_\gamma[w] =: (C_\gamma^*)^{-1} = \mathcal{Q}_\gamma[w_\star] \geq (C_\gamma)^{-1} := \inf_{w \in \mathcal{D}(\mathbb{R}^d) \setminus \{0\}} \mathcal{Q}_\gamma[w], \quad \text{(1.5)}
\]
where $\mathcal{D}^s(\mathbb{R}^d)$ denotes the subset of $\mathcal{D}(\mathbb{R}^d)$ which is spanned by radial smooth functions, i.e., smooth functions which depend only on $|x|$. Our main result is a first step in this direction.

**Theorem 1.1** Let $d \geq 3$. For any $p \in (1, d/(d-2))$, there exists a positive $\gamma^*$ such that equality holds in (1.5) for all $\gamma \in (0, \gamma^*)$.

A slightly stronger result is given in Theorem 2.1.

We remark that optimal functions for $Q_\gamma$ can be assumed to be nonnegative and satisfy, up to multiplications by a constant and scalings, the semilinear equation

$$-\Delta w + |x|^{-\gamma} (w^p - w^{2p-1}) = 0.$$  

(1.6)

This will be discussed in Section 2. However, the classical result of B. Gidas, W.M. Ni and L. Nirenberg in [31] does not allow us to decide if a positive solution of (1.6) has to be radially symmetric. So far, it is not known yet if the result can be deduced from a symmetrization method either, even for a minimizer of $Q_\gamma$. We shall say that *symmetry breaking* occurs if $C_\gamma^* < C_\gamma$. Whether this happens for some $\gamma \in (0, 2)$ and $p$ in the appropriate range, or not, is an open question.

The symmetry result of Theorem 1.1 has very interesting consequences, and here is a second motivation for this paper. Let us consider the *fast diffusion* equation with weight

$$u_t + |x|^\gamma \nabla \cdot (u \nabla u^{m-1}) = 0, \quad (t, x) \in \mathbb{R}^+ \times \mathbb{R}^d,$$  

(1.7)

with initial condition $u(t = 0, \cdot) = u_0 \in L^1(\mathbb{R}^d, |x|^{-\gamma} \, dx)$, $u_0 \geq 0$ and $m \in (m_1, 1)$, where

$$m_1 := \frac{2d - \gamma - 2}{2(d - \gamma)}.$$  

From the point of view of the well-posedness of the Cauchy problem and of the long-time behaviour of the solutions, such an equation, in the porous media case (namely for $m > 1$), has been studied in [45, 46]. In this paper, we consider the fast diffusion regime (case $m < 1$). In particular, it can be shown that the mass $M := \int_{\mathbb{R}^d} u |x|^{-\gamma} \, dx$ is independent of $t$. Let us introduce the time-dependent rescaling

$$u(t, x) = R^{\gamma - d} v \left( (2 - \gamma)^{-1} \log R, \frac{x}{R} \right),$$  

(1.8)

with $R = R(t)$ defined by

$$\frac{dR}{dt} = (2 - \gamma) R^{(m-1)(\gamma - d) - 1 + \gamma}, \quad R(0) = 1.$$  

The solution is explicit and given by

$$R(t) = \left[ 1 + (2 - \gamma) (d - \gamma) (m - m_c) t \right]^{1/(d - \gamma)(m - m_c)} \quad \text{where} \quad m_c := \frac{d - 2}{d - \gamma}.$$
After changing variables we obtain that the rescaled function \( v \) solves the Fokker-Planck-type equation

\[
v_t + |x|^{\gamma} \nabla \cdot \left[ v \nabla \left( v^{m-1} - |x|^{2-\gamma} \right) \right] = 0 \tag{1.9}
\]

with initial condition \( v(t = 0, \cdot) = u_0 \). The convergence of the solution of (1.7) towards a self-similar solution of Barenblatt type as time goes to \( \infty \) is replaced by the convergence of \( v \) towards a stationary solution of (1.9) given by

\[
\mathcal{B}(x) := (C + |x|^{2-\gamma})^\frac{1}{m-1},
\]

where \( C > 0 \) is uniquely determined by the condition

\[
\int_{\mathbb{R}^d} \mathcal{B} |x|^{-\gamma} \, dx = M.
\]

A straightforward computation shows that the free energy, or relative entropy

\[
\mathcal{F}[v] := \frac{1}{m-1} \int_{\mathbb{R}^d} (v^m - \mathcal{B}^m - m \mathcal{B}^{m-1} (v - \mathcal{B})) |x|^{-\gamma} \, dx
\]

is nonnegative and satisfies

\[
\frac{d}{dt} \mathcal{F}[v(t, \cdot)] = - \mathcal{I}[v(t, \cdot)], \tag{1.10}
\]

where the Fisher information is defined by

\[
\mathcal{I}[v] := \frac{m}{1-m} \int_{\mathbb{R}^d} v \left| \nabla v^{m-1} - (2-\gamma) \frac{x}{|x|^{\gamma}} \right|^2 \, dx.
\]

As a consequence of Theorem 1.1, an elementary computation shows that the entropy – entropy production inequality

\[
(2 - \gamma)^2 \mathcal{F}[v] \leq \mathcal{I}[v] \tag{1.11}
\]

holds if \( \gamma \in (0, \gamma^*) \). More precisely, (1.11) is equivalent to (1.1) if we take \( w = v^{m-1/2} \), \( p = 1/(2m-1) \) and perform a scaling. Accordingly, notice that \( \mathcal{B}^{m-1/2} \) is equal to \( w_* \) up to a scaling and a multiplication by a constant. This generalizes to \( \gamma \in (0, \gamma^*) \) the results obtained in [13] for the case \( \gamma = 0 \). Whether \( (2 - \gamma)^2 \) is the best constant in (1.11) is a very natural question. The answer is yes if \( \gamma = 0 \) and no if \( \gamma > 0 \), as long as symmetry (no symmetry breaking) holds. An answer has been provided in [8, Proposition 11], which relies on considerations on the linearization. Key ideas are provided by the weighted fast diffusion equation whose large time asymptotics are governed by the linearized problem. These asymptotics are studied in [9]. Recent progresses on the issue of symmetry breaking, which partially rely on the present paper, have been achieved in [25].

A consequence of (1.11) is the exponential convergence of the solution \( v \) of (1.9) to \( \mathcal{B} \).
Corollary 1.2 Let $d \geq 3$, $m \in (1-1/d, 1)$ and $\gamma \in (0, \gamma^*)$, where $\gamma^*$ is defined as in Theorem 1.1 for $p = 1/(2m-1)$. If $v$ is a solution to (1.9) with nonnegative initial datum $u_0$ such that $u_0 \in L^1(\mathbb{R}^d, |x|^{-\gamma} \, dx)$ and $\int_{\mathbb{R}^d} u_0^m \, |x|^{-\gamma} \, dx$ is finite, then

$$
\mathcal{F}[v(t, \cdot)] \leq \mathcal{F}[u_0] \, e^{- (2-\gamma) t} \quad \forall t > 0.
$$

The above exponential decay is actually equivalent to (1.11) and henceforth to (1.1) with $C_\gamma = C_\gamma^*$ as can be checked by computing $\frac{d}{dt} \mathcal{F}[v(t, \cdot)]$ at $t = 0$.

The free energy $\mathcal{F}[v]$ is a measure of the distance between $v$ and $\mathcal{B}$. Exactly as in the case $\gamma = 0$, one can undo the change of variables (1.8) and write an intermediate asymptotics result based on the Csiszár-Kullback inequality. The method is somewhat classical and will not be developed further in this paper. See for instance [13, 28] for more details. To prove Corollary 1.2, one has to show that the mass $M$ is conserved along the flow defined by (1.9) and that (1.10) holds: this can be done as in [6] when $\gamma = 0$.

Before entering in the details, let us mention that the case of the porous media equation with $m > 1$ has been more studied than the fast diffusion case $m < 1$. We refer the reader e.g. to [35, 33, 34] for some recent results relating suitable functional inequalities with the asymptotic properties of the solutions.

Let us introduce some basic notations for the functional spaces. We define the spaces $L^2_p(\mathbb{R}^d)$ and $\mathcal{H}_{p,\gamma}(\mathbb{R}^d)$, respectively, as the space of all measurable functions $w$ such that $\|w\|_{p,\gamma}$ is finite and the space of all measurable functions $w$, with $\nabla w$ measurable, such that $\|w\|_{\mathcal{H}_{p,\gamma}(\mathbb{R}^d)} := \|w\|_{p+1,\gamma} + \|\nabla w\|_2$ is finite. Moreover, we denote as $\mathcal{H}_{p,\gamma}^c(\mathbb{R}^d)$ the subspace of $\mathcal{H}_{p,\gamma}(\mathbb{R}^d)$ spanned by radial functions. A simple density argument shows, in particular, that $\mathcal{D}(\mathbb{R}^d)$ is dense in $\mathcal{H}_{p,\gamma}(\mathbb{R}^d)$ (Lemma 2.2), so that inequality (1.1) holds for any function in $\mathcal{H}_{p,\gamma}(\mathbb{R}^d)$ and, as a consequence, $\mathcal{H}_{p,\gamma}(\mathbb{R}^d)$ is continuously embedded into $L^{2p}_p(\mathbb{R}^d)$.

The proof of Theorem 1.1 is based on a perturbation method which relies on the fact that, by the results in [13], the optimal functions in the case $\gamma = 0$ are radial up to translations. Our strategy is adapted from [26], except that we have no Emden-Fowler type transformation that would allow us to get rid of the weights. This has the unpleasant consequence that a fully developed analysis of the convergence of any optimal function for (1.1) is needed, based on a concentration-compactness method, as $\gamma \downarrow 0$. We prove that the limit is the radial solution, namely the only one centered at the origin, to the limit problem, although the limit problem is translation invariant. Then we are able to prove that the optimal functions are themselves radially symmetric for $\gamma > 0$ sufficiently small. As a consequence, $C_\gamma = C_\gamma$ for any such $\gamma$, and the optimal functions are all given by (1.4) up to a multiplication by a constant and a scaling. Here are the main steps of our approach.

1. We work with the non-scale-invariant form of (1.1) that can be written as

$$
\mathcal{E}_\gamma[w] := \frac{1}{2} \|\nabla w\|_2^2 + \frac{1}{p+1} \|w\|_{p+1,\gamma}^{p+1} - J_\gamma \|w\|_{2p,\gamma}^{2p} \geq 0,
$$

(1.12)
where \( J_\gamma \) denotes the optimal constant and
\[
\theta_\gamma := \frac{d + 2 - 2\gamma - p(d - 2)}{d - \gamma - p(d + \gamma - 4)} \in (0, 1).
\] (1.13)

A simple scaling argument given in Section 2 shows that (1.1) and (1.12) are equivalent, and relates \( J_\gamma \) and \( C_\gamma \); see (2.6).

2. In Section 2 we establish the compactness of the embedding of \( H_{p,\gamma}(\mathbb{R}^d) \) into \( L^2_p(\mathbb{R}^d) \), which implies the existence of at least one optimal function \( w_\gamma \) for (1.12). This optimal function solves (1.6) up to a multiplication by a constant and a scaling. Notice that optimal functions for (1.12) are not necessarily unique, even up to multiplication by constants. For simplicity we shall pick one optimal function for each \( \gamma > 0 \) and denote it by \( w_\gamma \), but each time we use this notation, one has to keep in mind that it is not a priori granted that \( w_\gamma \) is uniquely defined. We also adopt the convention that \( w_0 \) denotes the unique radial minimizer, having a suitably prescribed \( L^2_p \) norm, corresponding to \( \gamma = 0 \) (see [13] for details). Up to a multiplication by a constant and a scaling, \( w_0 \) is equal to \( w_* \) given by (1.4), with \( \gamma = 0 \).

Next, in Section 3, we prove integrability and regularity estimates for solutions to (1.6). We point out that \( C^{1,\alpha} \) regularity can be expected only if \( \gamma \in (0, 1) \), as it can be easily guessed by considering the function \( w_* \), which involves \( |x|^{2-\gamma} \) (see Remark 3.3).

3. Inequality (1.12) means \( \mathcal{E}_\gamma[w] \geq \mathcal{E}_0[w_\gamma] = 0 = \mathcal{E}_0[w_0] \). Hence we know that
\[
\mathcal{E}_\gamma[w_\gamma] - \mathcal{E}_0[w_\gamma] \leq 0 \leq \mathcal{E}_\gamma[w_0] - \mathcal{E}_0[w_0].
\]
The concentration-compactness analysis of Section 4 shows that, up to the extraction of subsequences, \( \lim_{\gamma \to 0} w_\gamma(\cdot + y_\gamma) = w_0(\cdot + y_0) \), where \( y_\gamma \in \mathbb{R}^d \) is a suitable translation. By passing to the limit as \( \gamma \downarrow 0 \), we obtain
\[
\limsup_{\gamma \to 0} \int_{\mathbb{R}^d} \left( \frac{1}{2p} w_\gamma^{2p} |x|^{-\gamma} - \frac{1}{p+1} w_\gamma^{p+1} \right) \log |x| \, dx \leq \lim_{\gamma \to 0} \frac{\mathcal{E}_\gamma[w_0] - \mathcal{E}_0[w_0]}{\gamma}.
\]
If the r.h.s. was explicit, finite, this would allow us to deduce that \( \{y_\gamma\} \) is bounded. This is not the case because \( J_\gamma \) appears in the expression of \( \mathcal{E}_\gamma \). To circumvent this difficulty, we can use a rescaled Barenblatt-type function in place of \( w_0 \) and get an equivalent formulation in which the r.h.s. stays bounded. This is done in Section 5.

4. Inspired by selection principles in Gamma-convergence methods as in [1], we infer that \( y_0 \) minimizes the function
\[
y \mapsto \int_{\mathbb{R}^d} \left( \frac{w_0^{p+1}}{p+1} + \frac{w_0^{2p}}{2p} \right) \log |x + y| \, dx.
\]
The minimum turns out to be attained exactly at \( y = 0 \), so that \( \{w_\gamma\} \) converges to \( w_0 \). The detailed analysis is carried out in the proof of Proposition 5.3.
5. We prove Theorem 1.1 by contradiction in Section 6, using the method of [27,26]. Angular derivatives of \( w_\gamma \) are nontrivial if \( w_\gamma \) is not radial. By differentiating (1.6), one finds that the angular derivatives of \( w_\gamma \) belong to the kernel of a suitable operator. Passing to the limit as \( \gamma \downarrow 0 \), we get a contradiction with a spectral gap property of the limit operator.

Inequality (1.1) is a special case of the Caffarelli-Kohn-Nirenberg inequalities. Because these inequalities involve weights, symmetry and symmetry breaking are key issues. However, only special cases have been studied so far. We refer to [18] for a review, to [20,21] for some additional numerical investigations, and to [22,24] for more recent results. Concerning the existence of optimal functions in the Hardy-Sobolev case \( p = (d - \gamma)/(d - 2) \), the reader is invited to read [11,19]. We may observe that inequality (1.1) has three endpoints for which symmetry is known: the case of the Gagliardo-Nirenberg inequalities corresponding to \( \gamma = 0 \), the case of the Hardy-Sobolev inequalities with \( p = (d - \gamma)/(d - 2) \) and \( \vartheta = 1 \) and, as a special case, the Hardy inequality with \((p, \gamma) = (1, 2)\): see for instance [26]. No other results specific of (1.1) are known so far.

Symmetry issues are difficult problems. In most of the cases, symmetry breaking is proved using a spherical harmonics expansion as in [11,29,14] and linear instability, although an energy method has also been used in [17]. For symmetry, there is a variety of methods which, however, cover only special cases. Moving plane methods as in [12] or symmetrization techniques like in [36,4,17] can be applied to establish that the optimal functions are given by (1.4), up to multiplications by a constant and scalings, in a certain range of the parameters. Symmetry has also been proved by direct estimates, \( e.g. \), in [17,23], and recently in [24] using rigidity estimates based on heuristics arising from entropy methods in nonlinear diffusion equations. Beyond the range covered by symmetrization and moving planes techniques, the best established method relies on perturbation techniques that have been used in [47,37,27,26]. In the present paper, we shall argue by perturbation, with new difficulties due to the translation invariance of the limiting problem.

2 Preliminary results

2.1 Interpolation

We denote by \( \dot{H}^1(\mathbb{R}^d) \) the closure of \( \mathcal{D}(\mathbb{R}^d) \) w.r.t. the norm \( w \mapsto \|\nabla w\|_2 \). Assume that \( d \geq 3 \). It is well known that for all \( \gamma \in [0,2] \) there exists a positive constant \( C_{HS} \) such that the Hardy-Sobolev inequality

\[
\|w\|_{2^{*}_\gamma, \gamma} \leq C_{HS} \|\nabla w\|_2 \quad \forall w \in \dot{H}^1(\mathbb{R}^d) \tag{2.1}
\]

holds, where the exponent \( 2^{*}_\gamma \) has been defined in (1.2). Let \( 2^{*}_0 = 2_0^* = \frac{2d}{d - 2} \). For \( \gamma = 0 \) and \( \gamma = 2 \), we recover respectively the Sobolev inequality

\[
\|w\|_{2^{*}} \leq C_S \|\nabla w\|_2 \quad \forall w \in \dot{H}^1(\mathbb{R}^d) \tag{2.2}
\]
and the Hardy inequality
\[ \|w\|_{2,2} \leq C_H \|\nabla w\|_2 \quad \forall \ w \in \dot{H}^1(\mathbb{R}^d). \] (2.3)

A Hölder interpolation shows that \[ \|w\|_{2^*_\gamma,\gamma} \leq \|w\|_{2^*_\gamma,\gamma}^{\frac{d-\gamma}{2}} \|w\|_{2^*_\gamma,\gamma}^{\frac{\gamma}{2}} \] and hence
\[ C_{HS} \leq \frac{\frac{\gamma}{2}}{2^*_\gamma-\gamma} C_H \frac{\frac{\gamma}{2}}{2^*_\gamma-\gamma} \]
for any \( \gamma \in [0,2] \). The best constant in (2.2) has been identified in [2,48] and it is well known that \( C_H = 2/(d-2) \). According to [12,36,26], symmetry holds so that \( C_{HS} \) is easy to compute using the optimal function \( w_\gamma^* \) defined by (1.4) with \( p = 2^*_\gamma/2 = (d-\gamma)/(d-2) \), for any \( \gamma \in (0,2] \). The Hölder interpolation
\[ \|w\|_{2p,\gamma} \leq \|w\|_{2^*_\gamma,\gamma}^{\gamma} \|w\|_{2^*_\gamma,\gamma}^{1-\gamma} \]
with \( \theta \) as in (1.3) shows that the Caffarelli-Kohn-Nirenberg inequality (1.1) holds with
\[ C_{\gamma} \leq \left( C_{HS} \right)^{\theta}. \] (2.4)

2.2 Scalings and Euler-Lagrange equation

Consider the following functional:
\[ G_\gamma[w] := \frac{1}{2} \|\nabla w\|_2^2 + \frac{1}{p+1} \|w\|_{p+1,\gamma}^{p+1} \quad \forall \ w \in \mathcal{H}_{p,\gamma}(\mathbb{R}^d). \]

Inequality (1.12) amounts to
\[ J_\gamma = \frac{1}{M^{\theta}} \inf \left\{ G_\gamma[w] : w \in \mathcal{H}_{p,\gamma}(\mathbb{R}^d), \|w\|_{2p,\gamma} = M \right\} \]
for any \( M > 0 \) and we shall consider the problem of the existence of an optimal function \( w_\gamma \), that is, the existence of \( w_\gamma \) such that
\[ G_\gamma[w_\gamma] = J_\gamma M^{\theta}, \quad w_\gamma \in \mathcal{H}_{p,\gamma}(\mathbb{R}^d), \quad \|w_\gamma\|_{2p,\gamma} = M, \]
(2.5)
where \( \theta \) is defined by (1.13). Let us check that \( J_\gamma \) is independent of \( M \). The scaling defined by
\[ w_\lambda(x) := \lambda^{\frac{d-\gamma}{2}} w(\lambda x) \quad \forall \ x \in \mathbb{R}^d, \quad \text{with} \ \lambda > 0, \]
is such that
\[ \|w_\lambda\|_{2p,\gamma} = \|w\|_{2p,\gamma}, \quad \text{while a change of variables gives} \]
\[ G_\gamma[w_\lambda] = \frac{1}{2} \lambda^{\frac{d-\gamma}{p}} \|\nabla w\|_2^2 + \frac{1}{p+1} \lambda^{\frac{d-\gamma}{p}} \|w\|_{p+1,\gamma}^{p+1}. \]

An optimization on \( \lambda > 0 \) shows that
\[ \min_{\lambda > 0} G_\gamma[w_\lambda] = \kappa \left( \|w\|_{2p,\gamma}^{2p} \mathcal{Q}_{\gamma}^{2p}[w] \right)^{\theta}, \]
where
for some positive, explicit constant $\kappa$ which continuously depends on $p$, $d$ and $\gamma \in [0, d - (d - 2)/p)$. This proves that

$$J_{\gamma} = \kappa C_{\gamma}^{-2p}\theta_{\gamma},$$

(2.6)
is indeed independent of $M$.

It is clear from the above analysis that, up to a multiplication of the function $w$ by a constant, we can fix $M > 0$ arbitrarily. We shall furthermore assume that $w_{\gamma}$ is nonnegative without loss of generality because $|w_{\gamma}| \in H_{p,\gamma}(\mathbb{R}^d)$, $G_{\gamma}[w_{\gamma}] = G_{\gamma}[|w_{\gamma}|]$ and $\| |w_{\gamma}| \|_{2p,\gamma} = \|w_{\gamma}\|_{2p,\gamma}$. By standard arguments, $w_{\gamma}$ satisfies the semilinear Euler-Lagrange equation

$$-\Delta w_{\gamma} + |x|^{-\gamma} \left( w_{\gamma}^p - \mu w_{\gamma}^{2p-1} \right) = 0 \text{ in } \mathbb{R}^d$$
in distributional sense, for some positive Lagrange multiplier $\mu = \mu(M)$. From the scaling properties of $G_{\gamma}$, we find that

$$\mu(M) = 2p \theta_{\gamma} J_{\gamma} M^{\theta_{\gamma}-1}.$$Hence we can always take $\mu$ equal to 1 by choosing

$$M = (2 p \theta_{\gamma} J_{\gamma})^{1/(1-\theta_{\gamma})}.$$ (2.7)

From now on, $w_{\gamma}$ denotes a solution to (2.5) satisfying the above mass condition and solving the equation

$$-\Delta w_{\gamma} + |x|^{-\gamma} \left( w_{\gamma}^p - w_{\gamma}^{2p-1} \right) = 0 \text{ in } \mathbb{R}^d.$$ (2.8)

In Section 5, however, we will use a scaling in order to argue with a different choice of mass for $\gamma = 0$.

Using a change of variables and uniqueness results that can be found for instance in [44] (also see earlier references therein), we know that the radial ground state, that is, any radial positive solution converging to 0 as $|x| \to \infty$, is actually unique (see Lemma 6.1). Let us define

$$\eta := d - \gamma - p (d - 2), \quad a_{\gamma} := \frac{(2 - \gamma) \eta}{(p - 1)^2} \quad \text{and} \quad b_{\gamma} := \frac{\eta^2}{p (p - 1)^2}$$

for any $\gamma \in [0, 2)$. The function $w_*$ defined by (1.4) solves

$$-\Delta w_* + \frac{a_{\gamma}}{|x|^\gamma} \left( w_*^p - \frac{a_{\gamma}}{b_{\gamma}} w_*^{2p-1} \right) = 0.$$The rescaled function

$$w_{\gamma}^*(x) = \left( \frac{a_{\gamma}}{b_{\gamma}} \right)^{\frac{1}{p-1}} w_* \left( b_{\gamma}^{\frac{1}{p-1}} |x|^\gamma \right)$$
solves (2.8) and is explicitly given by

$$w_{\gamma}^*(x) := \left( \frac{a_{\gamma}}{b_{\gamma} + |x|^{2-\gamma}} \right)^{\frac{1}{p-1}}.$$ (2.9)

With these preliminaries in hand, we can state a slightly stronger version of Theorem 1.1.
Theorem 2.1 Let \( d \geq 3 \). Then for any \( p \in (1, d/(d-2)) \) there exists \( \gamma^* = \gamma^*(p,d) \in (0, d - (d - 2) p) \) such that \( w_{\gamma} \) exists and is equal to \( w_{\gamma}^* \) for all \( \gamma \in (0, \gamma^*) \).

Recall that \( w_{\gamma} \) is a solution to (2.5) such that (2.7) and (2.8) hold. All other solutions to (2.5) can be deduced using multiplication by constants. We shall prove various intermediate results in Sections 3–5 and complete the proof of Theorem 2.1 in Section 6. As mentioned above, it is not restrictive to work with \( w_{\gamma} \geq 0 \) and we shall therefore consider only nonnegative functions, without further notice. Theorem 2.1 is stronger than Theorem 1.1 because it characterizes all optimal functions and not only the value of the optimal constant. Notice that the existence result of \( w_{\gamma} \) does not require restrictions on \( \gamma \in (0, 2) \): see Proposition 2.5.

2.3 Density and compactness results

Lemma 2.2 Let \( p, d \) satisfy (1.2). Then \( D(\mathbb{R}^d \setminus \{0\}) \) is dense in \( H_{p,\gamma}(\mathbb{R}^d) \).

Proof Let us consider some function \( w \in H_{p,\gamma}(\mathbb{R}^d) \). The weight \( |x|^{-\gamma} \) is, locally in \( \mathbb{R}^d \setminus \{0\} \), bounded and bounded away from zero. By standard mollification arguments, one can pick a sequence of functions \( \{w_n\} \subset D(\mathbb{R}^d \setminus \{0\}) \) such that

\[
\lim_{n \to \infty} ||w - w_n||_{p+1,\gamma} = 0, \quad \lim_{n \to \infty} ||\nabla w - \nabla w_n||_2 = 0
\]

if \( w \) is compactly supported in \( \mathbb{R}^d \setminus \{0\} \). Otherwise a simple truncation shows that it is not restrictive to assume, in addition, that \( w \in L^\infty(\mathbb{R}^d) \). Let \( \xi \) be a smooth function such that

\[
0 \leq \xi(x) \leq 1 \quad \forall \, x \in \mathbb{R}^d, \quad \xi(x) = 1 \quad \forall \, x \in B_1, \quad \xi(x) = 0 \quad \forall \, x \in B_2^c,
\]

where \( B_r := B_r(0) \) and consider

\[
w_n := \xi_n w, \quad \xi_n(x) := (1 - \xi(n x)) \xi(x/n) \quad \forall \, x \in \mathbb{R}^d,
\]

for any \( n \geq 2 \). It is clear that \( \lim_{n \to \infty} ||w - w_n||_{p+1,\gamma} = 0 \) by dominated convergence. As for \( \nabla w_n = w \nabla \xi_n + \xi_n \nabla w \); we get that \( \lim_{n \to \infty} ||\nabla w - \xi_n \nabla w||_2 = 0 \) again by dominated convergence so that density is proven as soon as we establish that \( \lim_{n \to \infty} ||w \nabla \xi_n||_2 = 0 \). This follows from

\[
||w \nabla \xi_n||_2^2 \leq ||\mathcal{S}^{d-1}|| \, ||\nabla \xi||_\infty^2 \, ||w||_\infty^2 n^2 \int_{1/n}^{2/n} r^{d-1} \, dr + \frac{||\nabla \xi||_\infty^2}{n^2} \int_{n \leq |x| \leq 2n} w^2 \, dx.
\]

Since \( d \geq 3 \), the first term in the r.h.s. vanishes as \( n \to \infty \). As for the second term, we get

\[
\int_{n \leq |x| \leq 2n} w^2 \, dx \leq (2n)^{\frac{2}{p+1}} \int_{n \leq |x| \leq 2n} w^2 |x|^{-\frac{2}{p+1}} \, dx
\]

\[
\leq (2n)^{\frac{2}{p+1}} \, ||w||_p^{p+1} \left( ||\mathcal{S}^{d-1}|| \int_n^{2n} r^{d-1} \, dr \right)^{\frac{1}{p+1}}.
\]
by Hölder’s inequality and the r.h.s. goes to zero as \(n \to \infty\) because \(\frac{2\gamma}{p+1} + d \frac{p-1}{p+1} < 2\) for any \(p < (d - \gamma)/(d - 2)\).

**Lemma 2.3** Let \(d \geq 3\) and \(\gamma \in [0, 2)\). Then \(\dot{H}^1(\mathbb{R}^d)\) is locally compactly embedded in \(L_q^1(\mathbb{R}^d)\) for all \(q \in [1, 2^*_\gamma)\).

Locally compactly embedded means that for any bounded sequence \(\{w_n\} \subset \dot{H}^1(\mathbb{R}^d)\), the sequence \(\{\chi w_n\}\) is relatively compact in \(L_q^1(\mathbb{R}^d)\) for any characteristic function \(\chi\) of a compact set in \(\mathbb{R}^d\).

**Proof** As a direct consequence of (2.1) and (2.3), we have the equi-integrability estimates

\[
\int_{B_r} |w|^q |x|^{-\gamma} \, dx \leq \left( \int_{B_r} w^2 |x|^{-\gamma} \, dx \right)^{\frac{2^*_\gamma-q}{2^*_\gamma}} \left( \int_{B_r} |w|^{2^*_\gamma} |x|^{-\gamma} \, dx \right)^{\frac{2^*_\gamma}{2^*_\gamma}} \leq r^{2(2-\gamma)\frac{2^*_\gamma-q}{2^*_\gamma}} c_{2^*_\gamma}^2 \frac{2^*_\gamma-q}{2^*_\gamma} \frac{2^*_\gamma-q}{2^*_\gamma} \|\nabla w\|_2^q \quad \forall \ r > 0
\]

for any \(q \in [2, 2^*_\gamma)\), and

\[
\int_{B_r} |w|^q |x|^{-\gamma} \, dx \leq \left( \int_{B_r} w^2 |x|^{-\gamma} \, dx \right)^{\frac{2}{q}} \left( |S^{d-1}| \int_0^r s^{d-1-\gamma} \, ds \right)^{1-\frac{2}{q}} \leq r^{(2-\gamma)\frac{2}{q}+(d-\gamma)(1-\frac{2}{q})} c_H^q \left\|\nabla w\right\|_2 \left( \frac{1}{\pi-\gamma} |S^{d-1}| \right)^{1-\frac{2}{q}} \quad \forall \ r > 0
\]

for any \(q \in [1, 2]\). The result follows from the well-known local compactness of subcritical Sobolev embeddings (see, e.g., [32, Theorem 7.22]).

**Proposition 2.4** Let \(p, d\) satisfy (1.2). Then \(H_{p,\gamma}(\mathbb{R}^d)\) is compactly embedded in \(L^{2p}_{s,\gamma}(\mathbb{R}^d)\).

**Proof** By definition, \(H_{p,\gamma}(\mathbb{R}^d)\) is continuously embedded in \(\dot{H}^1(\mathbb{R}^d)\) and locally compactly embedded in \(L^{2p}_{s,\gamma}(\mathbb{R}^d)\) by Lemma 2.3. Using Hölder’s inequality and then Sobolev’s inequality (2.2) we get

\[
\int_{B_R^n} \frac{|w|^{2p}}{|x|^{\gamma}} \, dx \leq R^{-\gamma} \left( \int_{B_R^n} \frac{|w|^{p+1}}{|x|^{\gamma}} \, dx \right)^{\frac{1}{q}} \left( \int_{B_R^n} |w|^{2^*_\gamma} \, dx \right)^{\frac{1}{q'}} \leq R^{-\gamma} \left\|w\right\|_{p+1,\gamma}^{\frac{2^*_\gamma}{p+1}} (CS \left\|\nabla w\right\|_2)^{\frac{2^*_\gamma}{q'}} \quad \forall \ R > 0,
\]

with \(q = \frac{2^*_\gamma-p-1}{2^*_\gamma-2p}\) and \(q' = \frac{q}{q-1}\), for any \(w \in H_{p,\gamma}(\mathbb{R}^d)\), which is an equi-integrability property at infinity. Then global compactness follows.  \(\square\)
2.4 Existence of optimal functions

Proposition 2.5 Let \( p, d \) satisfy (1.2). For any \( M > 0 \), the minimization problem (2.5) admits at least one solution.

Proof The functional \( G_\gamma \) is coercive and weakly lower semi-continuous on \( \mathcal{H}_{p,\gamma}(\mathbb{R}^d) \). Since \( \mathcal{H}_{p,\gamma}(\mathbb{R}^d) \) is a reflexive Banach space, the existence of a solution of (2.5) follows by the compact embedding result of Proposition 2.4. \( \square \)

Remark 2.6 Let \( p, d \) satisfy (1.2). We have \( \mathcal{H}_{p,0}(\mathbb{R}^d) \subset \mathcal{H}_{p,\gamma}(\mathbb{R}^d) \) because

\[
\int_{\mathbb{R}^d} \frac{|w|^{p+1}}{|x|^{\gamma}} \, dx \leq \left( \int_{B_1} \frac{|w|^{2\gamma}}{|x|^{\gamma}} \, dx \right)^{\frac{p+1}{2}} \left( \int_{B_1} \frac{1}{|x|^{\gamma}} \, dx \right)^{\frac{1}{2}} + \int_{B_1^c} |w|^{p+1} \, dx
\]

for all \( w \in \mathcal{H}_{p,0}(\mathbb{R}^d) \).

3 A priori regularity estimates

The aim of this section is to provide regularity estimates of the solutions to the Euler-Lagrange equation (2.8). The first result is based on a Moser iterative method, in the spirit of [40, 41]. We recall that \( 2^*_\gamma := 2 \frac{d+\gamma}{d-2} \) and use the notation \( 2^* = 2^*_0 \). To any \( q \geq 2^* \), we associate \( \zeta := \frac{2^*}{q} + (1 - \frac{2^*}{q}) \frac{2^*-2}{2^*-2p} \).

Lemma 3.1 Let \( d \geq 3, p \in (1, 2^*/2) \) and \( \gamma \in [0, d-(d-2)p) \). With the above notations, any solution \( w_\gamma \) to (2.8) satisfies

\[
\|w_\gamma\|_q \leq C \|\nabla w_\gamma\|_2^\zeta \quad \forall q \in [2^*, \infty]
\]

for some positive constant \( C \) which depends continuously on \( \gamma, q \) and \( p \) and has a finite limit \( C(\infty) \) as \( q \to \infty \).

Proof Let us set \( \varepsilon_0 := 2^*_\gamma - 2p \). For any \( A > 0 \), after multiplying (2.8) by the test function \( (w_\gamma \land A)^{1+\varepsilon_0} \) and integrating by parts in \( \mathbb{R}^d \), and then letting \( A \to \infty \), we obtain the identity:

\[
\frac{4(1+\varepsilon_0)}{(2+\varepsilon_0)^2} \int_{\mathbb{R}^d} \left| \nabla w_\gamma^{1+\varepsilon_0} \right|^2 \, dx + \int_{\mathbb{R}^d} w_\gamma^{p+1+\varepsilon_0} |x|^{-\gamma} \, dx = \int_{\mathbb{R}^d} w_\gamma^{2p+\varepsilon_0} |x|^{-\gamma} \, dx.
\]

By applying the Hardy-Sobolev inequality (2.1) to the function \( w = w_\gamma^{1+\varepsilon_0/2} \), we deduce that

\[
\|w_\gamma\|_{2p+\varepsilon_1, \gamma} \leq \frac{(2+\varepsilon_0)^2}{4(1+\varepsilon_0)} C_{HS} \|w_\gamma\|_{2p+\varepsilon_0, \gamma}^{2p+\varepsilon_0}
\]

with \( 2p + \varepsilon_1 = 2^*_\gamma (1 + \varepsilon_0/2) \). Let us define the sequence \( \{\varepsilon_n\} \) by the recursion relation \( \varepsilon_{n+1} := 2^*_\gamma (1 + \varepsilon_n/2) - 2p \) for any \( n \in \mathbb{N} \), that is,

\[
\varepsilon_n = \frac{2^*-2p}{2^*-2} \left[ 2^*_\gamma \left( \frac{2^*}{2} \right)^n - 2 \right] \quad \forall n \in \mathbb{N}.
\]
and take \( q_n = 2p + \varepsilon_n \). If we repeat the above estimates with \( \varepsilon_0 \) replaced by \( \varepsilon_n \) and \( \varepsilon_1 \) replaced by \( \varepsilon_{n+1} \), we get

\[
\|w_\gamma\|_{2p+\varepsilon_{n+1},\gamma} \leq \left( \frac{2 + \varepsilon_n}{2(1 + \varepsilon_n)} \right)^{2} C_{n}^{2} \|w_\gamma\|_{q_n,\gamma}^{q_n}. \tag{3.1}
\]

Hence, by iterating (3.1), we obtain the estimate

\[
\|w_\gamma\|_{q_n,\gamma} \leq C_{n} \|w_\gamma\|_{2,\gamma}^{\zeta_n} \quad \text{with} \quad \zeta_n = \left( \frac{2}{2 + \varepsilon_n} \right)^{n} \frac{2}{q_n}
\]

where the sequence \( \{C_n\} \) is defined by \( C_0 = \text{C}_{\text{HS}} \) and

\[
C_{n+1}^{2+\varepsilon_n} = \left( \frac{2 + \varepsilon_n}{2(1 + \varepsilon_n)} \right)^{2} C_{n}^{2} C_{n}^{q_n} \quad \forall n \in \mathbb{N}.
\]

The sequence \( \{C_n\} \) converges to a limit \( C_\infty \). Letting \( n \to \infty \) we get the uniform bound

\[
\|w_\gamma\|_{\infty} \leq C_\infty \|w_\gamma\|_{2,\gamma}^\zeta_\infty
\]

where \( \zeta_\infty = \frac{2}{2 + \varepsilon_n} = \lim_{n\to\infty} \zeta_n \). The proof is completed using the Hölder interpolation inequality \( \|w_\gamma\|_{q} \leq \|w_\gamma\|_{2}^{\frac{q}{2}} \|w_\gamma\|_{\infty}^{1-\frac{q}{2}}, \) (2.1) and (2.2).

\[\Box\]

**Lemma 3.2** Let \( d \geq 3, p \in (1, 2^{*}/2), q \in [1, \infty) \) and \( \gamma \in [0, d-(d-2)p) \) such that \( 2p\gamma \gamma < d \). Any solution \( w_\gamma \) to (2.8) is bounded in \( W^{2,q}_0(\mathbb{R}^d) \), and locally relatively compact in \( C^{1,\alpha}(\mathbb{R}^d) \) with \( \alpha = 1 - d/q \), for any \( q > d \). Moreover, there exists a positive constant \( C_{\gamma,q,p,d} \) such that

\[
\|w_\gamma\|_{C^{1,\alpha}(\overline{B}_1(x_0))} \leq C_{\gamma,q,p,d} \left( \|w_\gamma\|_{L^\infty(\mathbb{R}^d)} + \|w_\gamma\|_{L^{2p-1}[B_2(x_0)]} + \|w_\gamma\|_{L^{pq}[B_2(x_0)]} + \|w_\gamma\|_{L^{pq}[B_2(x_0)]} \right) \tag{3.2}
\]

for any \( x_0 \in \mathbb{R}^d \), and \( \limsup_{\gamma \to \infty} C_{\gamma,q,p,d} < \infty \).

**Proof** For any domain \( \Omega \subseteq \mathbb{R}^d \), we obtain from the Euler-Lagrange equation (2.8) that

\[
2^{1-q} \|\Delta w_\gamma\|_{L^q(\Omega)} \leq \int_{\Omega} w_\gamma^{(2p-1)q} \ dx + \int_{\Omega} w_\gamma^{pq} \ dx + \left( \int_{B_1} |x|^{-2\gamma pq} \ dx \right)^{\frac{1}{pq}} \left( \int_{\Omega} w_\gamma^{2pq} \ dx \right)^{\frac{2p-1}{2p}} + \left( \int_{B_1} |x|^{-2\gamma q} \ dx \right)^{\frac{1}{q}} \left( \int_{\Omega} w_\gamma^{2pq} \ dx \right)^{\frac{1}{q}}.
\]

\[
\leq 2^{1-q} C^q \left( \|w_\gamma\|_{L^{2p-1}[\Omega]}^{(2p-1)q} + \|w_\gamma\|_{L^{pq}[\Omega]}^{pq} + \|w_\gamma\|_{L^{pq}[\Omega]}^{(2p-1)q} + \|w_\gamma\|_{L^{pq}[\Omega]}^{pq} \right).
\]
with \(2^{1-q} C^q = \max \left\{ 1, \left( \int_{B_1} |x|^{-2\gamma q} \, dx \right)^{\frac{1}{q}} \right\} \). As a consequence, for any domain \(\Omega \subset \mathbb{R}^d\) and any solution \(w_\gamma\) to (2.8), we have

\[ \|\Delta w_\gamma\|_{L^q(\Omega)} \]

\[ \leq C \left( \|w_\gamma\|^2_{L^{q,1}(\Omega)} + \|w_\gamma\|_{L^{p,q}(\Omega)}^p + \|w_\gamma\|^2_{L^{p,q}(\Omega)} + \|\Delta w_\gamma\|^p_{L^{2,q}(\Omega)} \right). \quad (3.3) \]

By the Calderón-Zygmund theory, we know that there exists a positive constant \(C' = C'(p, q)\) such that, for any function \(w \in W^{2,q}_{\text{loc}}(B_2(x_0)) \cap L^q(B_2(x_0))\) with \(\Delta w \in L^q(B_2(x_0))\), the inequality

\[ \|w\|_{W^{2,q}(B_1(x_0))} \leq C' \left( \|w\|_{L^q(B_2(x_0))} + \|\Delta w\|_{L^q(B_2(x_0))} \right) \]

holds. See for instance [32, Theorem 9.11]. \textit{A priori} we do not know whether \(w_\gamma \in W^{2,q}_{\text{loc}}(B_2(x_0))\), but we can consider \(w_{\gamma,\varepsilon} := w_\gamma * \rho_\varepsilon\), where \(\{\rho_\varepsilon\}\) is a family of mollifiers depending on \(\varepsilon > 0\), apply the Calderón-Zygmund estimate to \(w_{\gamma,\varepsilon}\) and then pass to the limit as \(\varepsilon \to 0\) with \(w_{\gamma,\varepsilon} \to w_\gamma\) and \(\Delta w_{\gamma,\varepsilon} \to \Delta w_\gamma\) in \(L^q(B_2(x_0))\), because ofLemma 3.1 and of the above estimate on \(\|\Delta w_\gamma\|_{L^q(\Omega)}\).

Estimate (3.2) and the local relative compactness are then consequences of the standard Sobolev embeddings: see, e.g., [32, Theorem 7.26]. \(\Box\)

\textbf{Remark 3.3} Thanks to the uniform bound provided by Lemma 3.1, the Euler-Lagrange equation (2.8) implies that \(|x|^\gamma \Delta w_\gamma \in L^\infty(\mathbb{R}^d)\), for all \(\gamma\) and \(p\) complying with (1.2). Hence, if \(\gamma \in (0, 1)\) then \(w_\gamma \in C^{1,\alpha}\) for all \(\alpha < 1 - \gamma\), while \(w_\gamma \in C^{0,\alpha}\) for all \(\alpha < 2 - \gamma\) if \(\gamma \in [1, 2)\).

The optimal regularity for solutions to (2.8) can be estimated by the regularity of the function \(w_\gamma^*\) defined in (2.9). This solution is precisely of class \(C^{1,1-\gamma}\) for \(\gamma \in (0, 1)\) and of class \(C^{0,2-\gamma}\) for \(\gamma \in [1, 2)\).

4 Concentration-compactness analysis and consequences

In this section we shall make use of a suitable variant of the concentration-compactness principle as stated in [38, 39]. We consider the minimization problem \(J_\gamma\) as defined in Section 2.2 in the limit \(\gamma \downarrow 0\). Our goal is to prove that the solutions \(w_\gamma\) to problem (2.5) approximate, \textit{up to translations}, the function

\[ w_0(x) := \left( \frac{a_0}{b_0 + |x|^2} \right) \quad \forall x \in \mathbb{R}^d \]

defined in (2.9). Notice indeed that in the limit case \(\gamma = 0\) the problem is invariant under translations, which is the major source of difficulties in this section. We will put the emphasis on the differences with the standard results of the concentration-compactness method and refer to [42, Section 3.3.1] for fully detailed proofs. Our goal is to establish \textit{a priori} estimates on translations and get a uniform upper bound on the optimal functions as \(\gamma \downarrow 0\).
Proposition 4.1 Let $p \in (1,2^*/2)$. Then we have

$$
\lim_{\gamma \to 0} J_\gamma = J_0. \tag{4.2}
$$

Let $\{\gamma_n\} \subset (0,d-(d-2)p)$ be a decreasing sequence such that $\lim_{n \to \infty} \gamma_n = 0$. For any $n \in \mathbb{N}$, we consider solutions $w_{\gamma_n}$ to problem (2.5) satisfying (2.8) with $\gamma = \gamma_n$. Then

$$
\lim_{n \to \infty} \int_{\mathbb{R}^d} w_{\gamma_n}^{2p} |x|^{-\gamma_n} \, dx = \int_{\mathbb{R}^d} w_0^{2p} \, dx = M
$$

and up to the extraction of a subsequence, there exists $\{y_n\} \subset \mathbb{R}^d$ such that

$$
v_n := w_{\gamma_n} (\cdot + y_n) \to w_0 \quad \text{strongly in } \dot{H}^1(\mathbb{R}^d),
$$

where either $\{y_n\}$ is bounded or $|y_n| \to \infty$ and $\ell := \lim_{n \to \infty} |y_n|^{\gamma_n} = 1$.

Proof According to (2.4) and (2.6), $J_\gamma$ is bounded away from 0 as $\gamma \downarrow 0$. Using $w_0$ as a test function yields

$$
\limsup_{\gamma \to 0} J_\gamma \leq J_0. \tag{4.3}
$$

Hence, up to the extraction of a subsequence, $\{J_{\gamma_n}\}$ converges to a finite positive limit that we shall denote by $J$. According to (2.7),

$$
M_n := (2p \theta_{\gamma_n} J_{\gamma_n})^{1/(1-\theta_{\gamma_n})} = \|w_{\gamma_n}\|^{2p}_{2p,\gamma_n} \tag{4.4}
$$

converges as $n \to \infty$ to $M := (2p \theta_0 J)^{1/(1-\theta_0)}$. Let us define

$$
f_n(x) := w_{\gamma_n}(x) |x|^{-\gamma_n} \tag{4.5}
$$

and consider the sequence $\{f_n^{2p}\}$. To prove (4.2), we have indeed to establish the strong convergence of the sequence in $L^1(\mathbb{R}^d)$. Our proof relies on the concentration-compactness method.

A simple estimate based on Hölder’s inequality rules out the concentration scenario. Consider indeed a function $w \in \dot{H}^1(\mathbb{R}^d)$. We get that

$$
\int_{B_r(x_0)} |w|^{2p} |x|^{-\gamma} \, dx \leq \left( \int_{B_r(x_0)} |x|^{-\gamma q} \, dx \right)^{1/q} \|w\|_{2^*_p}^{2p}
$$

with $q = d/(d - p(d - 2))$. By standard symmetrization techniques, the r.h.s. (with $w = w_{\gamma_n}$) is maximal when $x_0 = 0$ and therefore bounded by $O(r^{d/q-\gamma})$ using Sobolev’s inequality (2.2), (4.3) and (4.4), uniformly as $\gamma \downarrow 0$. Hence we know that

$$
\lim_{r \to 0} \sup_{x_0 \in \mathbb{R}^d} \int_{B_r(x_0)} f_n^{2p} \, dx = 0. \tag{4.5}
$$
In the remainder of this section, we will need a cut-off function \( \xi \) with the following properties: \( \xi \) is a smooth function which is supported in \( B_2 \), such that \( 0 \leq \xi \leq 1 \) and satisfies \( \xi \equiv 1 \) in \( B_1 \). We shall also use the scaled cut-off function defined by \( \xi_r(x) = \xi(x/r) \) for any \( x \in \mathbb{R}^d \), \( r > 0 \).

Based on [38, Lemma I.1], only three scenarios remain possible: vanishing, dichotomy, or compactness. Let us consider each of these three cases.

**Vanishing.** There exists \( R > 0 \) such that
\[
\lim_{n \to \infty} \sup_{y \in \mathbb{R}^d} \int_{B_R(y)} f_n^{2p} \, dx = 0.
\]

By definition of \( f_n \), we know that \( \|f_n\|_{2p}^2 = M_n \) converges to \( M > 0 \). We deduce from (4.5) that there exists some \( r > 0 \) such that
\[
\|\xi_{1/r} f_n\|_{2p}^2 < \frac{1}{2} M
\]
for all \( n \). Let \( g_n := (1 - \xi^2 r) \frac{1}{2} f_n \) and observe that
\[
\|g_n\|_{2p} > \frac{1}{2} M
\]
for \( n \) large enough. On other hand one can prove, by means of (2.2), (2.3), (4.3) and (4.4), that \( \{\nabla g_n\} \) is bounded in \( L^2(\mathbb{R}^d) \). In particular,
\[
\lim_{n \to \infty} \sup_{y \in \mathbb{R}^d} \int_{B_R(y)} g_n^{2p} \, dx = 0
\]
shows that \( \{g_n\} \) converges to 0 strongly in \( L^q(\mathbb{R}^d) \) for any \( q \in (2p, 2^*) \), according to [39, Lemma I.1]. By means of a three-point Hölder interpolation we can deduce the existence of positive constants \( \alpha, \beta, \sigma \) (with \( \alpha + \beta < 1 \)) depending only on \( q, p, d \) such that
\[
\|g_n\|_{2p} \leq r^{-\sigma} \gamma_n \|w_{\gamma_n}\|_{p+1, \gamma_n}^\alpha \|g_n\|_q^\beta \|w_{\gamma_n}\|_2^{1-\alpha-\beta}.
\]
Letting \( n \to \infty \) we get that \( \lim_{n \to \infty} \|g_n\|_{2p} = 0 \), a contradiction. Vanishing is therefore ruled out.

**Dichotomy.** There exists \( \lambda \in (0, M) \) such that, for every \( \epsilon > 0 \), one can choose \( R_0 > 0 \), a monotone sequence \( \{R_n\}_{n \geq 1} \) with \( R_1 > 4 R_0 \) and \( \lim_{n \to \infty} R_n = \infty \), and a sequence \( \{y_n\} \subset \mathbb{R}^d \) such that
\[
\int_{B_{R_n}(y_n)} f_n^{2p} \, dx \geq \lambda - \epsilon \quad \text{and} \quad \int_{B_{R_n}(y_n)} f_n^{2p} \, dx \leq \lambda + \epsilon \quad (4.6)
\]
for all \( n \) large enough.

We proceed similarly to [39, Theorem I.2]. Let
\[
\tilde{f}_n := [\xi_{R_n/4}(\cdot - y_n)] \frac{1}{2} f_n, \quad \tilde{g}_n := [1 - \xi_{R_n/2}^2(\cdot - y_n)] \frac{1}{2} f_n.
\]
By assumption, we know that
\[ \| \tilde{f}_n \|_{2p}^{2p} \geq \lambda - \epsilon \quad \text{and} \quad \| \tilde{g}_n \|_{2p}^{2p} \geq M - \lambda - \epsilon \]
for all \( n \) large enough. By exploiting the left-hand inequality in (4.6) one can show that \( \{ |y_n|^{\gamma_n} \} \) is bounded. Taking advantage of this property and of the fact that \( f_n \) and \( g_n \) have disjoint supports, we can deduce that
\[ J_{\gamma_n} M^{\theta_n} = \mathcal{G}_{\gamma_n} [w_{\gamma_n}] \geq \mathcal{G}_{\gamma_n} [\tilde{f}_n |x|^{-\theta_n}] + \mathcal{G}_{\gamma_n} [\tilde{g}_n |x|^{-\theta_n}] + O(\epsilon) \]
as \( n \to \infty \), where \( \mathcal{G}_{\gamma_n} \) is the functional of Section 2.2 (for detailed computations, see [42, Proof of Lemma 3.3.1]). Using \( \tilde{f}_n |x|^{-\theta_n} \) and \( \tilde{g}_n |x|^{-\theta_n} \) as test functions for \( J_{\gamma_n} \), passing to the limit as \( n \to \infty \) and then taking the limit as \( \epsilon \to 0 \), we get that
\[ J M^{\theta_0} \geq J \lambda^{\theta_0} + J (M - \lambda)^{\theta_0} \]
with \( \theta_0 := \frac{d+2-p(d-1)}{d-p(d-1)} \). Since we know that \( J \) is positive, this contradicts the assumption that \( \lambda \in (0, M) \), so that dichotomy is ruled out as well.

\textbf{Compactness.} The sequence \( \{ f_n \} \) is relatively compact in \( L^{2p}(\mathbb{R}^d) \), up to translations.

Since the vanishing and dichotomy scenarios have been ruled out, under our assumptions there necessarily exists a sequence \( \{ y_n \} \subset \mathbb{R}^d \) and a function \( f \in L^{2p}(\mathbb{R}^d) \) such that, up to the extraction of a subsequence,
\[ \lim_{n \to \infty} \| f_n (\cdot + y_n) - f \|_{2p} = 0. \]
We face two cases:

- The sequence \( \{ y_n \} \) is bounded. In that case, up to the extraction of a subsequence, \( \{ w_{\gamma_n} \} \) strongly converges to a limit \( w \) in \( L^{2p}(\mathbb{R}^d) \).
- The sequence \( \{ y_n \} \) is unbounded and we can assume without restriction that \( \lim_{n \to \infty} |y_n| = \infty \).

For later purpose, we take \( \ell := 1 \) in the first case. In the second case, we define
\[ \ell := \lim_{n \to \infty} |y_n|^{\gamma_n} \in [1, \infty], \]
up to the extraction of a subsequence. Let us prove that \( \ell \) is finite, by contradiction. The compactness means that for any \( \epsilon \in (0, M) \), there is some \( R > 0 \) such that
\[ M - \epsilon \leq \int_{B_R(y_n)} f_n^{2p} dx = \int_{B_R(0)} w_{\gamma_n}^{2p}(x + y_n) |x + y_n|^{-\gamma_n} dx \]
\[ \sim |y_n|^{-\gamma_n} \int_{B_R(0)} w_{\gamma_n}^{2p}(x + y_n) dx. \quad (4.7) \]
Recalling that \( \dot{H}^1(\mathbb{R}^d) \) is locally compactly embedded in \( L^{2p}(\mathbb{R}^d) \) for any \( \gamma \in (0, 2) \) by Lemma 2.3, we know that \( \lim_{n \to \infty} |y_n|^{-\gamma_n} \int_{B_R(0)} w_{\gamma_n}^{2p}(x + y_n) dx = 0 \) if \( \ell = \infty \), which is absurd. This proves that \( \ell < \infty \).
Let $v_n := w_{\gamma_n}(\cdot + y_n)$, and denote by $v$ the weak limit in $H^1(\mathbb{R}^d)$ of $\{v_n\}$. From (4.7) we infer that

$$\frac{1}{\ell} \int_{\mathbb{R}^d} v^{2p} \, dx = M.$$ 

By means of weak lower semi-continuity, Fatou’s Lemma and (4.3), we obtain

$$\frac{1}{2} \int_{\mathbb{R}^d} |\nabla v|^2 \, dx + \frac{1}{(p+1)\ell} \int_{\mathbb{R}^d} v^{p+1} \, dx \leq J_0 M^{\theta_0}.$$ 

Performing the change of variable

$$w(x) := \lambda^{\frac{2p}{p-2}} \lambda^{-\frac{1}{p-2}} v(\lambda x), \quad \lambda := \ell^{\frac{p}{p-2}(d-2)},$$

we deduce that $w$ satisfies $\|w\|_{2p}^2 = M$ and

$$\frac{1}{2} \int_{\mathbb{R}^d} |\nabla w|^2 \, dx + \frac{(p-1)(d-2)}{p+1} \int_{\mathbb{R}^d} w^{p+1} \, dx \leq J_0 M^{\theta_0},$$

which, if $\ell > 1$, is clearly in contradiction with the definition of $J_0$. This proves at once that

$$J = \lim_{n \to \infty} J_{\gamma_n} = J_0$$

and

$$\ell = 1,$$

even in the case $\lim_{n \to \infty} |y_n| = \infty$.

Hence, $v$ is optimal for $J_0$, so that according to [13] $v = w_0(\cdot + y)$ for some $y \in \mathbb{R}^d$ and $\{v_n\}$ converges strongly in $H^1(\mathbb{R}^d)$ to $w_0(\cdot + y)$. Up to the replacement of $y_n$ by $y_n - y$, we may assume with no restriction that $y = 0$, which completes the proof. \hfill \Box

**Corollary 4.2** Under the notations and assumptions of Proposition 4.1, up to the extraction of subsequences, we have

$$\lim_{n \to \infty} \|v_n - w_0\|_q = 0 \quad \forall \, q \in [2^*, \infty) \quad (4.8)$$

and

$$\lim_{n \to \infty} \|v_n - w_0\|_{C^{1,\alpha}(\mathbb{R}^d)} = 0 \quad \forall \, \alpha \in (0, 1). \quad (4.9)$$

**Proof** From Proposition 4.1 and Sobolev’s inequality (2.2) we know that $\{v_n\}$ converges to $w_0$ in $L^{2^*}(\mathbb{R}^d)$. By Lemma 3.1 and Proposition 4.1, the sequence $\{v_n\}$ is bounded and $w_0$ is also bounded. Identity (4.8) results from Hölder’s inequality: $\|v_n - w_0\|_q \leq \|v_n - w_0\|_{2^*/q} \|v_n - w_0\|_\infty^{1-2^*/q}$. In order to prove (4.9), we shall make use of the two following inequalities:

$$\|w\|_{C^{1,\alpha}(\mathbb{R}^d)} \leq 4 \sup_{x_0 \in \mathbb{R}^d} \|w\|_{C^{1,\alpha}(\overline{B_1(x_0)})} \quad (4.10)$$
and, for any $R > 0$,

$$\sup_{x_0 \in B_R} \|w\|_{C^{1,\alpha}(\overline{B}_1(x_0))} \leq 2 (1 + 2^\alpha) \sup_{x_0 \in B_{R+1}} \|w\|_{C^{1,\alpha}(\overline{B}_{1/2}(x_0))}$$

(4.11)

where $w$ is any function such that the r.h.s. in (4.10) and (4.11) are finite. Proofs are elementary and left to the reader. Clearly there exists a suitable number $N_R \in \mathbb{N}$ and a set of points $\{y_k\}_{k=1,2,...,N_R} \subset B_{R+1}$ such that, for every $x_0 \in B_{R+1}$, $\overline{B}_{1/2}(x_0) \subset \overline{B}_1(y_k)$ for some $k \in \{1,\ldots,N_R\}$ depending on $x_0$.

Recalling (4.11), we get

$$\sup_{x_0 \in B_R} \|w\|_{C^{1,\alpha}(\overline{B}_1(x_0))} \leq 2 (1 + 2^\alpha) \max_{k=1,2,...,N_R} \|w\|_{C^{1,\alpha}(\overline{B}_1(y_k))}.$$  

Using (4.10), we deduce that

$$\|w\|_{C^{1,\alpha}(\mathbb{R}^d)} \leq \max \left\{ 8 (1 + 2^\alpha) \max_{k=1,2,...,N_R} \|w\|_{C^{1,\alpha}(\overline{B}_1(y_k))}, 4 \sup_{x_0 \in B_R} \|w\|_{C^{1,\alpha}(\overline{B}_1(x_0))} \right\}. \quad (4.12)$$

Given $\alpha \in (0,1)$, let $q = d/(1-\alpha)$. In view of Lemma 3.2, there exists a positive constant $C$ depending only on $\alpha$, $p$ and $d$ such that, for $n$ large enough, for any $x_0 \in \mathbb{R}^d$,

$$\|v_n\|_{C^{1,\alpha}(\overline{B}_1(x_0))} \leq C \left( \|v_n\|_{L^q(B_2(x_0))} + \|v_n\|_{L^{2p-1}(B_2(x_0))}^{2p-1} |\nabla^{(p)}(B_2(x_0))| + \|v_n\|_{L^{2p}(B_2(x_0))} \right) \quad (4.13)$$

Thanks to (4.8) and (4.13), for every $\varepsilon > 0$ there exist $R > 0$ and $n_0 \in \mathbb{N}$ such that

$$\sup_{x_0 \in B_R} \|v_n - w_0\|_{C^{1,\alpha}(\overline{B}_1(x_0))} \leq \varepsilon \quad \forall n \geq n_0.$$  

In case $q \in (d,2^\alpha)$ and $d = 3$, one more H"older interpolation is needed. Using (4.12) with $w = v_n - w_0$, we obtain:

$$\|v_n - w_0\|_{C^{1,\alpha}(\mathbb{R}^d)} \leq \max \left\{ 8 (1 + 2^\alpha) \max_{k=1,2,...,N_R} \|v_n - w_0\|_{C^{1,\alpha}(\overline{B}_1(y_k))}, 4 \varepsilon \right\}$$

for all $n \geq n_0$. From (4.13), we know that $\{v_n\}$ is bounded in $C^{1,\alpha}(\overline{B}_1(x_0))$ for all $x_0 \in \mathbb{R}^d$, relatively compact by Lemma 3.2 and, as a consequence,

$$\lim_{n \to \infty} \|v_n - w_0\|_{C^{1,\alpha}(\overline{B}_1(y_k))} = 0 \quad \forall k = 1, 2 \ldots N_R.$$  

This concludes the proof. \hfill \square

A uniform upper bound on $v_n$ results from Proposition 4.1 and Corollary 4.2. The proof relies on the use of a barrier function and of the Maximum Principle.
Proposition 4.3 Under the notations and assumptions of Proposition 4.1, there exists a positive constant $C$ and a positive integer $N$ such that

$$v_n(x) \leq C \left(1 + |x|\right)^{-\frac{2-\gamma n}{p-1}} \quad \forall x \in \mathbb{R}^d, \quad \forall n \geq N.$$  

Proof In view of (2.8), $v_n$ solves

$$-\Delta v_n = \frac{v_n^{2p-1} - v_n^p}{|x + y_n|^{\gamma n}} \quad \text{in} \quad \mathbb{R}^d.$$  

In view of (4.9), and recalling the explicit profile of $w_0$ given by (4.1), we infer that there exist $R_0 > 0$ and $n_0 \in \mathbb{N}$ such that

$$v_n(x) \leq 2^{-\frac{1}{p-1}} \quad \forall x \in B^c_{R_0}, \quad \forall n \geq n_0.$$  

In particular,

$$-\Delta v_n \leq -\frac{v_n^p}{2|x + y_n|^{\gamma n}} \quad \text{in} \quad B^c_{R_0}, \quad \forall n \geq n_0.$$  

Using the fact that $= \lim_{n \to \infty} |y_n|^{\gamma n} = \ell = 1$, an elementary computation allows us to prove that there exist $R_1 > 0$ and $n_1 \in \mathbb{N}$ such that

$$|x + y_n|^{\gamma n} \leq 2|x|^{\gamma n} \quad \forall x \in B^c_{R_1}, \quad \forall n \geq n_1.$$  

Let $R_2 := \max\{R_0, R_1\}$ and $n_2 := \max\{n_0, n_1\}$. We infer that $v_n$ satisfies

$$-\Delta v_n \leq -\frac{v_n^p}{4|x|^{\gamma n}} \quad \text{in} \quad B^c_{R_2}, \quad \forall n \geq n_2. \quad (4.14)$$  

The function

$$\tilde{v}_n(x) := C_n |x|^{-\frac{2-\gamma n}{p-1}} \quad \text{with} \quad C_n^{p-1} \geq 4 \frac{2-\gamma n}{p-1} \left(\frac{2-\gamma n}{p-1} + 2 - d\right)$$

is a supersolution to (4.14), where $C_n > 0$ can be chosen to be bounded independently of $n$ and such that

$$\tilde{v}_n(x) \geq v_n(x) \quad \forall x \in \partial B_{R_2}, \quad \forall n \geq n_3,$$  

for some $n_3$ large enough. This can be done because, from (4.9), we know that $\{v_n\}$ is bounded uniformly by a constant independent of $n$, for $n$ large enough. By applying the Maximum Principle, we then obtain that

$$v_n(x) \leq \tilde{v}_n(x) \quad \forall x \in B^c_{R_2}, \quad \forall n \geq N := \max\{n_2, n_3\}.$$  

This concludes the proof. \qed
5 Analysis of the asymptotic translation invariance

Proposition 4.1 establishes the convergence of \( \{ v_n \} = \{ w_{\gamma_n}(\cdot + y_n) \} \) to \( w_0 \) for some sequence of translations \( \{ y_n \} \). Proceeding in the spirit of [1], we prove that \( \{ y_n \} \) is necessarily bounded, which directly entails the convergence of \( \{ w_{\gamma_n} \} \) to \( w_0(\cdot - \bar{y}) \) for some \( \bar{y} \in \mathbb{R}^d \), up to the extraction of a subsequence. Finally, using a Selection Principle, we shall prove that \( \bar{y} = 0 \).

Lemma 5.1 With the notations of Proposition 4.1, we have

\[
\limsup_{n \to \infty} \int_{\mathbb{R}^d} \left( \kappa_n |x|^{-\gamma_n} w_{\gamma_n}^{2p} - \frac{1}{p+1} w_{\gamma_n}^{p+1} \right) \log |x| \, dx < \infty,
\]

where \( \{ \kappa_n \} \) is a suitable sequence converging to \( \frac{1}{2p} \).

The key point of the proof basically relies on an estimate on the derivative with respect to \( \gamma \) of the function \( \gamma \mapsto E_{\gamma}[w_{\gamma}] \) at \( \gamma = 0 \). This cannot be done directly because of the unknown value of \( J_{\gamma} \), but the difficulty is overcome by adjusting the mass.

Proof Recall that \( \mathcal{H}_{p,0}(\mathbb{R}^d) \subset \mathcal{H}_{p,\gamma}(\mathbb{R}^d) \) for any \( \gamma \in (0, 2) \) such that (1.2) holds, according to Remark 2.6; moreover, in view of Proposition 4.3, we have that \( w_{\gamma_n} \in \mathcal{H}_{p,0}(\mathbb{R}^d) \) for all \( n \) large enough. For any \( w \in \mathcal{H}_{p,0}(\mathbb{R}^d) \), we can therefore write

\[
E_{\gamma}[w] - E_0[w] = \gamma D_{\gamma}[w] + (J_0 - J_{\gamma}) \| w \|_{2p,\gamma}^{2p}\theta_0
\]

with

\[
D_{\gamma}[w] := \frac{1}{p+1} \int_{\mathbb{R}^d} w^{p+1} \left( \frac{|x|^{-\gamma} - 1}{\gamma} \right) \, dx + J_{\gamma} \frac{\| w \|_{2p,\theta_0}^{2p\theta_0} - \| w \|_{2p,\gamma}^{2p\theta_0}}{\gamma}.
\]

Let us introduce the rescaled profile \( W_n \) defined by

\[
W_n(x) = \beta_n^{-p-1} w_0(\beta_n x) \quad \forall x \in \mathbb{R}^d,
\]

where the scale \( \beta_n := (m_n/M)^{\frac{p}{d}} \frac{1}{\gamma} \) is such that

\[
\| W_n \|_{2p} = \| w_{\gamma_n} \|_{2p} =: m_n,
\]

and recall that \( W_n \) is the unique radial minimizer of \( E_0 \) with mass \( m_n \). Since \( w_{\gamma_n} \) (resp. \( W_n \)) minimizes \( E_{\gamma_n} \) over \( \mathcal{H}_{p,\gamma_n}(\mathbb{R}^d) \) (resp. \( E_0 \) over \( \mathcal{H}_{p,0}(\mathbb{R}^d) \)), as sketched in the introduction, we get that

\[
E_{\gamma_n}[w_{\gamma_n}] - E_0[w_{\gamma_n}] \leq E_{\gamma_n}[W_n] - E_0[W_n],
\]

that is, after dividing by \( \gamma_n \),

\[
D_{\gamma_n}[w_{\gamma_n}] \leq D_{\gamma_n}[W_n] \tag{5.1}
\]

because the terms involving \( (J_0 - J_{\gamma_n}) \) cancel out thanks to the particular choice of profile \( W_n \).
We recall that $M_n = (2p \theta_n J_n) \frac{1}{1-\theta_n} = \|w_{\gamma_n}\|_{2p,\gamma_n}^{2p}$ according to (2.7).
Performing a first order expansion, we get
\[
m_n^\theta - M_n^\theta \gamma_n = \theta_n \mu_n^\theta - \frac{\mu_n}{\mu_n + 1} \int_{\mathbb{R}^d} w_n^{2p} (1 - |x|^{-\gamma_n}) \, dx + M_n^\theta \gamma_n \log M_n (\theta_n - \theta_n) \tag{5.2}
\]
for some intermediate values $\mu_n \in (\mu_n, m_n)$ and $\psi_n \in (\theta_n, \theta_n)$. A similar identity holds for $\|W_n\|_{2p,\gamma_{\psi_n}}$.

Thanks to Propositions 4.1 and 4.3, we deduce that $w_{\gamma_n}(\cdot + y_n)$ converges to $w_0$ in $L^{2p}(\mathbb{R}^d)$, so that
\[
\lim_{n \to \infty} m_n = \lim_{n \to \infty} M_n = \lim_{n \to \infty} \mu_n = M.
\]
Since $\theta_{\gamma_n} \to \theta_0$, $(\theta_n - \theta_{\gamma_n})/\gamma_n \to -\theta_0'$ and, according to (4.2), $J_{\gamma_n} \to J_0$ as $n \to \infty$, as a consequence of (5.1) and (5.2) there holds
\[
\lim_{n \to \infty} \int_{\mathbb{R}^d} \left( \frac{1}{p+1} w_n^{p+1} - \frac{\kappa_n}{p} w_n^{2p} \right) \frac{|x|^{-\gamma_n} - 1}{\gamma_n} \, dx + \frac{1}{2p} M \log M \frac{\theta_n}{\theta_0} \leq \lim_{n \to \infty} \int_{\mathbb{R}^d} \left( \frac{1}{p+1} W_n^{p+1} - \frac{1}{2p} W_n^{2p} \right) \frac{|x|^{-\gamma_n} - 1}{\gamma_n} \, dx + \frac{1}{2p} M \log M \frac{\theta_n}{\theta_0},
\]
with $\kappa_n := \theta_0 J_0 \mu_n^{\theta_0 - 1} \to \frac{1}{2p}$.

Using the elementary convexity estimates
\[
1 - |x|^{-\gamma} \leq \gamma \log |x| \quad \text{and} \quad 1 - |x|^{-\gamma} \geq \gamma |x|^{-\gamma} \log |x| \quad \forall x \in \mathbb{R}^d \setminus \{0\},
\]
and the fact that $\beta_n \to 1$, we conclude the proof. \hfill \Box

**Corollary 5.2** With the notations of Proposition 4.1, there exists $\overline{y} \in \mathbb{R}^d$ such that, up to the extraction of a subsequence,
\[
\lim_{n \to \infty} \|w_{\gamma_n} - w_0(\cdot - \overline{y})\|_q = \lim_{n \to \infty} \|w_{\gamma_n} - w_0(\cdot - \overline{y})\|_{C^{1,\alpha}(\mathbb{R}^d)} = 0
\]
for any $q \in (d \frac{d-1}{2}, \infty)$ and $\alpha \in (0, 1)$. Moreover there exists $N \in \mathbb{N}$ and $C > 0$ such that
\[
w_{\gamma_n}(x) \leq C (1 + |x|)^{-\frac{d-1}{2}} \quad \forall x \in \mathbb{R}^d, \quad \forall n \geq N. \tag{5.3}
\]

**Proof** Let us prove that $\{y_n\}$ is bounded. Assume by contradiction that $|y_n| \to +\infty$. With $v_n = w_{\gamma_n}(\cdot + y_n)$ we obtain that
\[
\int_{\mathbb{R}^d} \left( \kappa_n |x|^{-\gamma_n} w_n^{2p} - \frac{v_n^{p+1}}{p+1} \right) \log |x| \, dx = \int_{\mathbb{R}^d} \left( \kappa_n |x + y_n|^{-\gamma_n} v_n^{2p} - \frac{v_n^{p+1}}{p+1} \right) \log |x + y_n| \, dx. \tag{5.4}
\]
By means of Propositions 4.1, 4.3 and of the fact that $\kappa_n \to \frac{1}{2p}$, long but elementary computations show that the r.h.s. of (5.4) behaves, as $n \to \infty$, like
\[
\log |y_n| \int_{\mathbb{R}^d} \left( \frac{w_n^{2p}}{2p} - \frac{w_0^{p+1}}{p+1} \right) \, dx.
\]
For details we refer again to [42, Proof of Lemma 3.3.1]. On the other hand, with \( \gamma = 0 \), using (2.7) and an identity obtained by multiplying (2.8) by \( w_0 \) and integrating over \( \mathbb{R}^d \), we get
\[
\int_{\mathbb{R}^d} \left( \frac{w_0^{2p}}{2p} - \frac{w_0^{p+1}}{p+1} \right) dx = \frac{(p-1)(d-2)M}{2p(d+2-p)(d-2)} > 0.
\]
This contradicts Lemma 5.1.

Hence we can extract a subsequence such that \( \{y_n\} \) converges to \( \overline{y} \) and get the convergence result by applying Proposition 4.1 and Corollary 4.2 if \( q \geq 2^* \). The uniform estimate (5.3) directly follows from Proposition 4.3. To cover the range \( q \in (d(p-1)/2, 2^*) \), we observe that the r.h.s. of such an estimate belongs to \( L^q(\mathbb{R}^d) \) for any \( n \) large enough.

\[\square\]

**Proposition 5.3** With the notations of Corollary 5.2, we have \( \overline{y} = 0 \).

In other words, we prove that \( \{w_\gamma\} \) converges to \( w_0 \) as \( \gamma \downarrow 0 \). This means that, among all the solutions of problem (2.5) at \( \gamma = 0 \), the sequence \( \{w_\gamma\} \) selects the one centered at zero. We shall proceed by means of a Selection Principle argument, inspired again by [1].

**Proof** Let us define
\[
F(y) := \int_{\mathbb{R}^d} \left( \frac{w_0^{2p}}{2p} - \frac{w_0^{p+1}}{p+1} \right) \log |x + y| \ dx \quad \forall y \in \mathbb{R}^d.
\]
We proceed as in the proof of Lemma 5.1 but replace \( W_n \) with \( W_n(\cdot - y) \), for any arbitrary \( y \in \mathbb{R}^d \), and obtain that
\[
D_{\gamma_n}[w_{\gamma_n}] \leq D_{\gamma_n}[W_n(\cdot - y)].
\]
By passing to the limit as \( n \to \infty \), which is feasible thanks to Corollary 5.2, we get that \( F(\overline{y}) \leq F(y) \). This proves that
\[
\overline{y} \in \arg\min_{y \in \mathbb{R}^d} F.
\]

Next we may consider the function \( K \) such that
\[
K(r) = \frac{w_0^{2p}(x)}{2p} - \frac{w_0^{p+1}(x)}{p+1},
\]
with \( r = |x| \) for any \( x \in \mathbb{R}^d \). A computation based on the explicit profile (4.1) of \( w_0 \), together with (5.5), shows that there exists \( R > 0 \) such that
\[
K(r) \geq 0 \quad \forall r \in [0, R], \quad K(r) < 0 \quad \forall r > R, \quad \text{and} \quad \int_0^\infty K(r) r^{d-1} \ dr > 0.
\]
Let us choose \( e \in S^{d-1} \), consider the angle \( \theta \in [0, \pi] \) such that \( e \cdot \overline{y} = \cos \theta \) and define the function \( G \in C^1(\mathbb{R}^+) \) by
\[
G(t) := \int_{\mathbb{R}^d} K(|x|) \log \left| x + \sqrt{t}e \right| \ dx.
\]
An elementary computation yields

\[ G'(t) = \frac{[S^d_{d-2}]}{t} \int_0^\infty K(r) \ell \left( \frac{r^2}{t} \right) r^{d-1} dr \]

with

\[ \ell(s) := \int_0^{\pi/2} \frac{1 - s \cos(2\theta)}{1 + s^2 - 2s \cos(2\theta)} (\sin \theta)^{d-2} d\theta \quad \forall \, s \in \mathbb{R}^+. \]

The function \( \ell \) is continuous, monotone decreasing as we shall see next, and \( \lim_{s \to \infty} \ell(s) = 0 \). As a consequence, we obtain that \( \ell(s) > 0 \) for any \( s \in \mathbb{R}^+ \) and

\[ G'(t) \geq \frac{[S^d_{d-2}]}{t} \ell \left( \frac{R^2}{t} \right) \int_0^\infty K(r) r^{d-1} dr > 0, \]

which shows that the minimum of \( G(t) \) is attained at \( t = 0 \) and nowhere else, which is equivalent to proving the statement. To complete the proof, let us give some details concerning the above properties of the function \( \ell \).

The continuity of \( \ell \) is straightforward since a Taylor expansion around \((\theta, s) = (0, 1)\) shows that

\[
\frac{1 - s \cos(2\theta)}{1 + s^2 - 2s \cos(2\theta)} (\sin \theta)^{d-2} \sim \frac{2 \theta^2 + 1 - s}{4 \theta^2 + (1 - s)^2} \theta^{d-2} + O(\theta^2 + 1 - s).
\]

To prove that \( \ell'(s) < 0 \), we first note that

\[
\ell(s) = \frac{1}{2} \int_0^{\pi/2} (\sin \theta)^{d-2} d\theta + \frac{1}{2} m_d(s)
\]

where \( m_d(s) := \int_0^{\pi/2} \frac{1 - s^2}{(1 + s)^2 - 4s (\cos \theta)^2} (\sin \theta)^{d-2} d\theta \).

We then observe that:

1. For any \( s > 0 \), \( m_d(s) = -m_d(1/s) \), so that it is enough to prove that \( m_d'(s) < 0 \) for any \( s \in (0, 1) \).
2. As a function of \( d \geq 3 \) and for any given value of \( s \in (0, 1) \), it turns out that \( d \mapsto m_d(s) \) is non increasing. Hence, it is enough to prove that \( m_3'(s) < 0 \).
3. We can explicitly compute

\[
m_3(s) = \frac{1 - s}{2 \sqrt{s}} \arctanh \left( \frac{2 \sqrt{s}}{1 + s} \right) \quad \forall \, s \in (0, 1)
\]

and check, by means of Taylor expansions, that in fact \( m_3'(s) < 0 \).

This concludes the proof. More details can be found in [42, Proof of Lemma 3.3.8]. \( \blacksquare \)
6 Optimal functions are radial for $\gamma$ small

This section is devoted to the proof of Theorem 2.1. We start with two technical results.

First of all, the optimal functions for (1.1) among radial symmetric functions, that is, functions in $H^p_{p,\gamma}(\mathbb{R}^d)$, are based on Barenblatt-type profiles.

**Lemma 6.1** Let $p$ and $d$ satisfy (1.2). Then the solution to problem (2.5) restricted to $H^p_{p,\gamma}(\mathbb{R}^d)$ is unique and explicit. If the mass $M$ is chosen so that it satisfies the Euler-Lagrange equation (2.8), it coincides with $w^\gamma_\ast$ as in (2.9).

**Proof** Since every solution to problem (2.5) restricted to $H^p_{p,\gamma}(\mathbb{R}^d)$ is a solution to (2.8) after a suitable rescaling, it is enough to establish uniqueness for nonnegative, nontrivial solutions to (2.8) belonging to $H^p_{p,\gamma}(\mathbb{R}^d)$. Hereafter we shall denote any such solution as $w^\gamma_\ast$ and, with a slight abuse of notation, write $w^\gamma_\ast(|x|) = w^\gamma_\ast(x)$ for any $x \in \mathbb{R}^d$. If we perform the change of variables

$$v(s) = w^\gamma_\ast\left(c s^{2/(2-\gamma)}\right) \quad \forall s \in \mathbb{R}^+$$

where $c := [(2 - \gamma)/(2 - \gamma)]^{2/(2-\gamma)}$, then $v$ solves

$$-v'' - \frac{d_\gamma - 1}{s} v' + v^p = v^{2p-1} \quad \text{in} \quad \mathbb{R}^+,$$

where $d_\gamma := 2 (d - \gamma)/(2 - \gamma)$. From the $L^\infty$ bound found in Lemma 3.1 and from the Calderón-Zygmund theory (see the proof of Lemma 3.2), we easily get that $w^\gamma_\ast \in L^\infty(\mathbb{R}^d) \cap C^1(\mathbb{R}^d \setminus \{0\})$. The function $v$ is actually of class $C^1$: see [44, Section 6, Remark 3] for a proof. Uniqueness then follows from [44, Theorem 2], so that $w^\gamma_\ast$ does coincide with the Barenblatt-type profile defined by (2.9).

We may notice that the above change of variables amounts to rewrite the radial problem in a “dimension” $d_\gamma$, which is not necessarily an integer, without weight, and therefore reduces the uniqueness issue to a problem that has already been considered in [13].

The second lemma is a spectral gap property, which is a consequence of various results that can be found in [15,16,5,6,7]. We recall that, according to the conventions of the introduction and the results of [13], we have that $w_0 = w^0_\ast$.

**Lemma 6.2** For any function $\omega \in \dot{H}^1(\mathbb{R}^d)$ such that

$$\int_{\mathbb{R}^d} w_0^{2p-1} \omega \, dx = 0,$$

the inequality

$$\int_{\mathbb{R}^d} |\nabla \omega|^2 \, dx + p \int_{\mathbb{R}^d} w_0^{p-1} \omega^2 \, dx \geq (2p - 1) \int_{\mathbb{R}^d} w_0^{2(p-1)} \omega^2 \, dx$$

holds with equality if and only if $\omega = a \cdot \nabla w_0$ for some $a \in \mathbb{R}^d$. 

Proof A second order Taylor expansion of $\mathcal{E}_0[w_0 + \varepsilon \omega]$ defined by (1.12) in terms of $\varepsilon$ and the fact that $w_0$ is a minimizer of $\mathcal{E}_0$ establishes the inequality.

To identify the equality case, we introduce $f$ such that $\omega = f w_0^p$. Since $\nabla \omega = w_0^p \nabla f + f \nabla (w_0^p)$, we obtain after integrating by parts that

$$
\int_{\mathbb{R}^d} |\nabla \omega|^2 \, dx - \int_{\mathbb{R}^d} |\nabla f|^2 \, w_0^{2p} \, dx = - \int_{\mathbb{R}^d} f^2 \, w_0^p \Delta (w_0^p) \, dx.
$$

Since $w_0$ solves $-\Delta w_0 + w_0^p - w_0^{2p-1} = 0$ and, using the notations of Section 2.2,

$$
\frac{|\nabla w_0|^2}{w_0} = \frac{4}{(p-1)^2} \left( \frac{1}{a_0} w_0^p - \frac{b_0}{a_0^2} w_0^{2p-1} \right),
$$

inequality (6.2) can be rewritten in terms of $f$ as the Hardy-Poincaré inequality

$$
\int_{\mathbb{R}^d} |\nabla f|^2 \, w_0^{2p} \, dx \geq \frac{2p(p-1)}{a_0^p (p-2)} \int_{\mathbb{R}^d} |f|^2 \, w_0^{2p-1} \, dx,
$$

while condition (6.1) amounts to $\int_{\mathbb{R}^d} f w_0^{3p-1} \, dx = 0$. According to [7, see pp. 16462–16463] (we also refer to [15, 16] for earlier results, but in a different functional setting), the equality case corresponds to $f(x) = x \cdot a$ for some $a \in \mathbb{R}^d$. We point out that such an $f$ belongs to the closure of $\mathcal{D}(\mathbb{R}^d)$ with respect to the (square) norm identified by the l.h.s. of (6.3). The proof is completed by noting that $\nabla w_0$ is proportional to $w_0^p x$. \qed

**Proof of Theorem 2.1.**

We argue by contradiction using the *angular derivatives* of possibly nonradial optimal functions. Given a nontrivial antisymmetric matrix $A$ and a differentiable function $f$, we define the angular derivative of $f$ with respect to $A$ by

$$
\nabla_A f(x) := A x \cdot \nabla f(x) = \frac{d}{dt} f(e^{tA} x)|_{t=0} \quad \forall x \in \mathbb{R}^d.
$$

It turns out that a function $f$ is radial if and only if $\nabla_A f \equiv 0$ for any antisymmetric matrix $A$. Assume by contradiction that $w_{\gamma_n}$ is non radial for some sequence $\{\gamma_n\}$ with $\gamma_n \downarrow 0$, i.e., there exists an antisymmetric matrix $A_n$ such that

$$
w_{\gamma_n} := \nabla_{A_n} w_{\gamma_n} \not= 0 \quad \text{with} \quad \int_{\mathbb{R}^d} \omega_n^2 \, w_n^{2(p-1)} |x|^{-\gamma_n} \, dx = 1.
$$

We divide the proof in three steps.

**First step.** For any $n \in \mathbb{N}$ large enough, $w_n$ belongs to $H^1(\mathbb{R}^d)$ and satisfies

$$
-\Delta w_n + p \frac{w_n^{p-1}}{|x|^{\gamma_n}} \omega_n = (2p-1) \frac{w_n^{2(p-1)}}{|x|^{\gamma_n}} \omega_n \quad \text{in} \quad \mathbb{R}^d.
$$

(6.4)
The validity of (6.4) can be proved just by plugging \( \varphi_n(t, x) = \varphi(e^{-tA_n} x) \) as a test function in the weak formulation of (2.8), where \( \varphi \in D(\mathbb{R}^d) \), and change variables to get

\[
- \int_{\mathbb{R}^d} w_{\gamma_n} \left( e^{tA_n} x \right) \Delta \varphi \, dx + \int_{\mathbb{R}^d} \frac{(w_{\gamma_n}(e^{tA_n} x))}{|x|^\gamma_n} \varphi \, dx = \int_{\mathbb{R}^d} \frac{(w_{\gamma_n}(e^{tA_n} x))^{2p - 1}}{|x|^\gamma_n} \varphi \, dx.
\]

Taking the derivative w.r.t. \( t \) at \( t = 0 \) proves the identity. Note that, from the proof of Lemma 3.2, for \( n \) large enough \( \omega_n \in H^1_{\text{loc}}(\mathbb{R}^d) \) and (6.4) holds in the H\(^1\) weak sense. We can now draw some consequences.

Let us multiply (6.4) by the test function \( \varphi = \xi_R \omega_n \) and integrate by parts, where \( \xi_R(x) := \xi(x/R) \) and \( \xi \) is a smooth cut-off function:

\[
\int_{\mathbb{R}^d} \xi_R |\nabla \omega_n|^2 \, dx - \frac{1}{2} \int_{\mathbb{R}^d} \Delta \xi_R \omega_n^2 \, dx + p \int_{\mathbb{R}^d} \xi_R \omega_n^2 \frac{w_{\gamma_n}^{p-1}}{|x|^\gamma_n} \, dx = (2p - 1) \int_{\mathbb{R}^d} \xi_R \omega_n^2 \frac{w_{\gamma_n}^{2(p-1)}}{|x|^\gamma_n} \, dx. \quad (6.5)
\]

Since \( \{w_{\gamma_n}\} \) converges up to the extraction of subsequences in \( H^1(\mathbb{R}^d) \), by its definition we have that \( \{\omega_n\} \) is also relatively compact in \( L^2(\mathbb{R}^d) \) and with the estimate

\[
\left| \int_{\mathbb{R}^d} \Delta \xi_R \omega_n^2 \, dx \right| \leq \frac{\|\Delta \xi\|_\infty}{R^2} \int_{B_{2R} \setminus B_R} \omega_n^2 \, dx \leq 4 \|\Delta \xi\|_\infty \int_{B_{2R} \setminus B_R} \frac{\omega_n^2}{|x|^2} \, dx,
\]

we obtain that \( \lim_{R \to \infty} \int_{\mathbb{R}^d} \Delta \xi_R \omega_n^2 \, dx = 0 \). Since \( \int_{\mathbb{R}^d} w_{\gamma_n}^{2(p-1)} |x|^{-\gamma_n} \omega_n^2 \, dx \) is uniformly bounded by Corollary 5.2, we can then pass the limit as \( R \to \infty \) in (6.5) and obtain

\[
\int_{\mathbb{R}^d} |\nabla \omega_n|^2 \, dx + p \int_{\mathbb{R}^d} \frac{w_{\gamma_n}^{p-1}}{|x|^\gamma_n} \omega_n^2 \, dx = (2p - 1) \int_{\mathbb{R}^d} \frac{w_{\gamma_n}^{2(p-1)}}{|x|^\gamma_n} \omega_n^2 \, dx. \quad (6.6)
\]

For \( n \) large enough, we still have to show that \( \omega_n \in H^1(\mathbb{R}^d) \), namely that there exists a sequence \( \{\varphi_k\} \subset D(\mathbb{R}^d) \) such that \( \lim_{k \to \infty} \|\nabla \omega_n - \nabla \varphi_k\|_2 = 0 \). Actually, this is a direct consequence of the fact that \( |\nabla \omega_n| \in L^2(\mathbb{R}^d) \) and \( \omega_n \in L^2(\mathbb{R}^d) \).

Using once again a cut-off argument, we find that

\[
\left| \int_{\mathbb{R}^d} \xi_R \nabla_A \left( \frac{w_{\gamma_n}^{2p}}{|x|^\gamma_n} \right) \, dx \right| = \left| \int_{\mathbb{R}^d} (\nabla_A \xi_R) \frac{w_{\gamma_n}^{2p}}{|x|^\gamma_n} \, dx \right| \leq \|\nabla_A \xi\|_\infty \int_{B_{2R} \setminus B_R} \frac{w_{\gamma_n}^{2p}}{|x|^\gamma_n} \, dx.
\]

Because of the Cauchy-Schwarz estimate

\[
\left( \int_{\mathbb{R}^d} \frac{w_{\gamma_n}^{2p-1} \omega_n}{|x|^\gamma_n} \, dx \right)^2 \leq \int_{\mathbb{R}^d} \frac{w_{\gamma_n}^{2(p-1)} \omega_n^2}{|x|^\gamma_n} \int_{\mathbb{R}^d} \frac{w_{\gamma_n}^{2p - 1}}{|x|^\gamma_n} \, dx,
\]

\[
\int_{\mathbb{R}^d} \frac{w_{\gamma_n}^{2p - 1} \omega_n}{|x|^\gamma_n} \, dx \leq \left( \int_{\mathbb{R}^d} \frac{w_{\gamma_n}^{2p - 1}}{|x|^\gamma_n} \, dx \right)^{\frac{1}{2}} \left( \int_{\mathbb{R}^d} \frac{w_{\gamma_n}^{2p - 1}}{|x|^\gamma_n} \, dx \right)^{\frac{1}{2}} = \left( \int_{\mathbb{R}^d} \frac{w_{\gamma_n}^{2p - 1}}{|x|^\gamma_n} \, dx \right)^{\frac{1}{2}}.
\]
we may let \( R \to \infty \) and obtain
\[
\int_{\mathbb{R}^d} \nabla A(w_{I_n}^{2p} |x|^{-\gamma_n}) \, dx = 2p \int_{\mathbb{R}^d} \omega_n w_{I_n}^{2p-1} |x|^{-\gamma_n} \, dx = 0. \tag{6.7}
\]

**Second step.** As \( n \to \infty \), up to the extraction of a subsequence, \( \{\omega_n\} \) converges weakly in \( H^1(\mathbb{R}^d) \) to a nontrivial function \( \omega \) such that
\[
\int_{\mathbb{R}^d} |\nabla \omega|^2 \, dx + p \int_{\mathbb{R}^d} w_0^{p-1} \omega^2 \, dx \leq (2p - 1) \int_{\mathbb{R}^d} w_0^{2(p-1)} \omega^2 \, dx, \tag{6.8}
\]
\[
\int_{\mathbb{R}^d} w_0^{2p-1} \omega \, dx = 0 \quad \text{and} \quad \int_{\mathbb{R}^d} \frac{x_i}{|x|^2} (w_0^p - w_0^{2p-1}) \omega \, dx = 0 \quad \forall i = 1, 2, \ldots, d. \tag{6.9}
\]

Recall that \( A_n \) has been normalized by \( \int_{\mathbb{R}^d} \omega_n^{2} |x|^{-\gamma_n} \, dx = 1 \). According to (6.6), the sequence \( \{\omega_n\} \) is bounded in \( \mathcal{H}^1(\mathbb{R}^d) \) and, up to subsequences, converges in \( \mathcal{H}^1(\mathbb{R}^d) \) and pointwise to some function \( \omega \). By the Sobolev inequality, we infer that \( \{\omega_n^2\} \) converges weakly in \( L^{d/(d-2)}(\mathbb{R}^d) \) to \( \omega^2 \), up to subsequences. The sequence \( \{w_0^{2(p-1)} |x|^{-\gamma_n}\} \) converges strongly in \( L^{d/2}(\mathbb{R}^d) \) to \( w_0^{2(p-1)} \) as a consequence of Corollary 5.2, Proposition 5.3 and of the dominated convergence theorem. We therefore deduce that
\[
1 = \lim_{n \to \infty} \int_{\mathbb{R}^d} \frac{2w_0^{2(p-1)}}{|x|\gamma_n} \omega_n^2 \, dx = \int_{\mathbb{R}^d} w_0^{2(p-1)} \omega^2 \, dx.
\]
This also proves (6.8) by weak lower semi-continuity of the r.h.s.

We then observe that the sequences \( \{w_0^{p-1} |x|^{-\gamma_n/2} \omega_n\} \) and \( \{w_0^p |x|^{-\gamma_n/2}\} \) converge strongly in \( L^2(\mathbb{R}^d) \) to \( w_0^{p-1} \omega \) and \( w_0^p \), respectively. This allows to pass to the limit in (6.7) and proves that \( \int_{\mathbb{R}^d} w_0^{2p-1} \omega \, dx = 0 \).

Let us take \( e \in \mathbb{S}^{d-1} \) and consider the directional derivative \( v_n := e \cdot \nabla w_n \). Proceeding similarly to the proof of (6.4), we get that \( v_n \in \mathcal{H}^1(\mathbb{R}^d) \) solves exactly the same equation as \( \omega_n \) except for a forcing term arising from the directional derivative of the weight \( |x|^{-\gamma_n} \):
\[
- \Delta v_n + p \frac{w_0^{p-1}}{|x|\gamma_n} v_n = (2p - 1) \frac{w_0^{2(p-1)}}{|x|\gamma_n} v_n + \gamma_n \frac{x \cdot e}{|x|^{\gamma_n+2}} (w_0^p - w_0^{2p-1})
\]
in \( \mathbb{R}^d \). Using \( \omega_n \) as a test function and subtracting the identity obtained by taking \( v_n \) as a test function in (6.4), we end up with the identity
\[
\int_{\mathbb{R}^d} \frac{x \cdot e}{|x|^{\gamma_n+2}} (w_0^p - w_0^{2p-1}) \omega_n \, dx = 0.
\]
Since \( \{\omega_n\} \) converges to \( \omega \) weakly in \( L^2(\mathbb{R}^d) \) and \( \{x \cdot e |x|^{-\gamma_n} (w_0^p - w_0^{2p-1})\} \) converges to \( x \cdot e (w_0^p - w_0^{2p-1}) \) strongly in \( L^2(\mathbb{R}^d) \), we may pass to the limit as \( n \to \infty \). This proves that \( \int_{\mathbb{R}^d} \frac{x \cdot e}{|x|^{\gamma_n+2}} (w_0^p - w_0^{2p-1}) \omega \, dx = 0 \) for any \( e \in \mathbb{S}^{d-1} \) and concludes the proof of (6.9).
Third step. Conclusion of the proof: getting the contradiction.

From Lemma 6.2, (6.8) and the left-hand identity in (6.9), we deduce that we have equality in (6.2) if \( \omega \) is the limit as \( n \to \infty \) of \( \{\omega_n\} \). Hence \( \omega = a \cdot \nabla w_0 \) for some \( a = (a_j)_{j=1}^d \in \mathbb{R}^d \setminus \{0\} \). From the right-hand identity in (6.9), we infer that

\[
\sum_{j=1}^d a_j \int_{\mathbb{R}^d} \frac{w_j}{|x|^2} \left( w_0^p - w_0^{2p-1} \right) (w_0)_x^j \, dx = 0 \quad \forall \, i = 1, 2, \ldots, d,
\]

that is

\[
\sum_{j=1}^d a_j \int_{\mathbb{R}^d} \left( \frac{w_j^{p+1}}{p+1} - \frac{w_j^{2p}}{2p} \right)_x^j \, dx = 0 \quad \forall \, i = 1, 2, \ldots, d.
\]

Integrating by parts, we obtain:

\[
\sum_{j=1}^d a_j \int_{\mathbb{R}^d} \left( \frac{\delta_{ij}}{|x|^2} - 2 \frac{x_i x_j}{|x|^4} \right) \left( \frac{w_j^{2p}}{2p} - \frac{w_j^{p+1}}{p+1} \right) \, dx = 0 \quad \forall \, i = 1, 2, \ldots, d. \tag{6.10}
\]

Since \( w_0 \) is radial, these integrals are identically zero for all \( j \neq i \), so that (6.10) reduces to

\[
\sum_{i=1}^d a_i \int_{\mathbb{R}^d} \left( \frac{1}{|x|^2} - 2 \frac{x_i^2}{|x|^4} \right) \left( \frac{w_i^{2p}}{2p} - \frac{w_i^{p+1}}{p+1} \right) \, dx = 0 \quad \forall \, i = 1, 2, \ldots, d.
\]

The radiality of \( w_0 \) also implies that the integral is independent of \( i \):

\[
\int_{\mathbb{R}^d} \left( \frac{1}{|x|^2} - 2 \frac{x_i^2}{|x|^4} \right) \left( \frac{w_i^{2p}}{2p} - \frac{w_i^{p+1}}{p+1} \right) \, dx = \frac{d-2}{d} \int_{\mathbb{R}^d} \left( \frac{w_i^{2p}}{2p} - \frac{w_i^{p+1}}{p+1} \right) \, dx.
\]

Since \( a \neq 0 \), we deduce that \( \int_{\mathbb{R}^d} \left( \frac{w_i^{2p}}{2p} - \frac{w_i^{p+1}}{p+1} \right) \, dx = 0 \). By arguing as in the proof of Proposition 5.3, with \( \ell(r) \) replaced by \( 1/r^2 \), we obtain that the integral is positive, a contradiction. \( \square \)
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