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Abstract

Erosion and sediments transport processes have a great impact on industrial structures and on water quality. Despite its limitations, the Saint-Venant–Exner system is still (and for sure for some years) widely used in industrial codes to model the bedload sediment transport. In practice, its numerical resolution is mostly handled by a splitting technic that allows a weak coupling between hydraulic and morphodynamic distinct softwares but may suffer from important stability issues. In recent works, many authors proposed alternative methods based on a strong coupling that cure this problem but are not so trivial to implement in an industrial context. In this work, we then pursue two objectives. First we propose a very simple scheme based on an approximate Riemann solver, respecting the strong coupling framework, and we demonstrate its stability and accuracy through a number of numerical test cases. But, second, we reinterpret our scheme as a splitting technic and we extend the purpose to propose what should be the minimal coupling that ensures the stability of the global numerical process in industrial codes, at least when dealing with collocated finite volume method. The resulting splitting method is, up to our knowledge, the only one for which stability properties are fully demonstrated.
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1 Introduction.

Sediment transport processes are usually divided into two main phenomena: suspended and bedload transport [48, 42]. To model bedload sediment transport phenomena that occur in large time and space scales in river hydraulics or coastal studies, one of the most commonly used models in engineering context [35, 34] is the Saint-Venant–Exner system, referred to as SWExner in the following. It takes the form of a system of three equations where the first two ones are nothing but the shallow water equations with topography and friction source terms whereas the last equation is
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A simple conservation law that refers to the evolution in time of the topography due to the action of the fluid. Eventually the full system writes,

\[
\begin{align*}
\partial_t h + \partial_x hu &= 0, \\
\partial_t h u + \partial_x \left( h u^2 + \frac{g h^2}{2} \right) &= - g h (\partial_x b + T_f), \\
(1 - \Phi) \partial_t b + \partial_x q_s &= 0,
\end{align*}
\]

where the unknowns are the water height \( h(t, x) \), the flow velocity \( u(t, x) \) and the bottom topography \( b(t, x) \). The parameters are the gravitational acceleration \( g \) and the porosity of the sediment layer \( \Phi \) that will be set to zero hereafter. We also introduce the fluid discharge \( q(t, x) := h(t, x) u(t, x) \). The friction term \( T_f \) and the sediment flux \( q_s \) are fundamental ingredients of the model since they ensure the coupling between the fluid and the solid parts. They are defined by semi-empirical formulae discussed in the next Section.

Both the separation between two distinct types of transport and the SWExner model itself present important limitations and drawbacks that have been discussed in a series of recent papers [39, 1, 12, 22, 23, 19] where the authors exhibit different limitations of the classical SWExner model and introduce some improvements by different ways. In this work, we do not discuss this point and focus on the numerical strategy to compute approximate solutions of system (1).

The SWExner system (1) is a system of nonlinear conservation laws with source term that has been proved to be of hyperbolic type for some classical choices of sediment flux \( q_s \) formula, see [13]. It is then natural to compute approximate solutions by using finite volume methods [31, 7] for their inherent properties of conservation and their ability to handle the discontinuous solutions. In this framework, the numerical method has to satisfy classical consistency and nonlinear stability (positivity, entropy, equilibria...) properties.

But the SWExner system (1) can also be viewed - it was indeed introduced in this spirit in the pioneering work of Exner [16] - as a coupling between two distinct systems in a "fluid-structure interaction" approach : on the one hand a fluid system, the classical Saint-Venant system (1a)-(1b), and on the other hand a conservation equation for the mass of sediment (1c). This approach is very attractive since it allows to use classical fluid solvers coupled to an external "structure" solver - that is in the simplest case reduced to a single conservation law. That is why it is often used for industrial studies [35, 34, 32, 33] : the core of these software suites is the resolution of hydraulic problems and to take into account the sedimentary aspect, they call sediment modules that are able to solve the Exner equation. This approach is not intrusive since the two modulus can run with different numerical parameters such as the time step, the space step or the numerical method and only communicate by exchanging particular data at some given times. It also allows to complexify the "structure" equation without modifying the fluid solver. But in this case, consistency and stability of both solvers is not sufficient to ensure the whole stability of the method and particular attention has to be paid to the way the interaction processes are performed.

Our main objective in this work is to perform a detailed study of these two different approaches and, more particularly, to use knowledge from the first approach, referred in the following to as the one-step approach, to propose stable interaction processes for the second approach, referred in the following to as the splitting approach. More precisely, we define and analyze a new one-step solver that we interpret in a second stage as a stable splitting method and then generalize to a unified splitting approach. Comparative studies of both one-step and splitting approaches, sometimes called coupled and uncoupled approaches, have been performed in the last decade by several authors [10, 29, 28, 13, 2, 45]. They mostly conclude to the bad behavior of the splitting approach and then give rise to several works where the authors investigate one-step approaches [44, 15, 5, 9, 36, 46] by extending finite volume solvers developed in the early 2000’s for the classical SW system to the
SWExner system. We would like to emphasize that, in fact, they only conclude to the bad behavior of one possible way to perform the splitting approach, not of the splitting approach itself. First attempts to introduce stable splitting approaches were performed recently in [43, 45, 30] where the authors propose what they call a weak coupling approach for the SWExner system by introducing a slight modification in the discretization of the Exner equation (1c) and in [26] where the authors deal with staggered grids.

The outline of the paper is as follows. In Section 2, we give some details on the SWExner system (1). In Section 3, we consider the one-step approach and we propose and analyze a positive and well-balanced three-wave Approximate Riemann Solver (denoted ARS in the following) that extends the well-balanced and positive solver introduced in [3] for the classical SW system. In Section 4, a serie of numerical test cases illustrates the performance of the scheme. In Section 5, the ARS scheme is then interpreted as a splitting approach where a slight modification is introduced in the fluid solver when compared to the classical (and then unstable) splitting approach. We then introduce the same modification in the strategy that is used in the industrial software TELEMAC and show that the method is now stable.

2 Description of the mathematical model.

The SWExner system (1) has to be closed by giving the friction term $T_f$ and the sediment flux $q_s$ in terms of the variables of the system $(h, hu, b)$. This is done in the first part of this Section. Then we give some properties of the SWExner model that will guide the derivation of the numerical solver.

2.1 Closure formula.

The friction term $T_f$ is usually defined by semi-empirical formulae proposed by hydraulic engineers in the late nineteenth or early twentieth centuries. In general, it only depends on the fluid quantities. One of the most popular is the Manning-Strickler formula,

$$T_f = \frac{|q| q}{K_s h^2 R_h^{4/3}} ,$$

(2.1)

with $K_s$ the Strickler coefficient and $R_h$ the hydraulic radius such that,

$$R_h = \frac{A}{P} ,$$

where $A$ is the cross sectional area of the flow and $P$ corresponds to the wetted perimeter. When a rectangular channel is considered, this radius is then given by,

$$R_h = \frac{l h}{l + 2 h} ,$$

where $l$ is the width of the channel. In the asymptotic regime where the water height is negligible compared to the channel width, the hydraulic radius then reduces to the water height : $R_h \sim h$. As previously mentioned, this term models amongst other things the action of the solid part on the fluid which is not related to the gravity; the latter is taken into account by the term of topography. Thus, this term includes the action of the rugosity at the microscopic scale which do not explicitly appear in the term of topography. It is therefore a fundamental ingredient of the coupled model. Let us make precise that this term can be defined by different formulæ. In particular in [24], the friction term derives from a wall law at the level of the Navier Stokes model. Note also that it will still be neglected in some of the numerical tests to compare the results of the proposed scheme with those of
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The sediment flux formula \( q_s \) is also computed by semi-empirical formulae and is often a function of the fluid quantities \((h, u)\) only. The number of formulae proposed in the literature is huge and is still a research area in the hydraulic community. The range of applications of any of them is far from being universal, depending on the nature of the fluid flow and the characteristics of the solid bed. One can exhibit two main categories depending on whether a threshold value is used or not for the sediment transport to start. We will use in the numerical applications the Grass \([25]\) formula,

\[
q_s(t, x) = A_g |u|^{m-1} u, \tag{2.2}
\]

and the Meyer-Peter-Müller formula,

\[
q_s(t, x) = A_m (\tau^* - \tau^*_c)^{3/2}, \tag{2.3}
\]

where \( \tau^* \) refers to a non-dimensional friction term that is weighted by the buoyancy of the sediment particles,

\[
\tau^* = \frac{\rho_w h T_f}{(\rho_s - \rho_w) d},
\]

that is known as the Shields parameter, where \( \rho_w, \rho_s \) are the density of the water and solid phase respectively and \( d \) the mean granular diameter. Note that some authors recently introduced formulae that explicitly depend on the sediment depth \( b \) \([18]\).

Let us note that we will perform numerical test cases using the above formula but the theoretical part of our paper works for very general form of the friction coefficient and sediment flux as soon as they satisfy general properties that will be precised hereafter.

2.2 Properties of the model.

The hyperbolicity of the SWExner model (1) has been studied in \([13]\). The authors showed that for a large class of classical closure formula, the system is hyperbolic. They also exhibit an interesting property: unlike the classical SW system, the product of the eigenvalues of the SWExner system is always negative. This property will be used in the last part of this paper to derive a stable splitting approach. In the following, we always consider that the SWExner system is hyperbolic.

Like the classical shallow water model (with fixed topography), some important stability properties have to be satisfied by a numerical method to correctly approximate the solutions of SWExner system (1). In particular, the numerical scheme has to ensure the positivity of the water height and the well-balanced property characterized here by the preservation of two equilibria,

— the lake at rest equilibrium defined by,

\[
\partial_x (h + b) = 0, \quad u = 0, \tag{2.4}
\]

— the constant slope equilibrium defined by,

\[
\partial_x h = \partial_x u = \partial_{xx} b = 0, \quad \partial_x b + T_f = 0. \tag{2.5}
\]

Note that contrary to the case of the classical SW system, the lake at rest equilibrium (2.4) is the unique steady state over non constant slope that is admitted by the SWExner system, at least for solid discharge defined by formulae without threshold such as the Grass one (2.2). Let us remark that the validity of the well-balanced property is of great interest when erosion near a steady state is considered. It is the case for the advection of a dune at low Froude number or for Newton or Soni
A third stability criteria is the existence of an energy inequality. Even for the simpler case of the classical SW system, the way to ensure a fully discrete energy inequality is not obvious, see [7]. It is then much more tricky for the SWExner model where issues already occur at the continuous level, see [49, 19]. A last important point is to be able to identify the behavior of the numerical scheme when the sediment transport vanishes since we would like to recover a relevant scheme for the classical SW model.

3 A one-step numerical scheme.

In this Section, we consider a Godunov-type finite volume numerical method introduced in [3] for the discretization of the classical SW system and we extend it to the new framework of the SWExner system (1). This method is based on an Approximate Riemann Solver (ARS in what follows). We briefly recall the notations and we detail its extension, i.e. the way to update the bottom quantities and the wave speeds. We then give some properties of the discrete solver. Note that the friction term is computed in a second step that is briefly detailed at the end of this section.

3.1 Definition of the Approximate Riemann Solver.

A Godunov-type finite volume approximation of SWExner system (1) is based on the computation of a piecewise constant approximation of the solution on a given partition of the domain by using the solution of a Riemann problem at each interface of the mesh [7, 31]. An ARS solver then replaces the solution of the exact Riemann problem - that can be very complex for systems - by an approximate description of the solution. In [3], we introduced a three wave ARS for the classical SW system. Its extension to the SWExner system can be described with obvious notation by,

$$
\begin{align*}
\lambda_L &\leq 0 \leq \lambda_R. \\
\lambda_L, \lambda_R &\text{ are the wave speeds,} \\
w_{\star, L, R}^*, b_{\star, L, R}^* &\text{ are the intermediate states,}
\end{align*}
$$

Figure 1 – Local Riemann problem.

The key point is now the definition of

— the intermediate states $w_{\star, L, R}^*$ and $b_{\star, L, R}^*$ where $w^* \in \mathbb{R}_+ \times \mathbb{R}$ stands for the fluid quantities $(h, hu)$ and $b^*$ for the solid sediment depth,

— the wave speeds $\lambda_L$ and $\lambda_R$ for which we impose (3.1). Unlike the classical SW system, it is not a restriction for the study of the SWExner system since it is proved in [13] that it is always satisfied for the solution of the exact Riemann problem.

Let first suppose the wave speeds $\lambda_L$ and $\lambda_R$ are known. The definition of the intermediate states denoted by $\star$ needs for the definition of six scalar values. Three of them are given by the so-called consistency relations that are needed to prove that the ARS is consistent in the integral
A ONE-STEP NUMERICAL SCHEME.

sense [20, 21, 27] with (1), namely,

\[
\begin{aligned}
\begin{cases}
\frac{h_R u_R - h_L u_L}{h_R^2 + \frac{gh_L^2}{2}} - \left(\frac{h_L u_L^2 + \frac{gh_L^2}{2}}{2}\right) + g\Delta x \{h\partial_x b\} \\
\quad = \lambda_L \left(h_L^* - h_L \right) + \lambda_R \left(h_R^* - h_R \right), \\
q_s(w_R) - q_s(w_L) = \lambda_L \left(b_L^* - b_L \right) + \lambda_R \left(b_R^* - b_R \right),
\end{cases}
\end{aligned}
\]

(3.2)

where \(\{h\partial_x b\}\) denotes a consistent approximation of the source term \((0, -gh \Delta b, 0)^T\). It remains to define three relations. Two of them were introduced in [3] to ensure the preservation of the lake at rest equilibrium (2.4),

\[
\begin{aligned}
\begin{cases}
h_L^* + b_L^* = h_R^* + b_R^*, \\
h_L^* u_L^* = h_R^* u_R^*.
\end{cases}
\end{aligned}
\]

(3.5)

(3.6)

Combined with the first two relations (3.2) and (3.3) they defined in [3] a complete ARS solver for the classical SW system. The last relation is based on a minimization problem on the energy of displacement of the sediment part under the consistency constraint (3.4),

\[
\min F(b_L^*, b_R^*) = \left(||b_L - b_L^*||^2 + ||b_R - b_R^*||^2\right)
\]

u.c. \(H(b_L^*, b_R^*) = \lambda_L \left(b_L^* - b_L \right) + \lambda_R \left(b_R^* - b_R \right) - (q_s(w_R) - q_s(w_L)) = 0\).

(3.7)

Note that this energy argument was already introduced in [8] for the same problem, but in a different framework. Note also we can in addition introduce an energy of deformation in order to penalize the high slope of the interface between sediment and water.

Once the nonlinear system (3.2)-(3.7) is solved - see next subsection, the quantities are updated by taking the mean value of the solution of the ARS on each cell of the mesh. The stability of the whole solver is ensured under the classical CFL restriction on the time step which ensures that two Riemann problems do not interact,

\[
\Delta t < \frac{\Delta x}{2 \max(|\lambda_L|, \lambda_R)},
\]

where the function \(\max\) is taken over the set of all considered Riemann problems set at each interface \(x_i + 1/2\).

3.2 Expression of the intermediate states.

The solution to the minimization problem (3.7) can be computed independently. It leads to the following expressions of the intermediate states \(b^*\),

\[
\begin{aligned}
b_L^* &= b_L + \frac{\lambda_L}{\lambda_L^2 + \lambda_R^2} \Delta q_s, \\
b_R^* &= b_R - \frac{\lambda_R}{\lambda_L^2 + \lambda_R^2} \Delta q_s.
\end{aligned}
\]

(3.8)

(3.9)

Then easy calculations [3] lead to the explicit formulae for the water heights,

\[
\begin{aligned}
h_L^* &= h_{HLL} + \frac{\lambda_R}{\lambda_R - \lambda_L} \Delta b^*, \\
h_R^* &= h_{HLL} + \frac{\lambda_L}{\lambda_R - \lambda_L} \Delta b^*.
\end{aligned}
\]

(3.10)

(3.11)
where \( h_{HLL} \) is the intermediate water height of the well-known HLL Riemann solver [27],

\[
h_{HLL} = \frac{\lambda_R h_R - \lambda_L h_L}{\lambda_R - \lambda_L} - \frac{1}{\lambda_R - \lambda_L} (h_R u_R - h_L u_L),
\]

(3.12)

and for the value of the discharge,

\[
q^* := h_R^* u_L^* = h_R^* u_R^*,
\]

(3.13)

\[
q^* = q_{HLL} - \frac{g}{\lambda_R - \lambda_L} \Delta x \{ h \partial_x b \},
\]

where again, \( q_{HLL} \) corresponds to the intermediate discharge of the HLL Riemann solver [27], namely,

\[
q_{HLL} = \frac{\lambda_R h_R u_R - \lambda_L h_L u_L}{\lambda_R - \lambda_L} - \frac{\left(h_R u_R^2 + \frac{g h_R^2}{2}\right) - \left(h_L u_L^2 + \frac{g h_L^2}{2}\right)}{\lambda_R - \lambda_L}.
\]

(3.14)

Updating the solution is then just performed by a simple integration on each cell,

\[
v_i^{n+1} = \left( \frac{1}{2} - (\lambda_R)^{i-1/2} \right) (v_i^n)^{i-1/2} + \left( \lambda_R \right)^{i+1/2} \Delta t^n \Delta x \left\{ \frac{1}{2} + (\lambda_R)^{i+1/2} \Delta t^n \right\} (v_i^n)^{i+1/2},
\]

(3.15)

for \( v = (h, hu, b) \) and with notation,

\[
(w_i^n)^{i-1/2} = w_\alpha (h_{i-1}, u_{i-1}, b_{i-1}, h_i^n, u_i^n, b_i^n).
\]

### 3.3 Approximation of the wave velocities – \( \lambda_L \) and \( \lambda_R \)

It now remains to define the values of the wave velocities \( \lambda_L \) and \( \lambda_R \). Let us recall that for well-known stability reasons [7, 31], \( \lambda_L \) and \( \lambda_R \) must be upper bounds of the eigenvalues of the Jacobian matrix \( A \) of the flux function of system (1). Easy calculations give

\[
A = \begin{bmatrix} 0 & 1 & 0 \\ -u^2 & 2u & gh \\ \hat{\alpha} & \hat{\beta} & 0 \end{bmatrix}, \quad \hat{\alpha} = \frac{\partial q_s}{\partial h}, \quad \hat{\beta} = \frac{\partial q_s}{\partial q}.
\]

(3.16)

The exact values of the characteristic speeds are given by the roots of the characteristic polynomial of \( A \), namely,

\[
\rho_A(\lambda) = \lambda^3 - 2u\lambda^2 - (gh(1 + \hat{\beta}) - u^2)\lambda - gh\hat{\alpha} = 0.
\]

These roots can be computed analytically, at least for simple enough sediment flux formulae, by using Cardan’s formulae [6]. But recall that we are only interested in upper bounds of these exact characteristic speeds, i.e., of the solutions of (3.16). Several strategies to estimate these upper bounds have been proposed in the literature but most of them are valid under strong assumptions on the polynomial coefficients. Upper bounds proposed by Nickalls [38] turn out to be accurate and can be applied to any polynomial with real roots. It consists in differentiating the polynomial until we obtain a quadratic polynomial, here,

\[
3\lambda^2 - 4u\lambda - \left(gh(1 + \hat{\beta}) - u^2\right) = 0.
\]

(3.17)

The solutions \( \lambda_\pm \) of the corresponding equation can be then divided into two parts \( x_0 \) and \( \Omega \),

\[
\lambda_\pm = x_0 \pm \Omega, \quad x_0 = \frac{2u}{3}, \quad \Omega = \frac{1}{3} \sqrt{u^2 + 3gh(1 + \hat{\beta})}.
\]

(3.18)

In this form, we can exhibit the abscissa of the inflexion point which is equal to \( x_0 \), and \( \Omega \) can be interpreted as the distance in the horizontal direction between the two local extrema of the polynomial.
of (3.16) and the inflexion point. The Nickalls’ theorem states that all the roots of (3.16) lie in the range bounded by $x_0 \pm 2\Omega$. That is why, we define the wave velocities by,

$$
\lambda_L = x_0 - 2\Omega \leq 0, \quad (3.19)
$$

$$
\lambda_R = x_0 + 2\Omega \geq 0, \quad (3.20)
$$

where the inequalities are a direct consequence of the fact that the product of the eigenvalues of matrix $A$ is negative, see [13]. Note that when sediment transport vanishes, i.e. when considering the classical SW model, the proposed characteristic speeds reduce to,

$$
\lambda_L = \frac{2}{3} \left( u - \sqrt{u^2 + 3gh} \right), \quad \lambda_R = \frac{2}{3} \left( u + \sqrt{u^2 + 3gh} \right). \quad (3.21)
$$

Recalling the exact characteristic speeds for the classical SW system with topography source term are,

$$
\lambda_{\pm} = u \pm \sqrt{gh}, \quad \lambda_0 = 0,
$$

we conclude the Nickalls’ approximation is rather accurate in this case since,

$$
\max(|\lambda_L|, |\lambda_R|) \leq \frac{2}{3} |u| + \sqrt{\frac{2}{3} |u|^2 + 3gh} \in \left[1, \frac{4}{3}\right],
$$

where the minimum value is reached when the flow is transcritic, i.e. when

$$
Fr = \frac{|u|}{\sqrt{gh}} = 1.
$$

In the numerical tests, we always use definitions (3.19)-(3.20) instead of the exact roots [6]. Note that the effective computation of Nickalls’ approximations only depends on the derivative of the sediment flux as a function of the discharge. We retrieve a behavior that was exhibited in [2] in the study of the stability of a relaxation solver.

### 3.4 Discretization of the friction term.

It remains to define the numerical way to handle the friction term. This has been discussed in details in [40, 14]. Here we choose to consider an implicit splitting method that is proposed in these works. Let us denote $\tilde{q}_i^{n+1}$ the solution of the proposed ARS at time $t^{n+1}$. Then, the solution of (1) $\tilde{q}_i^{n+1}$ at time $t^{n+1}$ is obtained by solving the equation,

$$
\tilde{q}_i^{n+1} = q_i^{n+1} - g \Delta t \frac{|q_i^{n+1}| \tilde{q}_i^{n+1}}{K^2 h_i^{n+1} (R_{h,i}^{n+1})^{4/3}}. \quad (3.22)
$$

By imposing in addition that $\tilde{q}_i^{n+1}$ and $q_i^{n+1}$ have the same sign, we obtain,

$$
\tilde{q}_i^{n+1} = \begin{cases} 
-1 + \sqrt{1 + 4a q_i^{n+1}} \frac{2a}{2a}, & \text{if } q_i^{n+1} > 0 \\
1 - \sqrt{1 - 4a q_i^{n+1}} \frac{2a}{2a}, & \text{if } q_i^{n+1} \leq 0
\end{cases}, \quad a = \frac{g \Delta t}{K^2 h_i^{n+1} (R_{h,i}^{n+1})^{4/3}}. \quad (3.23)
$$

Note that a semi-implicit treatment of the source term is usually prescribed [14]. Our choice is motivated by the preservation of the constant slope equilibrium (2.5) since the semi-implicit treatment is possible at the price of a loss of the well-balanced property, see next section. Moreover the computation of the solution of relation (3.22) is explicit and therefore not costly. Note that an explicit treatment of the source term is also possible but is proved to be less stable, especially on wet-dry interfaces [14].
3.5 Properties of the ARS

In this subsection, we study two important properties of the numerical scheme,
— the positivity of the water depth,
— the well-balanced property for the lake at rest (2.4) and constant slope (2.5) equilibria.

Let us begin with the positivity of the water depth. In the context of ARS, this property reduces to the positivity of the intermediate water depths \( h^* \). As far as (3.10) and (3.11) are considered, this property is not satisfied. We thus propose a similar treatment to the one used in the case of the classical SW system [3] and we define the new intermediate states \( \tilde{h}^* \) with,

1. if \( \Delta b^* \geq 0 \),
   \[
   \lambda_R \tilde{h}^*_R = \lambda_R \max(h^*_R, 0), \quad (3.24)
   \]
   \[
   \lambda_L \tilde{h}^*_L = \lambda_L h^*_L - \lambda_R \left( h^*_R - \tilde{h}^*_R \right), \quad (3.25)
   \]

2. if \( \Delta b^* < 0 \),
   \[
   \lambda_L \tilde{h}^*_L = \lambda_L \max(h^*_L, 0), \quad (3.26)
   \]
   \[
   \lambda_R \tilde{h}^*_R = \lambda_R h^*_R - \lambda_L \left( h^*_L - \tilde{h}^*_L \right), \quad (3.27)
   \]

We can easily check that these modifications preserve the positivity of the water heights. Indeed, for the first case, it is clear that \( \tilde{h}^*_R \) is positive. The value of \( \tilde{h}^*_R \) could be \( h^*_R \) or \( 0 \). In the first situation, \( \tilde{h}^*_L = h^*_L \) which is positive, and in the second one,

\[
\lambda_L \tilde{h}^*_L = \lambda_L h^*_L - \lambda_R \tilde{h}^*_R \iff h^*_R = h^*_L - \frac{\lambda_R}{\lambda_L} \tilde{h}^*_R > 0.
\]

We apply the same calculations to prove the positivity of the water height in the case \( \Delta b^* < 0 \).

Let us now turn to the well-balanced property for the lake at rest equilibrium (2.4). Recall that we still have to define the discrete approximation of the source term \( \{h \partial_x b\} \) in relation (3.3). As in [3] we propose the following definition,

\[
\{h \partial_x b\} = \begin{cases} 
  h_L + \frac{h_R}{2\Delta x} \min(h_L, \Delta b), & \text{if } \Delta b \geq 0, \\
  \frac{h_L + h_R}{2\Delta x} \max(-h_R, \Delta b), & \text{if } \Delta b < 0.
\end{cases} \tag{3.28a}
\]

Combined with relations (3.5)-(3.6), this definition obviously preserves the lake at rest steady state (2.4).

We finally consider the constant slope equilibrium (2.5). Starting from constant water depth and velocity, the discrete water depth remains obviously constant - the intermediate states \( h^* \) are perturbed, but in a symmetric way. Second, it is easy to check that under the hypothesis of the constant slope equilibrium (2.5), the solution of the second degree equation (3.22) that satisfies \( q_{n+1}^i q_n^i \geq 0 \) is \( q_{n+1}^i = q_n^i \). Note the fact that a splitting strategy is able to preserve a steady state is not so usual. It is due to the fact that when considering the constant slope equilibrium (2.5) hypothesis, the treatment of the source term can be written as a one step method since the water depth is constant in time. It is not the case for a semi-implicit treatment of the source term that hence is not able to preserve the steady state.

We conclude this subsection by noting that the solver obviously reduces to the classical ARS for the SW system introduced in [3] when the sediment flux \( q_s \) vanishes, with the definition (3.21) for the wave velocities.
4 Numerical results.

In order to validate the proposed ARS scheme, called SimSol (for “Simple Solver”) in the Figures, we perform a series of classical test cases from the literature and we extend them to cover additional flow regimes. Thus we study the simulation of dune evolution in fluvial [29, 28, 15, 11, 5, 4], transcritical [13] and torrential [4] flow regimes, and the dam break problem over a moveable bed [36, 2] with or without dry state. Up to our knowledge, we propose the first complete study of these cases namely the flow over a bump and the dam break. For all test cases, we compare our results with those obtained for a scheme based on the computation of an approximate Jacobian matrix and so called Intermediate Field Capturing Riemann solver [41, 17] and another one based on a relaxation approach [2]. They are respectively referred as to IFCP and Relaxation thereafter. To complete the study, we determine the error curves by considering a reference solution computed with the IFCP scheme in a mesh with 4000 cells. For all test cases we consider the Grass formula (2.2) since it is widely used in the literature. In addition, and in order to compare with the results presented in the literature, we do not consider the friction term, except for the last test case, namely the dam break over dry bed.

4.1 Dune evolution in a fluvial flow.

This classical test case is a sediment transport problem which considers a bump under a fluvial flow. It is well known that the usual splitting strategy works well for this test case [13]. The length of the channel is $L = 1000 \, m$ and the initial data are parametrized by,

\[
\begin{align*}
    b(0, x) &= \begin{cases} 
    0.1 + \sin^2 \left( \frac{(x - 300) \pi}{200} \right), & \text{if } 300 \leq x \leq 500 \, m, \\
    0.1, & \text{elsewhere}, 
    \end{cases} \\
    h(0, x) &= 10 - b(0, x), \\
    u(0, x) &= \frac{q_0}{h(0, x)},
\end{align*}
\]

with $q(t, 0) = q_0 = 10 \, m^2/s$ the inflow discharge. Fig. 2 shows the topography at time $T = 700 \, s$ with a mesh of 2000 elements. It clearly appears that the relaxation method introduces a very high diffusive effect. The other two methods give very similar results in agreement with those in the literature. On fig. 3, it appears that the proposed ARS is first order accurate even if a sharp front appears at the front of the bump.

![Dune evolution in a fluvial flow](image)

Figure 2 – Fluvial flow: Comparison of dune evolution for different numerical schemes.
4.2 Dune (anti-dune) evolution in a torrential flow.

This test case is a modified version of the one presented in [4]. A torrential flow over a moveable bed with an initial bump permits to deal with the anti-dune phenomenon. The channel is $L = 24$ m long and the initial bottom topography is,

$$b(0, x) = \begin{cases} 
0.2 - 0.05 (x - 10)^2, & \text{if } 8 \leq x \leq 12 \text{ m}, \\
0, & \text{elsewhere}.
\end{cases}$$

We impose a uniform discharge $q(0, x) = q_0 = 2 m^2/s$ and evaluate the corresponding water height in the stationary state for the SW equations thanks to the Bernoulli’s law,

$$\begin{cases} 
q(t, x) = q_0, \\
\frac{q_0^2}{2gh^2} + h + b = H_0 = \frac{q_0^2}{2gh_0^2} + h_0 + b(0, 0),
\end{cases}$$

with $h(t, 0) = h_0 = 0.5 m$. The Grass formula (2.2) defines the solid flux with parameters $A_g = 0.001$ and $m = 3$. We run the test case with a 2400-element mesh and consider the solution at time $T = \{6s, 10s, 15s, 30s, 50s\}$. In this particular test case, the erosion operates after the top of the bump; at this point the velocity is greater than before the top of the dune causing the upstream migration of the anti-dune. The deposition of sediments occurs at the upstream of the bump. Here also the relaxation solver is very diffusive. On the contrary, both ARS and IFCP schemes compute well the shock formation at the front of the anti-dune, see fig. 4. In this test case, the schemes are not first order accurate, see fig. 5. This is due to the presence of the shock front before the anti-dune.

4.3 Dune evolution in a transcritical flow without shock.

This test case describes a transcritical flow without shock over a bump [13]. The length of the channel is $L = 10$ m and the initial data are defined by,

$$\begin{cases} 
b(0, x) = 0.1 + 0.1 e^{-(x-5)^2}, \\
h(0, x) = 0.4 - b(0, x), \\
q(0, x) = 0.6.
\end{cases}$$
In fact, we begin by solving the shallow water system by imposing $A_g = 0$ in order to obtain a steady state solution; in our case, we have imposed an intermediate time equal to 20 s. Starting from this last solution, we solve the SWExner equations by defining the sediment flux $q_s$ using the Grass formula.
4.3 Dune evolution in a transcritical flow without shock.

with $A_g = 0.0005$ and $m = 3$. With a 1000-element mesh, the numerical solutions at time $T = 15$ are reported on fig. 6. It has been shown in [13] that a usual splitting strategy based on an upwind discretization of the Exner equation introduces instabilities in the numerical solution for this test case. These spurious oscillations result from the fact that the flow partly reaches a torrential regime. A possible explanation results from the fact that using the (both positive !) eigenvalues associated with the SW system implies a lost of information related to the negative wave velocity. Here, we do not observe instabilities and we observe an erosion of the dune which mainly operates at the downstream of its top; the lost materials are evacuated at the downstream of the flow. As for the other test cases, one notes that the relaxation model returns a quite diffusive solution compared to the ones obtained with the ARS and the IFCP schemes which both return very similar solutions. The fig. 7 shows that both ARS and IFCP schemes are first order accurate for this test case.
Figure 7 – Trancritical flow without shock: Relative $L^2$-error.

4.4 Dam break over a wet bottom topography.

For this test case, we consider a dam break over a flat wet bottom. We define the Exner law with the Grass formula with parameters $A_g = 0.005$ and $m = 3$. The channel is 10 m long and we impose the following initial conditions,

$$
\begin{align*}
  h(0, x) &= \begin{cases} 
    2 \text{ m}, & \text{if } x \leq 5 \text{ m}, \\
    0.125 \text{ m}, & \text{if } x > 5 \text{ m},
  \end{cases} \\
  u(0, x) &= 0 \text{ m/s}, \\
  b(0, x) &= 0 \text{ m}.
\end{align*}
$$

The results on fig. 8 are obtained with a 1000-element mesh at time $T = 1$ s. This test case has been presented in [2]. As for the previous test case, a classical splitting strategy fails to reproduce the phenomenon since numerical instabilities grow with time. Here also, the use of one step solvers cure this problem. For this test case, the results are quite similar for the three schemes. The error curves presented on fig. 9 show that the IFCP scheme is the most accurate in this case and the first order accuracy is not achieved due to the presence of the shock wave in the solution.

4.5 Dam break over a dry bottom topography.

The test case is the same as the previous one excepted that the initial water height exhibits dry zone,

$$
\begin{align*}
  h(0, x) &= \begin{cases} 
    2 \text{ m}, & \text{if } x \leq 5 \text{ m}, \\
    0 \text{ m}, & \text{if } x > 5 \text{ m}.
  \end{cases}
\end{align*}
$$

For this test case, we include the friction term in the model (1). Note that the relaxation solver and the IFCP one are not adapted to handle vacuum, at least in the way we computed them. Then these schemes are run with a thin layer of water on the right part of the domain $h = 10^{-3} \text{ m}$. The results in fig. 10 are obtained with a 1000-element mesh at time $T = 1$ s. The three solutions are free of oscillations and exhibit similar features even if there are noticeable differences in the eroded region, i.e. at the location of the initial dam break, see fig. 10. It is worth underlying that if we start from vacuum on the right, one needs to take a low bound for the time step (here, we have set a CFL condition of 0.1) to ensure the whole stability of the solver. Considering a small layer of water on
the right part of the dam, as it is done for the two other schemes, allows to recover classical CFL condition of order 1. Due to the reasons previously mentioned in the case of a wet bottom, the error curves in fig. 11 do not show a first order accuracy and here again the IFCP scheme is the most accurate.

5 Stabilization of splitting strategies

In the first part of this work, we introduced a new one step solver for the SWExner system (1). Its main interest is to propose a very simple implementation and important stability (water depth positivity) and accuracy (preservation of equilibria) properties. In this section, we propose to investigate the other way to design numerical solver for the SWExner system by considering the splitting approach. Indeed, we begin by exhibiting that our ARS scheme can be understood as a stable splitting scheme, and then we extend this result to generic solvers, as the ones that are implemented in the industrial softwares. We illustrate our purpose by several numerical results.

As mentioned in the introduction the splitting strategy has been proved to be unstable in many recent works [10, 29, 28, 13, 2] that have motivated the introduction of one-step methods. But all these studies consider the same kind of splitting method where fluid and solid softwares only share data as input for the initialization of the next time step. We will show in this section that if, in addition, one accepts to modify a single parameter from the fluid solver - namely the wave speed for ARS type solvers - by a value that is computed from the solid solver, it is enough to stabilize the whole method. The proposed technic is different from the one introduced in [43, 45, 30] and referred to as the \textit{weak coupling} approach since the authors propose to modify the numerical discretization in the solid solver. Up to our knowledge, the method we propose in this paper is the first one for which one can prove stability properties. This is mainly related to the link that can be made with one step solvers.

Le us now come back to the ARS introduced in Section 3 as a one-step solver and show that it can also be interpreted as a splitting strategy. Indeed, starting from the vectors \((h^n, q^n, b^n)\) that are shared by the two solvers, it can be divided in five steps,

- \textbf{Computation of the wave velocities} by using formula (3.19)-(3.20). This step is performed
STABILIZATION OF SPLITTING STRATEGIES

Figure 9 – Dam break over a wet bottom: Relative $L^2$-error.

Figure 10 – Dam break over a dry bottom: Free surfaces (left) and bottom topographies (right) for different schemes.

by the solid solver since it depends on the sediment flux formula $q_s(h, u, b)$.

— **Update of the bottom topography** by computing intermediate values with formula (3.8)-(3.9) and value of the new bottom topography $b^{n+1}$ with formula (3.14). This step is also performed by the solid solver since it also depends on the sediment flux formula $q_s(h, q, b)$.

— **Transmission of wave velocities and new bottom topography** to the fluid solver.

— **Update of the fluid quantities** by using ARS described in Section 3 that is nothing but ARS introduced in [3] with bottom topography and wave velocities given by the solid solver. Here also the computation of the new values $h^{n+1}$ and $q^{n+1}$ uses (3.14). The computation of the new discharge taking into account the friction term is included in this step.

— **Transmission of new fluid quantities** to the solid solver.

Since steps one and two on the first hand and step four on the other hand are now independent, it is possible to modify their numerical treatment separately. In the following, we compare three different numerical strategies,
— ARS presented in Section 3.
— Step two is replaced by a simple centered finite difference discretization for the Exner equation, i.e. what is classically done in industrial software for the solid part.
— Step two is replaced by a simple centered finite difference discretization for the Exner equation AND Step four is performed by using wave velocities with $q_s = 0$, i.e. wave velocities of the classical shallow water equations, see Subsection 3.3. This numerical strategy is the one that is implemented in most of the industrial softwares.

We consider the same test cases as before. We exhibit in fig. 12–16 that the modification on Step two has no consequence on the stability of the method whereas the modification on Step four leads to numerical unstabilities in all configurations, except for the dune transport in a fluvial flow. Moreover, results obtained with the two first strategies are very similar.

Figure 11 – Dam break over a dry bottom: Relative $L^2$-error.

Figure 12 – Fluvial flow: Comparison of dune evolution for different numerical schemes.
Figure 13 – Torrential flow: Comparison of dune evolution for different splitting strategies.
Figure 14 – Transcritical flow without shock: Comparison of dune evolution for different splitting strategies.

Figure 15 – Dam break over a wet bottom: Free surfaces (left) and bottom topographies (right) for different splitting strategies.

Figure 16 – Dam break over a dry bottom: Free surfaces (left) and bottom topographies (right) for different splitting strategies.
6 Conclusion.

We have introduced a Godunov-type method based on a new Approximate Riemann Solver for the SWExner system (1). The scheme avoids using an approximate Jacobian matrix of the system, has been proved to be positive and well-balanced for various physically relevant equilibria and has been successfully tested on two families of discriminant numerical test cases.

Moreover this ARS scheme can be interpreted as a stable splitting strategy for solving the SWExner system. Thus it helps to understand the requirements to stabilize the splitting approach that is used in the industrial softwares. In particular we exhibit that a slight modification of the splitting approach, that only consists in modifying the wave velocities in the fluid solver, leads to stable simulations for all the test cases we performed; hence, it constitutes the first splitting approach with demonstrated stability properties.
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