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Extension of the single-matrix formulation of the vocal tract: consideration of bilateral channels and connection of self-oscillating models of the vocal folds with a glottal chink
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Abstract

The paper presents extensions of the single-matrix formulation (Mokhtari et al., 2008, Speech Comm. 50(3) 179 – 190) that enable self-oscillation models of vocal folds, including glottal chink, to be connected to the vocal tract. They also integrate the case of a local division of the main air path into two lateral channels, as it may occur during the production of lateral consonants. Provided extensions are detailed by a reformulation of the acoustic conditions at the glottis, and at the upstream and downstream connections of bilateral channels. The simulation framework is validated through numerical simulations. The introduction of an antiresonance in the transfer function due to the presence of asymmetric bilateral channels is confirmed by the simulations. The frequency of the antiresonance agrees with the theoretical predictions. Simulations of static vowels reveal that the behavior of the vocal folds is qualitatively similar whether they are connected to the
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single-matrix formulation or to the classic reflection-type line analog model. Finally, the acoustic effect of the glottal chink on the production of vowels is highlighted by the simulations: the shortening of the vibrating part of the vocal folds lowers the amplitude of the glottal flow, and therefore lowers the global acoustic level radiated at the lips. It also introduces an offset in the glottal flow waveform.
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1. **Introduction**

Time-domain continuous speech synthesizers are commonly based on simplified physical models to compute the acoustic propagation along the vocal tract [1–5] and/or the self-sustaining oscillations of the vocal folds [6–9]. In comparison with finite-element-based methods [10], which require a huge amount of time, their low computation time makes them interesting for continuous speech synthesis.

Simplified acoustic models use the plane wave assumption to compute the acoustic propagation along a set of acoustic tubes. The dimensions of the elementary tubes (or *tublets*) approximate the geometry of the vocal tract. In regards to the typical dimensions of the human vocal tract, these models are valid up to frequencies around 5 kHz [11].

Articulatory synthesis bridges the gap between the articulatory and acoustic domains of speech. This is thus an invaluable tool to apprehend the acoustic impact of the speech articulator’s gestures and their temporal coordination, that of the anatomic characteristics of the human vocal tract, and of the interactions between the vocal folds and the vocal tract. In
order to enable speech production to be studied via articulatory synthesis, several aspects should be covered by the numerical simulations of the speech aerodynamic/acoustic phenomena. First, the complexity of the vocal tract should be accurately modeled so that the various cavities (nasal tract, paranasal sinuses, sublingual cavities, etc) can be taken into account during the simulation. Then, the simulation framework should be able to deal with time-varying geometries of the vocal tract in order to simulate word-level or phrase-level utterances. This constrains the time trajectory of each articulator to be accurately modeled. Finally, the acoustic coupling between the glottal source, i.e. the vocal folds, and the vocal tract needs to be realistically modeled.

So far, there is no known time-domain continuous speech synthesizer that can deal with all these constraints. The scientific literature about speech synthesis based on simplified physical models identifies two main techniques: the reflection-type line analog method [1], which is called RTLA in this paper, and the transmission line circuit analog [2] method, called TLCA.

The reader may find a detailed review of existing techniques for speech synthesis in [12]. Basically, RTLA has the advantage of accurately accounting for the frequency dependence of acoustic losses, but suffers from the constraints on the tubelet dimensions in regards to the chosen simulation frequency. As a consequence, the total length of the vocal tract cannot be modified during the simulation. This is an important issue for continuous speech synthesis since the length of the vocal tract varies during natural speech production. Its use is usually limited to studies about the self-sustained motion of the vocal folds [13–15] coupled with simplified acoustic resonators. Using
RTLA to simulate running speech constrains the vocal tract to unrealistic simplified geometries [4]. On the other hand, many continuous speech synthesizers use TLCA [2, 6, 16, 17]. It is based on the electric-acoustic analogy: the vocal tract acoustics is seen as a lumped electric circuit. The main advantage of TLCA is its flexibility of use with time-varying geometries of the vocal tract, including length variation and uneven spatial sampling of the vocal tract. However, this analogy does not allow the frequency dependence of the acoustic losses and the acoustic radiation to be accurately taken into account. Recently, the Single-Matrix Formulation (SMF) [3] has been a major contribution to TLCA models: it is now possible to compute the acoustic propagation along a vocal tract modeled as a waveguide network, where each waveguide represents a side cavity. Consequently, using SMF is a useful tool to study the acoustic effects of the numerous side cavities in the context of continuous speech synthesis.

Another important challenge to tackle when dealing with articulatory synthesis is the glottal source model. Indeed, in order to thoroughly study the phonatory mechanisms, one should include a glottis model that is able to realistically account for the coupling between the vocal folds and the vocal tract. Many efforts to simulate the production of the glottal source have been made, and self-oscillating models of vocal folds, based on lumped mass-spring systems, have been of particular interest. The reader may find detailed reviews of these models in [18, 19]. Curiously, most of these studies have neglected the possibility of including a posterior glottal opening to simulate air leakage. This glottal opening, also called glottal chink, allows a DC component to appear in the glottal flow waveform, as commonly observed in
A partial closure of the glottis during the oscillating cycle of the vocal folds may be useful to simulate voiced fricatives [21] and breathiness, which is an important acoustic cue, especially for gender identification [20].

First attempts at modeling a glottal chink have used parametric models [22, 23]. In these papers, two models of glottal leakage are proposed: firstly, the glottal chink is caused by a partial abduction of the vocal folds, i.e. only a portion of the vocal folds vibrates, the other part is abducted and forms a triangular glottal chink, and secondly, the glottal chink is formed in the inter-arytenoid portion of the glottis. In the second case, the vocal folds vibrate along their whole length. Later on, Wilhelms-Tricarico [24] proposed a modification of the classic two-mass model by Ishizaka and Flanagan [6] to include the glottal chink by connecting an electric branch in parallel to the vocal fold model. The glottal system is then connected to the first resonance of the vocal tract. Recently, Zañartu et al. [25] have studied the effect of the glottal chink on self-oscillating movements of the vocal folds. Although this study is a significant advance in glottis modeling, its connection with RTLA models of acoustic propagation does not make it suitable for continuous speech synthesis with realistic time-varying geometries of the vocal tract.

Starting from the single-matrix formulation presented in [3], this paper details the theory and the methodology for extending it by overcoming its limitations. The limitations of SMF are the following: it does not offer the possibility to connect a self-oscillating model of the vocal folds, and the configuration of anastomozing waveguides, i.e. the local division of the main oral tract into two lateral channels, as it may occur during the production
of lateral consonants, is not discussed. The aim is then to propose a complete simulation framework for speech synthesis that can account for the complexity of the vocal tract geometry and its numerous cavities taken simultaneously, that can deal with a time-varying realistic model of the vocal tract, including length variation, and that realistically models the acoustic coupling between the glottal source and the vocal tract, including a glottal leakage.

The paper is organized as follows. The transmission line circuit analog and the original single matrix formulation are detailed in Sec. 2. It also includes the required acoustic conditions at the glottis for integrating self-oscillating models of the vocal folds. The main aspects of the simulation framework, called Extended Single-Matrix Formulation (ESMF), are detailed in Sec. 3. They consist in the mathematical formulations for introducing the case of anastomozing waveguides into the single-matrix formulation, as well as the mathematical formulations to connect self-oscillating models of the vocal folds and a glottal chink to the single-matrix formulation. Finally, Sec. 4 presents numerical simulations that illustrate the accuracy of the extended single-matrix formulation to deal with the new features.

2. Theoretical background

This section summarizes the single-matrix formulation of the vocal tract by Mokhtari [3], which is itself derived from the transmission line circuit analog model by Maeda [2]. The present paper provides modifications in the formulation, taking into account the internal resistance of a noise source pressure to simulate frication noise. This reformulation is motivated by the
fact that many quantities introduced in this section are used to demonstrate the contributions detailed in the next section. Yet, for the sake of brevity, not all computation details have been provided, and one may refer to the original papers [2, 3] for more details.

2.1. Transmission line circuit analog model

The vocal tract is modeled as a concatenation of cylindrical tubes (or tubelets) along which plane waves propagate. The length and the cross-sectional areas of the tubelets are such that they approximate the vocal tract geometry. TLCA represents each tubelet as lumped circuit elements. Fig. 1 shows the lumped circuit elements of a single tube section and Tab. 1 details the acoustic-electric analogy.

Figure 1: Lumped circuit elements of an acoustic tube. The acoustic-electric analogy is detailed in Tab. 1.

The terms $W_R$, $W_C$, and $W_L$ are constant terms denoting respectively the resistance, the stiffness, and the mass of the vocal tract walls per area unit. Chosen values for this study are those provided in [16], namely $W_R = 8000$ kg.m$^{-2}$.s$^{-1}$, $W_C = 8.45 \times 10^6$ kg.m$^{-2}$.s$^{-2}$, and $W_L = 21$ kg.m$^{-2}$. By convention,
Table 1: Acoustic-electric analogy

<table>
<thead>
<tr>
<th>Electric</th>
<th>Acoustic</th>
</tr>
</thead>
<tbody>
<tr>
<td>Current</td>
<td>Volume velocity $u$</td>
</tr>
<tr>
<td>Voltage</td>
<td>Acoustic pressure $p$</td>
</tr>
<tr>
<td>$R_i$</td>
<td>Energy loss ($R_i = \frac{4\pi \mu l_i}{a_i}$)</td>
</tr>
<tr>
<td>$C_i$</td>
<td>Air compliance ($C_i = \frac{a_i l_i}{(\rho c_s)^2}$)</td>
</tr>
<tr>
<td>$L_i$</td>
<td>Air inerance ($L_i = \frac{\rho l_i}{2 a_i}$)</td>
</tr>
<tr>
<td>$R_{wi}$</td>
<td>Wall resistance ($R_{wi} = \frac{W C}{2 l_i \sqrt{\pi a_i}}$)</td>
</tr>
<tr>
<td>$C_{wi}$</td>
<td>Wall compliance ($C_{wi} = \frac{2 l_i \sqrt{\pi a_i}}{W C}$)</td>
</tr>
<tr>
<td>$L_{wi}$</td>
<td>Wall inerance ($L_{wi} = \frac{W l_i}{2 l_i \sqrt{\pi a_i}}$)</td>
</tr>
<tr>
<td>$U_{di}$</td>
<td>Flow source ($-\frac{\partial}{\partial t} l_i a_i$)</td>
</tr>
<tr>
<td>$P_{ni}$</td>
<td>Frication noise source ($P_{ni} = \max{0, \xi w \frac{U_{ni}^2}{a_i^{-1}} (Re^2 - Re_c^2)}$)</td>
</tr>
<tr>
<td>$R_{ni}$</td>
<td>Internal resistance of noise source ($R_{ni} = \kappa \rho \frac{U_{ni}^2}{a_i^{-1}} + 8\pi \mu \frac{l_i}{a_i^{-1}}$)</td>
</tr>
</tbody>
</table>

indices follow the air flow direction. For instance, considering the vocal tract, index 1 denotes the glottis connection, and index $N$ denotes the lip termination.

Note that unlike in [2, 3], lumped circuit elements include a frication noise source. It is made up of a pressure source $P_{ni}$, with an internal resistance $R_{ni}$ [5, 26, 27], that becomes active when the air flow is considered as turbulent, namely when the Reynolds number $Re$ is above a certain threshold $Re_c$. Mathematical expressions for computing $P_{ni}$ and $R_{ni}$ are in Tab. 1, where $\xi$ is an arbitrarily adjustable real constant used to control the noise level, and $w$ is a Gaussian white noise to which first-order lowpass and third-
order highpass filters have been applied [26]. The chosen $Re_c$ threshold for the study is 2700, and $\xi = 10^{-6}$, as suggested by Sondhi and Schroeter [27]. The frication noise source is usually located at the next point downstream of the supraglottal constriction [5, 26, 27], hence the spatial lag $i - 1$. The term $\kappa$ denotes a scaling coefficient set to 1.42, as used in [6, 26], and $U_{DC}$ is the low-frequency component of the air flow [26]. Considering the lumped circuit elements displayed in Fig. 1, the continuous time equations relating the pressure and volume velocities inside all of the tubelets are

$$
P_{i-1} - P_i = \frac{\partial}{\partial t} \left[ (L_{i-1} + L_i) U_i \right] + \left( R_{i-1} + R_i + R_{n_{i-1}} \right) U_i + P_{n_{i-1}}$$

$$U_i - U_{i+1} = u_1 + u_2 + u_3, \quad (1)$$

The paper follows the discrete representation of Eq. (1) introduced by Maeda [2], which yields to the following set of linear equations at any simulation time step:

$$
\begin{align*}
F_1 &= Z_1 U_1 + b_1 U_2 \\
F_i &= b_{i-1} U_{i-1} + Z_i U_i + b_i U_{i+1} \quad \text{for } 2 \leq i \leq N \quad , \\
F_{N+1} &= b_N U_N + Z_{N+1} U_{N+1}
\end{align*}
$$

(2)

where $F_i$, $b_i$, and $Z_i$ are pressure forces, loss terms, and impedance terms, associated with tubelet $i$, and $N$ is the number of tubelets modeling the considered tract. One may refer to [2] for detailed steps leading to Eq. (2).

The acoustic propagation is computed by estimating the values of the volume velocity $U_i$ inside tubelets $i = 1, \ldots, N + 1$ at each simulation time step. The previous system of equations forms a well-determined system, the
\( N + 1 \) unknown volume velocities are governed by a set of \( N + 1 \) linear equations. It can be rewritten into the following matrix form

\[
f = Zu,
\]

where

\[
f \in \mathbb{R}^{(N+1)} = [F_1, \ldots, F_{N+1}]^T
\]

\[
u \in \mathbb{R}^{N+1} = [U_1, U_2, \ldots, U_{N+1}]^T
\]

\[
Z \in \mathbb{R}^{(N+1) \times (N+1)} = \begin{bmatrix}
Z_1 & b_1 & 0 \\
b_1 & Z_2 & b_2 & 0 \\
0 & \cdots & \cdots & \cdots \\
0 & b_N & Z_{N+1}
\end{bmatrix}
\]

2.2. Single-matrix formulation of the vocal tract

The SMF, as defined by Mokhtari et al. [3], is a reformulation of the TLCA model to be used with a vocal tract seen as a waveguide network. The equations driving the acoustic propagation along every waveguide are merged into a single matrix. Each waveguide of the network represents a side cavity, represented as a parallel side branch in the analog lumped circuit.

In the waveguide network, the oral subcavity, going from the glottis to the lips, is called the root node. Quantities derived from the root node are denoted by the symbol (1) as exponent. Each waveguide connected to the oral tract is one of its children, and children of the root nodes may also have children themselves. The whole vocal tract can then be seen as a tree structure, where the root node is the oral subcavity. According to Mokhtari et al. [3], the system of equations driving the acoustic propagation inside \( \mathcal{N} \) waveguides of the network is
\[
\begin{bmatrix}
    f^{(1)} \\
    f^{(2)} \\
    \vdots \\
    f^{(N)}
\end{bmatrix}
= 
\begin{bmatrix}
    Z^{(1)} & C_1^{(2)T} & \cdots & C_1^{(N)T} \\
    C_1^{(2)} & Z^{(2)} & \cdots & C_2^{(N)T} \\
    \vdots & \vdots & \ddots & \vdots \\
    C_1^{(N)} & C_2^{(N)} & \cdots & Z^{(N)}
\end{bmatrix}
\begin{bmatrix}
    u^{(1)} \\
    u^{(2)} \\
    \vdots \\
    u^{(N)}
\end{bmatrix},
\]

(4)

where \( f^{(m)} \), \( Z^{(m)} \), and \( u^{(m)} \) contain the elements of Eq. (3) driving the acoustic propagation along the waveguide \((m)\), independently of the rest of the network. Note that the number of waveguides \(N\) included in the network should not be confused with \(N\), which denotes the number of tubelets included in a single waveguide. The number \(N\) may differ according to the waveguide it is related to.

The single-matrix formulation is then a concatenation of the linear systems driving the acoustic propagation inside each individual network, where sparse coupling matrices \( C^{(n)}_m \) are added to account for the junction between two waveguides \((m)\) and \((n)\). In [3], the formulation provided by the authors distinguishes three cases: i) the waveguides are not directly connected, hence \( C^{(n)}_m = 0 \), ii) \((n)\) is a child of \((m)\), connected at the \(K^{th}\) tubelet of \((m)\). Then \( C^{(n)}_m \) is a sparse matrix whose non-zero elements are \( c_{1,K} = b^{(m)}_K \) and \( c_{1,K+1} = Z^{(m,n)}_C \), and iii) \((m)\) and \((n)\) are twins, both connected to the waveguide \((p)\). This is the case for the piriform fossae, for instance: they are usually both connected to the sampled oral tract at the same tubelet. Then \( C^{(n)}_m \) is a sparse matrix whose sole non-zero element is \( c_{1,1} = Z^{(p,n)}_C \).

Details of the mathematical expressions for computing \( C^{(n)}_m \) may be found in [3]. The term \( Z^{(m,n)}_C \) accounts for the coupling between the pair of waveg-
uides \{m,n\} at the junction \(K\) of the waveguide \((m)\), and

\[
Z_C^{(m,n)} = - \left[ v_K^{(m)} + R_K^{(m)} + R_{nK}^{(m)} + \frac{2}{T} \mu_K^{(m)} \right].
\]

2.3. Two-mass model and aeroacoustic considerations at the glottis

The method presented in this paper is intended to support any kind of self-oscillating model of the vocal folds. For the sake of brevity, only one will be used for the simulations as an example. We arbitrarily chose the \(2 \times 2\)-mass model with smooth contours \([7, 14]\), but other models could be considered, such as the one-mass model \([28]\), the three-mass model \([29]\), or even models dealing with more masses \([30]\). It is based on two spring-mass systems, representing the rear and front ends of the vocal folds. It stems from the basic two-mass model by Ishizaka and Flanagan \([6]\). The model presented in this section considers recent improvements: contours are smooth, allowing a mobile separation point \([7, 14]\), and it adds corrective terms to take into account the viscous losses and the unsteady flow effects \([15, 31]\). The geometry of the glottal constriction used in this paper is illustrated in Fig. 2.

The Bernoulli equation for unsteady flow, with an additive Poiseuille corrective term, gives the pressure \(P(x,t)\) along the glottal constriction:

\[
P(x,t) = \begin{cases} 
  P_{sub} + Be(x,t) + Po(x,t) + In(x,t) & x < x_s \\
  P_{sup} & x > x_s,
\end{cases}
\]

where \(x_s\) is the flow separation point, and \(Be(x,t)\), \(Po(x,t)\), and \(In(x,t)\) are respectively the steady term of the Bernoulli equation, the Poiseuille
Figure 2: Geometry of the glottal constriction, as introduced by Lous et al. [14]. Indices $u$ and $d$ stand for up and down respectively.

corrective term and the unsteady term of the Bernoulli equation. They are defined as:

$$Be(x, t) = -\frac{\rho U_g^2(t)}{2l_g^2} \left[ \frac{1}{h^2(x, t)} - \frac{1}{h^2(x_0, t)} \right],$$

$$Po(x, t) = -\frac{12\mu U_g(t)}{l_g} \int_{x_0}^{x} \frac{dx}{h^3(x, t)},$$

$$In(x, t) = -\frac{\rho}{l_g} \frac{\partial}{\partial t} \left[ U_g(t) \int_{x_0}^{x} \frac{dx}{h(x, t)} \right],$$

where $h(x)$ is the glottal opening along the $x$-coordinate, $l_g$ is the length of the vocal folds, $\rho$ and $\mu$ are respectively the mass density and the shear viscosity of the air. The position of the flow separation point $x_s$ varies according to the glottal constriction geometry: $x_s$ is such that $h_s = h(x_s) = 1.2h_1$ if $1.2h_1 < h_2$, and $x_s = x_2$ otherwise.

The value 1.2 is an ad-hoc criterion, as used in [7, 14]. At the flow
separation point \( x = x_s \), the pressure drop between the upstream and the downstream parts of the glottis is given by Eq. (7)

\[
P_{\text{sub}}(t) - P_{\text{sup}}(t) = R_b(t)U_g^2(t) + R_v(t)U_g(t) + \frac{\partial}{\partial t} [L_g(t)U_g(t)], \tag{7}
\]

where

\[
R_b(t) = \frac{\rho}{2l_g^2} \left[ \frac{1}{h^2(x_s, t)} - \frac{1}{h^2(x_0, t)} \right],
\]

\[
R_v(t) = \frac{12\mu}{l_g} \int_{x_0}^{x_s} \frac{dx}{h^3(x, t)},
\]

\[
L_g(t) = \frac{\rho}{l_g} \left[ \int_{x_0}^{x_s} \frac{dx}{h(x, t)} \right],
\]

From the determination of the glottal flow \( U_g \), Eq. (5) gives the pressure distribution \( P(x) \) along the glottal constriction. The pressure forces are then used to derive the mass positions at each simulation step following the classic system of differential equations

\[
M\ddot{y} + R\dot{y} + Ky = F, \tag{9}
\]

where \( M \in \mathbb{R}^{4 \times 4} = \text{diag} \,(m_{1u}, m_{2u}, m_{1d}, m_{2d}) \), \( R \in \mathbb{R}^{4 \times 4} = \text{diag} \,(r_{1u}, r_{2u}, r_{1d}, r_{2d}) \), and \( F \in \mathbb{R}^{4 \times 4} = \text{diag} \,(F_{1u}, F_{2u}, F_{1d}, F_{2d}) \) are diagonal matrices containing the values of respectively the mass, the damping and the pressure forces applied to each mass, \( y \in \mathbb{R}^4 = [y_{1u}, y_{2u}, y_{1d}, y_{2d}]^T \) is the vector containing the displacement of each mass from its rest position, and \( K \in \mathbb{R}^{4 \times 4} \) is a matrix containing stiffness coefficients. Due to the presence of a coupling spring \( k_c \),
$$K = \begin{bmatrix}
  k_{1u} + k_{cu} & -k_{cu} & 0 & 0 \\
  -k_{cu} & k_{2u} + k_{cu} & 0 & 0 \\
  0 & 0 & k_{1d} + k_{cd} & -k_{cd} \\
  0 & 0 & -k_{cd} & k_{2d} + k_{cd}
\end{bmatrix}$$

Pressure forces $F_{i,j}(t)$, with $j = \{u,d\}$, are derived from the pressure applied to the mass at instant $t$:

$$F_{1,j} = l_g \int_{x_0}^{x_1} \frac{x - x_0}{x_1 - x_0} P(x)dx + l_g \int_{x_1}^{x_2} \frac{x - x_2}{x_1 - x_2} P(x)dx$$

$$F_{2,j} = l_g \int_{x_1}^{x_2} \frac{x - x_1}{x_2 - x_1} P(x)dx + l_g \int_{x_2}^{x_3} \frac{x - x_3}{x_2 - x_3} P(x)dx$$

3. Extended Single-Matrix Formulation of the Vocal Tract

*General remark:*

In this paper, the subglottal pressure is imposed as an input parameter. Although its temporal evolution should be considered for time-domain continuous speech synthesis, especially in order to simulate natural prosody, it has not been taken into account in this paper since the compatibility with the single-matrix formulation has already been proven, even for complex geometries, by Ho et al. [32].

3.1. Anastomozing waveguides: bilateral consonants

In some cases, the air path inside the vocal tract may be locally divided into two lateral channels. For instance, this is observed in the case of lateral consonants [33–35]. The acoustic effect is not fully apprehended, mainly because of the lack of appropriate acoustic models, and also because of insufficient relevant articulatory data. Indeed, lateral consonants are usually
modeled by a single lateral channel, and additionally a supralingual cavity [36, 37]. Zhang et al. [34, 35] studied the effect of bilateralization with a frequency-based method to compute the transfer function of bilateral vocal tracts. However, to the best of our knowledge, there is still no existing model of bilateral vocal tracts to be used in the context of time-domain continuous speech synthesis. This section details the theoretical and mathematical developments for integrating this condition into the single-matrix formulation. The aim is then to define the mathematical expression of the coupling matrix $C_m^{(n)}$ of Eq. (4) when $(m)$ and $(n)$ are two parallel waveguides, connected to each other at two different points.

Fig. 3 shows the waveguide connections in the case of bilateralization. It includes a secondary waveguide that is connected to the oral branch at two points.

Following the medical and the hydrography terminology, this relation is called anastomosis in this paper. This relationship distinguishes a main anastomozing waveguide and a secondary one, called anabranch. For instance, the main anastomozing waveguide in Fig. 3 is waveguide (1), while $(n)$ is its anabranch.
It is clear that the conditions at the upstream connection are similar to a parent-child relationship, hence similar expressions in the coupling matrix $C_m^{(n)}$. In that case, three equations of the system, corresponding to the three tubelets around the junction, are modified:

$$
F_{K_u}^{(1)} = b_{K_u-1}^{(1)} U_{K_u-1}^{(1)} + Z_{K_u}^{(1)} U_{K_u}^{(1)} + b_{K_u}^{(1)} U_{K_u+1}^{(1)} + b_{K_u}^{(1)} U_1^{(n)} ,
$$

$$
F_{K_u+1}^{(1)} = b_{K_u}^{(1)} U_{K_u}^{(1)} + Z_{K_u+1}^{(1)} U_{K_u+1}^{(1)} + b_{K_u+1}^{(1)} U_{K_u+2}^{(1)} + Z_{C}^{(1,n)} U_{1}^{(n)} ,
$$

$$
F_1^{(n)} = Z_1^{(n)} U_1^{(n)} + b_1^{(n)} U_2^{(n)} + b_{K_u}^{(1)} U_{K_u}^{(1)} + Z_{C}^{(1,n)} U_{K_u+1}^{(n)} .
$$

Similarly, at the downstream connection $K_d$, the equations corresponding to the tubelets around the junction are modified:

$$
F_{K_d+1}^{(1)} = b_{K_d+1}^{(1)} U_{K_d+1}^{(1)} + Z_{K_d+1}^{(1)} U_{K_d+2}^{(1)} + b_{K_d+2}^{(1)} U_{K_d+3}^{(1)} + b_{K_d+1}^{(1)} U_{N+1}^{(n)} ,
$$

$$
F_{K_d+2}^{(1)} = b_{K_d+1}^{(1)} U_{K_d+1}^{(1)} + Z_{K_d+2}^{(1)} U_{K_d+2}^{(1)} + b_{K_d+2}^{(1)} U_{K_d+3}^{(1)} + b_{K_d+1}^{(1)} U_{N+1}^{(n)} ,
$$

$$
F_{N+1}^{(n)} = b_{N}^{(n)} U_{N}(n) + Z_{N+1}^{(n)} U_{N+1}^{(n)} + b_{K_d+1}^{(1)} U_{K_d+2}^{(1)} + Z_{C}^{(1,n)} U_{K_d+1}^{(n)} ,
$$

where

$$
Z_{C+1}^{(1,n)} = - \left[ b_{K_d+1}^{(1)} + R_{K_d+1}^{(1)} + \frac{2}{T} L_{K_d+1}^{(1)} \right] ,
$$

$$
Z_{N+1}^{(n)} = - b_{N}^{(n)} - b_{K_d+1}^{(1)} - \frac{2}{T} \left( L_{N}^{(n)} + L_{K_d+1}^{(1)} \right) - R_{N}^{(n)} - R_{K_d+1}^{(1)} - R_{n,N}^{(n)} .
$$

Note that in that case, the expression of $Z_{N+1}^{(n)}$ differs from other configurations because of different boundary conditions at the waveguide termination.

The matrix formulation is then

$$
\begin{bmatrix}
  f^{(1)} \\
  f^{(n)}
\end{bmatrix} =
\begin{bmatrix}
  Z^{(1)} & C_1^{(n)T} \\
  C_1^{(n)} & Z^{(n)}
\end{bmatrix}
\begin{bmatrix}
  u^{(1)} \\
  u^{(n)}
\end{bmatrix} ,
$$
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where \( C_1^{(n)} \) is the matrix accounting for the coupling between the anastomizing waveguides. It is a sparse matrix with 4 non-zero elements \( c_{1,K_u} = b_{K_u}^{(1)} \), 
\( c_{1,K_u+1} = Z_{C}^{(1,n)} \), 
\( c_{N+1,K_d+2} = b_{K_d+1}^{(1)} \), and 
\( c_{N+1,K_d+1} = Z_{C}^{(1,n)} \), where \( N \) is the generic number of tubelets that model the anabranch \((n)\), and \( K_u \) and \( K_d \) are the upstream and downstream locations on the main oral tract where \((n)\) is connected.

3.2. Integration of the self-oscillating model of vocal folds

In the original papers [2, 3], the glottal source is generated by an imposed oscillating glottal input area. This may be sufficient to simulate utterances with a good quality, but it cannot be used to study the acoustic coupling between the vocal folds and the vocal tract. In [32], the authors connect the original two-mass model by Ishazaka and Flanagan [6] to the single-matrix formulation, in order to simulate the self-oscillating motion of the vocal folds. However, the quadratic term in Eq. (7) is not taken into account. The present section details the mathematical considerations to account for a more realistic aeroacoustic model at the glottis when the single-matrix formulation is used in the context of time-domain speech synthesis.

To connect the self-oscillating model of the vocal folds, the pressure distribution along the glottal constriction should be known at each simulation step. Thus, Eq. (7) should be integrated into the single-matrix formulation. Once \( U_g \) is known, pressure forces are derived from Eq. (5), and the mass positions are computed following Eq. (9).

Introducing Eq. (7) into the single-matrix formulation of Eq. (22) requires the first line of the system to be modified into a quadratic equation.
\[ F_1 = Z_1 U_1 + b_1 U_2 + R_b U_1^2. \] (14)

The matrix form is then

\[ \mathbf{f} = \mathbf{Zu}_Z + \mathbf{Qu}_Q, \] (15)

where \( \mathbf{Q} \) is a square matrix the same size as \( \mathbf{Z} \) having only one non-zero element, i.e. \( Q_{(1,1)} = R_b \), and \( \mathbf{u}_Q \in \mathbb{R}^{(N+1)} = [U_1^2, U_2^2, \ldots, U_N^2]^T \) is the vector containing the square power of the volume velocities. Eq. (15) is also valid in the case of a waveguide network, since it does not directly modify the coupling equations between the different side cavities modeling the VT.

The system is almost entirely linear: only the first line is a quadratic equation. To solve the system, one should first solve the quadratic equation separately. It could be straightforward if the first line of \( \mathbf{Z} \) contained only one non-zero element. Unfortunately, it is not the case since \( Z_{(1,1)} \neq 0 \) and \( Z_{(1,2)} \neq 0 \). A practical solution consists in finding an equivalent system in which the matrix of linear coefficients is a diagonal matrix. Left-multiplying both sides of Eq. (15) by \( \mathbf{Z}^{-1} \) yields

\[ \mathbf{Z}^{-1} \mathbf{f} = \mathbf{Iu}_Z + \mathbf{Z}^{-1} \mathbf{Qu}_Q, \] (16)

where \( \mathbf{I} \) is the identity matrix. In this formulation, the first line of the system depends only on \( U_1 \). The quadratic equation can then be solved, and the value \( U_1 \) that is accepted is the largest positive solution. If both roots are negative, \( U_1 \) is set to 0. Once the glottal volume velocity \( U_1 \) is known, Eq. (15) can be rearranged.
\[ \tilde{f} = \tilde{Z}\tilde{u}_Z, \]  

where \( \tilde{f} \in \mathbb{R}^N = [f_2 - b_1 U_1, f_3, \ldots, f_n, \ldots, f_{N+1}]^T \), \( \tilde{Z} \in \mathbb{R}^{N\times N} \) is the matrix \( Z \) of which the first line and first column have been withdrawn, and \( \tilde{u}_Z \in \mathbb{R}^N = [U_2, U_3, \ldots, U_n, \ldots, U_{N+1}]^T \).

Eq. (17) is then a well-determined tridiagonal linear system. Any classical method to solve such systems gives the solutions \( U_i \) with \( i = 2, \ldots, N+1 \).

### 3.3. A glottal chink model

The self-sustaining model of the vocal folds presented in the previous section considers them to vibrate uniformly along their length. Consequently, at this stage, it is not possible to account for a partial closure of the glottis. This may be an issue for the synthesis of several types of phonation, including breathy voice and voiced fricatives. In these cases, the glottis is never completely closed, and an offset appears in the glottal flow waveform, so that it is never null.

The model presented in this paper connects an electric branch in parallel to the vocal fold model. The electric analogy and the parallel branch make this model interesting for the extended single-matrix formulation. Hence the equivalent electric circuit represented in Fig. 4. Unlike in [24], \( U_g \) and \( U_{ch} \) separate upstream of the glottal contraction, and merge downstream of the glottal expansion. These assumptions follow the model detailed in [23]. The formulation assumes that the partial closure of the glottis is due to a partial abduction of the vocal folds and that the chink is linked to the membranous part of the glottis, as shown in Fig. 4. Since the model considers
Figure 4: a) View of the partially closed glottis, extracted from Cranen and Schroeter [22]. In this model, the partial closure is due to a partial abduction of the vocal folds. \( l_g \) is the length of the vibrating part of the vocal folds, \( l_{ch} \) is the length of the glottal chink and \( l_t = l_g + l_{ch} \) is the total length of the vocal folds. The abduction of the vocal folds is assumed to be constant and is denoted by \( h_{ab} \). b) Electric-circuit analogy of the partially closed glottis. \( U_{ch} \), \( R_{ch} \), and \( L_{ch} \) are the volume velocity through the glottal chink, the energy loss, and the air inerterance inside the glottal chink, respectively.

One-dimensional inviscid flow, the chink and the oscillating part of the vocal folds may be represented as independent channels.

The glottal chink area is \( a_{ch} = l_{ch} h_{ab} \), where \( l_{ch} \) is the length of the glottal chink and \( h_{ab} \) is the abduction of the vocal folds. Note that in the original model [23], the glottal chink may be extended with a constant opening area, due to the inter-arytenoid portion of the glottis. The presented model does not account for it, but the implementation is straightforward: the glottal chink area is then \( a_{ch} = l_{ch} h_{ab} + a_{ia} \), where \( a_{ia} \) is the opening area of the inter-arytenoid portion of the glottis. When the glottal chink is considered, \( U_1 \) is no longer connected to \( U_g \). Indeed, as seen in Fig. 4 b), \( U_1 \) is the merged flow downstream the glottal expansion, and is therefore the sum of the volume velocities through the chink and through the vibrating part of the vocal folds (\( U_1 = U_g + U_{ch} \)).
The presence of the glottal chink modifies the first line of the system defined in Eq. (16). Indeed, applying Eq. (7) to both glottal branches and reorganizing equations yields to the following boundary conditions at the glottis

\[
F_1 = R_b U_g^2 + Z_1 U_g + b_1 U_2 + Z_C^{(1,ch)} U_{ch},
\]
\[
F_2 = b_1 U_g + Z_2 U_2 + b_2 U_3 + b_1 U_{ch},
\]
\[
F_{ch} = Z_{ch} U_{ch} + Z_C^{(1,ch)} U_g + b_1 U_2,
\]

where

\[
Z_C^{(1,ch)} = b_1 + R_1 + \frac{2}{T} L_1
\]
\[
Z_{ch} = b_1 + R_{ch} + R_1 + \frac{2}{T} (L_{ch} + L_1).
\]

Introducing Eqs. (18) in the single matrix formulation yields

\[
\begin{bmatrix}
  f^{(1)} \\
  F_{ch}
\end{bmatrix} = \begin{bmatrix}
  Z_1^{(1)} & \mathbf{C}_1^{(ch)T} \\
  \mathbf{C}_1^{(ch)} & Z_{ch}
\end{bmatrix} \begin{bmatrix}
  u^{(1)}_1 \\
  U_{ch}
\end{bmatrix} + R_b U_g^2,
\]

where \( \mathbf{C}_1^{(ch)} \) is the matrix accounting for the coupling between the glottal chink and the vocal tract. It is a sparse row vector with two non-zero elements:

\[
\mathbf{C}_1^{(ch)} = [Z_{(1,ch)}, b_1, 0, \ldots, 0]..
\]

3.4. General form of the extended single-matrix formulation of the vocal tract

Finally, the general form of the extended single-matrix formulation (ESMF) of the vocal tract is
\[
\begin{bmatrix}
  f^{(1)} \\
  f^{(2)} \\
  \vdots \\
  f^{(N)} \\
  F_{ch}
\end{bmatrix}
= 
\begin{bmatrix}
  Z^{(1)} & C_1^{(2)T} & \cdots & C_1^{(N)T} & C_1^{(ch)T} \\
  C_1^{(2)} & Z^{(2)} & C_2^{(N)T} & 0 \\
  \vdots & \vdots & \ddots & \vdots \\
  C_1^{(N)} & C_2^{(N)} & Z^{(N)} & 0 \\
  C_1^{(ch)} & 0 & \cdots & 0 & Z_{ch}
\end{bmatrix}
\begin{bmatrix}
  u^{(1)} \\
  u^{(2)} \\
  \vdots \\
  u^{(N)} \\
  U_{ch}
\end{bmatrix}
+ Qu_Q
\]

where \( N \) is the number of waveguides modeling the whole vocal tract. In addition to the single-matrix formulation defined in Eq. (4), two new configurations detailed in this section are considered: i) \((n)\) is an anabranch of \((m)\), i.e. it is connected to \((m)\) at two different points, the upstream connection \(K_u\) and the downstream connection \(K_d\). Then \( C_{m}^{(n)} \) is a sparse matrix whose non-zero elements are \( c_{1,K_u} = b_{K_u}^{(m)} \), \( c_{1,K_u+1} = Z_C^{(m,n)} \), \( c_{N+1,K_d+2} = b_{K_d+2}^{(m)} \), and \( c_{N+1,K_d+1} = Z_C^{(m,n)} \), and where \( N \) is the generic number of tubelets that model \((n)\), and ii) \((n)\) is the glottal chink. In that case, it is connected to \((1)\) and \( C_{1}^{(ch)} = [Z_{(1,\text{ch})}, b_1, 0, \ldots, 0] \).

4. Numerical simulations

In order to validate the simulation framework presented in the previous section, this section provides examples of synthesized vowels in static configurations. Area functions are derived from X-ray films comprising short French sentences [38]. They are obtained by dividing the vocal tract shape into tubelets perpendicular to the vocal tract centerline, determined via a specified algorithm [39], and then applying \( \alpha \beta \) transformations to recover the area [40]. Chosen parameters of the vocal folds model (see Tab. 2) lie in the typical range of values found in the literature [7, 41, 42].
Table 2: Input parameters for the vocal folds model

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Unit</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Subglottal pressure $P_{sub}$</td>
<td>Pa</td>
<td>800</td>
</tr>
<tr>
<td>Position of mass 1 $x_1$</td>
<td>mm</td>
<td>0.2</td>
</tr>
<tr>
<td>Position of mass 2 $x_2$</td>
<td>mm</td>
<td>3.2</td>
</tr>
<tr>
<td>Vocal fold thickness $d_g$</td>
<td>mm</td>
<td>3</td>
</tr>
<tr>
<td>Vocal fold length $l_g$</td>
<td>mm</td>
<td>10</td>
</tr>
<tr>
<td>Opening at point 0 $h_0$</td>
<td>mm</td>
<td>40</td>
</tr>
<tr>
<td>Vocal folds abduction $h_{ab}$</td>
<td>mm</td>
<td>2.5</td>
</tr>
<tr>
<td>Nominal mass $m_1$</td>
<td>g</td>
<td>0.1</td>
</tr>
<tr>
<td>Nominal stiffness $k_1$</td>
<td>N/m</td>
<td>80</td>
</tr>
<tr>
<td>Nominal mass $m_2$</td>
<td>g</td>
<td>0.125</td>
</tr>
<tr>
<td>Nominal stiffness $k_2$</td>
<td>N/m</td>
<td>80</td>
</tr>
<tr>
<td>Nominal damping coefficient $r_i$</td>
<td>kg.rad.s$^{-1}$</td>
<td>$0.2\sqrt{k_i m_i}/2$</td>
</tr>
<tr>
<td>Coupling spring $k_c$</td>
<td>N/m</td>
<td>$k/2$</td>
</tr>
</tbody>
</table>

In the following numerical simulations, the vocal folds are supposed symmetric, namely the upper vocal fold has the same mechanical parameters as the lower one.

Note that when a waveguide is closed at its end, e.g. the piriform fossae, a termination area set to 0 may cause the numerical computation to break because of infinite or NaN values. Setting the termination area to a very small value, for instance the order of magnitude of the unit roundoff, is sufficient to efficiently approximate a closed termination. A similar technique can be used
when sudden modifications of the global structure of the network occur, such as a sudden occurrence of nasalization or bilateralization: setting the input area function of a certain waveguide to very small values makes it temporally shunted from the network. Doing so prevents discontinuities that may cause undesired artifacts.

4.1. Anastomozing waveguides

The acoustics of lateral consonants has been previously studied mainly by using single lateral channel models [36, 37]. Consequently, only a few previous works focused on the acoustic effect of bilateralization. To validate the bilateral model presented in this paper, it is compared to results provided by Zhang et al. [34, 35], using the same area functions. Fig. 5 shows the single-tube model used for the simulation in [35]. The area functions of the different parts are derived from MRI [34], and are averaged over the length of each section of the single-tube model (see Fig. 5). Dimensions can be found in the original paper [34]. When the supralingual cavity is taken into account, the latter is connected to the main oral tract at the same location as the lateral channel. Consequently, the supralingual cavity is a twin waveguide of the lateral channel.

From the area functions provided by the original paper, transfer functions of the vocal tract are computed thanks to the method used in [2, 3], which consists in simulating a sudden glottal closure and computing the Fourier transform of the acoustic response to the step-down glottal excitation. The vocal tract acoustic response functions are computed for different configura-
tions of bilateralization. They are defined by an asymmetry factor
\[ \gamma = \frac{l_{c2}}{l_{c1}}, \]
where \( l_{c2} \) and \( l_{c1} \) denote the length of both lateral channels. During the simulations, \( l_{c1} \) is set to 4.2 cm, and \( l_{c2} \) is increased to raise the asymmetric factor \( \gamma \). Simulations include two main configurations: with and without the consideration of the supralingual cavity.

Fig. 6 shows transfer functions for several configurations obtained with ESMF. The asymmetric factor \( \gamma \) varies from 1 (bottom curve), corresponding to the symmetric configuration, to 1.37 (top curve). The increment step of \( \gamma \) between two successive curves is 0.01. The thick line at the bottom is the transfer function of the vocal tract where both lateral channels are merged into a single channel, and without the consideration of the supralingual cavity. The computed transfer functions agree with those obtained in [35] with an independent frequency-based method. For instance, in both configurations (with and without the supralingual cavity), the bilateralization introduces a pole/zero around 4 kHz. The frequency of the pole/zero pair drops as the length of the anabranch increases. This is in agreement
(a) Without the supralingual cavity

(b) With the supralingual cavity

Figure 6: Transfer functions of the vocal tract in several configurations using the extended single-matrix formulation, with (right) and without (left) consideration of a supralingual cavity. The bottom curve (thick line) is the transfer function of the vocal tract where both lateral channels are merged into a single channel and without the supralingual cavity. The transfer functions of the vocal tract with bilateralization are plotted from bottom to top, where the asymmetric length factor varies from 1 (bottom) to 1.37 (top). The increment step of the length asymmetry factor between two successive curves is 0.01. Theoretical positions of zeros introduced by the bilateralization are denoted by circle marks.
with the theory, which relates the frequency of the pole/zero introduced by the bilateralization with the resonance frequency of an equivalent tube having a length equal to the sum of the lateral channels [43], hence a drop of the frequency as the length increases. The theoretical zero frequencies are represented in Fig. 6 by circle marks: they match the zero frequencies of the simulated vocal tract acoustic response functions.

The length asymmetry of the bilateral channels slightly impacts the formant frequencies. $F_5$ is the formant for which the effect is the most predominant. It seems to be due to its proximity to the introduced pole/zero pair.

Finally, the introduction of the supralingual cavity in the model gives rise to another pole/zero pair slightly above 2.7 kHz. As observed in [35], this corresponds to the first quarter-wavelength resonance of a 3.1 cm-long tube, around 2700 Hz. The supralingual cavity lowers the formant frequencies, and especially $F_3$ and $F_4$, which are close to the zero introduced by the supralingual cavity.

The agreement between the global effects of bilateralization, and the supralingual cavity on the transfer function obtained with ESMF and those obtained with the independent frequency based technique used in [35], proves the efficiency of the method to deal with bilateralization. Since it is suitable for time-domain continuous speech synthesis, the method could be useful to thoroughly investigate the acoustic effect of the tongue movement during the production of bilateral consonants.
4.2. Effect of the acoustic model on the motion of the vocal folds

In this section, numerical simulations are used to study the validity of ESMF when connected to a self-sustaining model of the vocal folds. The method is compared with the concurrent approach using reflection-type line analog (RTLA) models [1, 44]. This approach is widely used and validated when connected with self-oscillating models of the vocal folds, including the $2 \times 2$-mass model with smooth contours used in this paper [14, 15, 31]. Thus, simulations consist in computing the motion of the vocal folds via the model described in Sec. 2.3 connected to several configurations of the vocal tract, using two models of acoustic propagation: ESMF and RTLA. The configurations of the vocal tract are area functions corresponding to 6 French vowels: /i/, /e/, /ɑ/, /ø/, /o/, and /u/.

Fig. 7 shows the spectrum and the spectral envelope of the synthesized output pressure ($P_{out}$) radiated at the lips, as well as the glottal flow and the glottal opening at the location of mass 1 and mass 2, both by RTLA and ESMF, for 2 French vowels (/a/ and /e/). For each vowel, the peaks of the spectral envelopes, i.e. the formants, obtained from both methods are similar. One can also observe similarities in the global shape of the other waveforms, namely $P_{out}$, $U_g$, and the motion of the vocal folds.

However, the comparison also highlights the differences between both approaches. For instance, the obtained fundamental frequency is lower with ESMF than with RTLA. The amplitude of the vocal folds’ motion, and the phase shift between both masses are also lower with ESMF (see Fig. 8). This yields to a lower amplitude of the glottal flow. Such differences are somewhat expected since the coupling with the acoustic propagation may be
Figure 7: The results of the simulations for 2 French vowels, /a/ and /e/. From top to bottom, the left column shows the spectrum and spectral envelope of the synthesized vowel via RTLA, as well as the output pressure \( P_{\text{out}} \) radiated at the lips, the glottal flow \( U_g \) and the glottal opening at the location of mass 1 (solid line), and mass 2 (dashed line). The right column displays the same quantities computed thanks to ESMF. The spectral envelope is computed using a 10-order LPC (Linear Predictive Coding) [45].
modified, due to the different models of acoustic losses. It is accepted that RTLA has the advantage of better accounting for the frequency dependence of the acoustic losses and the acoustic radiation. This may also explain the differences between formant bandwidths obtained with RTLA and ESMF.

It is worth noting that slight modifications of the input parameters of the vocal folds suffice to recover similar behaviors of the vocal folds. This consists in multiplying the values of the spring stiffness by a factor, say $Q$, such that the obtained fundamental frequency matches that obtained with RTLA. This modified version of ESMF is labeled ESMF* in the paper. This is highlighted by Fig. 8, which compares several physical quantities derived from the motion of the vocal folds, obtained with RTLA and ESMF, both with and without modifications of the input parameters, for all 6 vowels. The quantities $A_{m_1}$ and $A_{m_2}$ are the mean absolute values of the amplitude of oscillation of mass 1 and mass 2, respectively. ESMF* corresponds to the values obtained using the ESMF method with modified input parameters of the vocal folds model.

Fig. 8 shows that, although both methods simulate qualitatively similar oscillations of the vocal folds and glottal flow, they are quantitatively different. The main differences lie in the phase shift and in the open quotient: when connected to RTLA, the phase shift between the rear and front parts of the vocal folds is larger than when they are connected to ESMF. There is no significant variation when the values of the mass and stiffness are modified. The open quotient is also significantly different when the vocal folds are connected to RTLA. However, in this case, the modification of the input parameters modifies the open quotient. Also, for both techniques, the ampli-
Figure 8: Comparison of quantities derived from the motion of the vocal folds obtained with the different methods. ESMF* corresponds to the quantities obtained with modified mass and stiffness of the vocal folds model.
Fig. 9 shows the effect of the methods on the formant frequencies. The values obtained with the different methods are compared with values obtained from the transfer function of the corresponding vocal tracts using the chain-matrix paradigm (CMP) [27]. This frequency-based method is used as
a reference for computing the VT resonance frequencies independently of the
glottal source. The formant frequencies obtained with RTLA are globally
lower than those obtained with ESMF. In comparison with the resonance
frequencies of the vocal tract derived with CMP, EMSF gives closer formant
frequencies than RTLA.

To summarize, the presented ESMF has shown its accuracy in computing
the acoustic propagation and in accounting for the coupling between the vo-
cal tract and the glottal source when the latter is modeled by self-sustaining
models, such as classic two-mass models. The comparison of the method with
the classic reflection-type line analog model (RTLA) shows qualitatively sim-
ilar oscillations of the vocal folds. However, they are quantitatively slightly
different: both methods give different fundamental frequencies, amplitudes of
oscillations, phase shifts, and open quotients. Such quantitative differences
have been previously observed for the two-mass model between predictions of
RTLA and mechanical models [15, 46]. Some of these quantities may be mod-
ified by adjusting the values of the mass and stiffness of the two-mass model
by a factor \( Q \). Besides, the formant frequencies computed from the vowels
simulated with ESMF are closer to the resonance frequencies of the vocal
tract obtained by CMP. Consequently, since ESMF presents the advantage
of easily dealing with dynamic geometries of the vocal tract, including length
variations and the connecting of numerous side cavities, it is a complete sim-
ulation framework useful to either synthesize natural continuous speech or to
qualitatively study the coupling between the vocal tract and the vocal folds
in the context of continuous speech.
4.3. Effect of the glottal chink

This section presents a short study about the effect of the glottal chink on the acoustic parameters. It consists in computing the glottal flow and the motion of the vocal folds coupled with a static configuration of the vocal tract and a linearly increasing length of the glottal chink. We chose to represent the effect of the glottal chink on /a/ and /i/. To modify the size of the glottal chink, we modify the length $l_{ch}$ via a ratio $\alpha \in [0,1]$ such that $l_{ch} = \alpha l_t$ (see Fig. 4). The quantities $l_t$ and $h_{ab}$ are kept constant, and by deduction, $l_g = (1-\alpha)l_t$.

Fig. 10 shows the simulation results. It displays the narrow-band spectrogram, the output pressure radiated at the lips $P_{Out}$, the total volume velocity through the glottis $U_t$, the motion of the vocal folds, and the length of the glottal chink $l_{ch}$. The effect of the glottal chink on these physical quantities is clearly seen in both configurations (/a/ for the left column, and /i/ for the right column). For instance, as expected, the presence of the glottal chink stops $U_t$ from being null, since the glottis is never totally closed. The waveform of $U_t$ is then the superimposition of the glottal flow $U_g$ inside the vibrating part of the vocal folds and an offset corresponding to $U_{ch}$. The $U_g$ component behaves similarly to the case of a totally closed chink, and $U_{ch}$ increases as $l_{ch}$ increases, i.e. when the glottal chink opens up. The effect is more visible in Fig. 11, which shows details of a few phonatory cycles at two different time instants, corresponding to a glottal configuration without chink, and with a chink of length 0.5 cm. A DC component of the glottal flow waveform appears for the open chink configuration. The value of the DC component for this case is around 30 cm$^3$/s. The amplitude of the oscillatory
Figure 10: The results of the simulation for two French vowels /a/ (left column), and /i/ (right column). From top to bottom, the left column represents the narrow-band spectrogram, the output pressure, radiated at the lips, the volume velocity inside the glottis \((U_t = U_g + U_{ch})\), the glottal opening at the location of mass 1 (solid line) and mass 2 (dashed line), and the length \(l_{ch}\) of the glottal chink, computed for /a/. The right column represents these quantities computed for /i/. 
Figure 11: Details of phonatory cycles of the simulated sustained /i/ at two time instants: (left) closed glottal chink, and (right) open glottal chink, $l_{ch} = 0.5$ cm. From top to bottom: $P_{Out}$, opening height of the vocal folds, and $U_t$. Quantities ($P_{Out}$, $U_t$, and $h$) are also considerably reduced when the glottal chink is open compared to the closed chink configuration: the maximal opening height of the vocal folds goes approximately from 0.8 mm to 0.5 mm, and the maximal glottal flow value from 250 cm$^3$/s to 100 cm$^3$/s.

Due to a smaller length of the vibrating part of the vocal folds when the chink appears, the amplitude of $U_g$ vanishes. As a consequence, the amplitude of motion of the vocal folds decreases. This finally results in a fading $P_{Out}$. When the length of the chink $l_{ch}$ is larger than $l_g$, which occurs for $t > 0.75$ s, the $U_g$ component is very weak in relation to the DC component imposed by $U_{ch}$. For /a/, which is an open vowel, it results in a very weak
output signal. On the other hand, for the close vowel /i/, this results in the generation of frication noise, due to an high airflow passing through the supraglottal constriction. In that case, $P_{\text{Out}}$ contains more energy, in the mid and high frequency range, from the frication noise source than from the glottal source. This can be seen in the spectrogram of the simulated /i/ for $t > 0.75$.

Since the length of the vibrating vocal folds drops due to the presence of the glottal chink, this raises the fundamental frequency of the produced utterance. This is evidenced by the trajectory of harmonics in the narrow-band spectrograms of both vowels. The formant frequency pattern seems to be barely modified by the presence of the chink.

The presented simulation clearly shows the effect of a glottal chink on some acoustic parameters. This confirms the interest of such models to thoroughly investigate the acoustic or phonatory phenomena involved in speech production. Modeling the partially closed glottis is also important for the synthesis of breathy and/or pathological voices, and for the realistic synthesis of voiced fricatives. If used together with a realistic glottis-vocal tract coordination model, it may also be useful to investigate the transition between voiced/voiceless sounds, as shown in [21].

5. Conclusions

This paper has presented the theoretical aspects for extending the single-matrix formulation [3] of the vocal tract to a more general and complete tool. The presented framework allows the connection of self-oscillating models of the vocal folds, or the connection of a glottal system made up of
self-oscillating vocal folds and a glottal chink. It can also account for anastomosing waveguides to study the acoustic effect of bilateralization.

The accuracy of the simulation framework to account for bilateral channels has been studied by computing transfer functions of vocal tract configurations derived from a previously published paper [35]. The effects of the bilateralization on the simulated transfer functions quantitatively agrees with the theoretical predictions [35, 43]. Acoustic features of lateral consonants, such as the introduction of an antiresonance due to asymmetric bilateral channels, may thus be reproduced using ESMF.

The connection of the self-oscillating model of the vocal folds has been tested with a $2 \times 2$-mass model with smooth contours. In comparison with the widely accepted reflection-type line analog model of acoustic propagation, the connection of the vocal folds to the single-matrix formulation yields to qualitatively similar behaviors of the vocal folds, though it may quantitatively modify their oscillations. However, at this stage, it is not possible to conclude whether these differences are important for quantitative studies. Simulations also revealed that the formant frequencies of the vowels obtained with ESMF are closer to the resonance frequencies of the vocal tract than those of the vowels simulated via the reflection-type line analog model.

The paper also provides simulations with various lengths of the glottal chink. They clearly show the acoustic effects, including the appearance of a DC component in the glottal flow waveform. As the glottal chink becomes larger, this generates a large DC acoustic flow inside the vocal tract, which may lead to the generation of a frication noise in addition to the voiced glottal source if there is a supraglottal constriction in the vocal tract. This feature
is important to simulate voiced fricatives.

The simulation framework is intended to be used for the synthesis of natural continuous speech, i.e. natural phrase-level utterances. For instance, it has been used to validate a two-dimensional model of the velum for the copy synthesis of utterances containing nasal phonemes [47]. The transmission line circuit analog model enables the dynamic variations of the vocal tract geometry and its complexity to be accurately taken into account. Consequently, it can easily support realistic geometries and dynamic deformations of the vocal tract, which constitutes its main advantage. Thanks to the contributions of the paper, it is now possible to account for a realistic coupling between the vocal folds and the vocal tract, as well as the possibility of including glottal leakage. This last point allows the different types of phonation to be realistically simulated. Although it has only been briefly discussed in the paper, the developed approach is compatible with the subglottal network proposed in [32]. Combining the subglottal and supraglottal networks would be a step forward in the implementation of a complete and realistic speech synthesizer. This would create a useful tool to study the phenomena involved in speech production. This paper may be considered as a basis to make such investigations. More specifically, it may be used to relate acoustic cues of the produced speech signal to their articulatory or phonatory origins, thanks to analysis-by-synthesis techniques. This could be a great benefit for phonetic sciences, and/or language training.
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