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Abstract

Because the localization of deformation into narrow planar bands is often precursor to material failure, several approaches have been proposed to predict this phenomenon. In this paper, the Gurson–Tvergaard–Needleman (GTN) elastic–plastic–damage model for ductile materials is considered. A large-strain version of this constitutive model is coupled with the Rice localization criterion, which is based on bifurcation theory, to investigate strain localization. The resulting loss of ellipticity condition is then used to determine ellipticity loss diagrams (ELDs) associated with strain paths that are those typically applied to metals under biaxial stretching. A sensitivity analysis is conducted with respect to the model parameters on a representative selection of ductile materials. The analysis shows that the damage parameters have a significant impact on the predicted ELDs, which confirms the predominant role of damage-induced softening in triggering plastic flow localization with the adopted constitutive description combined with the bifurcation approach. As a consequence of this high sensitivity, it appears that the proper identification of damage parameters is a key issue for accurate plastic flow localization predictions using the GTN model coupled with bifurcation theory. The effect of the dense matrix hardening parameters on the strain localization predictions of the voided aggregate, although found much smaller in the whole, is more noticeable for the plane strain tension loading path or, more generally, when the critical hardening modulus required for localization is not strongly negative.
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1. Introduction

Commonly observed material instabilities usually manifest themselves in the form of shear bands, in three-dimensional solids, or in the form of localized necking in thin sheet metals. In the latter context, they represent one of the principal phenomena that limit sheet metal formability. To characterize the ductility of sheet metals that are subjected to forming operations, Keeler and Backofen (1963) and Goodwin (1968) proposed the use of forming limit diagrams (FLDs). This practical concept was originally based on an experimental approach involving the use of metal sheets with different geometries to reproduce a certain range of loading paths. However, the experimental approach turned out to be both expensive and time consuming. For these reasons, over the last few decades, much effort has been devoted to the development of theoretical approaches for the prediction of FLDs. For these predictions, two key components are necessary. First, a constitutive model is needed to reproduce the material response for a given loading path, and second, a localization criterion is introduced to detect the occurrence of necking instabilities.

Within the framework of classical phenomenological elastic–plastic constitutive modeling with associative plasticity and smooth yield surfaces, it has been shown (Rudnicki and Rice, 1975; Rice, 1976) that localization bifurcation into a planar band cannot occur in the hardening regime, therefore requiring softening, which may be introduced by coupling with damage. Two major damage theories have been developed in the literature during the past three decades. The first theory, known as continuum damage mechanics (see, e.g., Lemaitre, 1992; Voyiadjis and Kattan, 1999; Brünig, 2002, 2003; Menzel et al., 2005), is based on the introduction of a scalar or tensor internal variable that represents the surface density of the defects. The second theory, based on a physically motivated micromechanics approach, reproduces the kinematics of the voids (due to nucleation, growth and coalescence) within the material when it is subjected to different loading conditions. In the latter theory, the effect of the hydrostatic pressure on the material behavior is accounted for by the void volume fraction (Rice and Tracey, 1969; Gurson, 1977; Lee and Mear, 1990; Leblond et al., 1995; Gologanu et al., 1997; Monchiet et al., 2008; Tekoglu and Pardoen, 2010; Lecarme et al., 2011). In the current work, the second approach for damage modeling is adopted, and more specifically, the Gurson–Tvergaard–Needleman (GTN) model is used (see Tvergaard, 1981; Tvergaard and Needleman, 1984; Tvergaard, 1987). This model was subsequently modified to take into consideration the isotropic and kinematic hardening that is induced by plastic strain, as well as strain-path changes (see, e.g., Mear and Hutchinson, 1985; Leblond et al., 1995; Besson and Guillemer-Neel, 2003) and, more recently, plastic anisotropy (see, e.g., Benzerga and Besson, 2001; Benzerga et al., 2004a,b). However, in this work, the original GTN model (combining isotropic hardening and the von Mises yield criterion) is considered and coupled with the bifurcation analysis to emphasize the respective effects of damage and isotropic hardening on plastic flow localization predictions.

For the prediction of plastic instabilities, whatever their form (e.g., narrow shear band, diffuse or localized necking), it is necessary to couple the selected constitutive modeling with a plastic instability criterion. Several plastic instability criteria have been developed in the literature, which differ significantly in their theoretical foundations. Swift (1952) proposed an extension to biaxial loading for the Considère maximum load criterion (Considère, 1885), which was utilized to predict diffuse necking in the expansion domain of the FLD. Concurrently, Hill (1952) proposed another extension of Considère’s criterion to biaxial loading to predict localized necking. Because Hill’s criterion is only applicable to the left-hand side of the FLD, it was
combined for some time with Swift’s criterion to predict a complete FLD, although the latter only predicts diffuse necking, a phenomenon that occur relatively earlier and thus less detrimental to the material formability. Within this same class of maximum-load-based criteria, Hora et al. (1996) and Mattiasson et al. (2006) suggested another extension of the Considère criterion for the prediction of localized necking by taking into consideration strain-path changes. Marciniak and Kuczynski (1967) popularized the so-called M–K model for the determination of forming limit curves by introducing an initial defect. This defect may be a pre-existing geometric imperfection in the form of either a groove of reduced thickness that is parallel to the major strain direction (Marciniak and Kuczynski, 1967) or a groove with an initial orientation that can rotate (Hutchinson et al., 1978; Zhao et al., 1996). In contrast to this imperfection theory, theoretical approaches have been developed during the last few decades that are based on bifurcation or stability theories. This class of criteria provides a sound theoretical background without the need for introducing additional user-defined parameters, which can be perceived as being arbitrarily postulated. Examples of these approaches include the contributions of Drucker (1956) and Hill (1958), which involve a necessary condition for the loss of uniqueness of the solution of the boundary value problem, often referred to as the general bifurcation condition. A local, more conservative condition for Hill’s criterion, which is more commonly known as the positiveness of the second-order work, can then be derived for application to material instability problems. In a similar manner, Valanis (1989) recently suggested using a limit-point bifurcation criterion. This criterion is associated with the stationarity of the stress state and accordingly corresponds to the singularity of the elastic–plastic tangent modulus. It can be shown that within the framework of associative plasticity and small strains, Hill’s and Valanis’ criteria coincide. With regard to localization in the form of shear band or localized necking, Rudnicki and Rice (1975), Stören and Rice (1975) and Rice (1976) adopted the bifurcation approach to derive a necessary condition for plastic flow localization, which was also shown to correspond to the loss of ellipticity of the associated boundary value problem. Later, Bigoni and Hueckel (1991) and Neilsen and Schreyer (1993) suggested the use of a slightly more conservative criterion for the exclusion of localization bifurcation, namely the strong ellipticity condition. Using this approach, analytical formulas for the critical hardening moduli that correspond to localization have mainly been determined within the small-strain framework. Examples of these analytical derivations of the critical hardening moduli associated with the loss of strong ellipticity are included in Rizzi and Loret (1997) and Loret and Rizzi (1997a) when anisotropy originates only from the fourth-order elasticity tensor and in Loret and Rizzi (1997b) when both elasticity and plasticity are anisotropic. Similar to the above-mentioned relationship, it can be shown that within the framework of associative plasticity and small strains, the strong ellipticity condition and Rice’s criterion coincide.

In the current work, a large-strain, elastic–plastic–damage GTN model is combined with Rice’s bifurcation criterion within a fully three-dimensional framework to build a simulation tool, which is then applied to strain localization analysis for a representative selection of ductile materials. A similar bifurcation-based approach was used by Haddag et al. (2009), within the framework of continuum damage mechanics, whereas Franz et al. (2009a,b) adopted a micromechanics-based model in which the formation of vertices on the current points of the yield surface is a natural outcome of crystal plasticity and plays a key destabilizing role, analogous to damage-induced softening within phenomenological elastic–plastic constitutive descriptions. It is worth noting that a similar vertex-type effect was reproduced in Stören and Rice (1975) and Hutchinson and Neale (1978) by the use of a finite-strain version of the $J_2$ deformation theory of plasticity.
instead of the conventional flow theory, which allows for localization bifurcation although being in the hardening regime of phenomenological elastic–plastic constitutive models. In Besson et al. (2003), a finite element (FE) study was conducted within the GTN–Rice modeling to investigate ductile fracture under plane strain conditions. Other recent studies have adopted the FE method to numerically simulate plastic flow localization or necking (Wu et al., 2007; Sun et al., 2009; Zhang et al., 2009; Li and Buckley, 2010). However, mesh sensitivity is a well-known drawback of such FE-based strain localization analyses, which can be removed when using non-local constitutive models, such as those considered in Borg (2007) within the framework of non-local crystal plasticity, in Lele and Anand (2009) within strain-gradient viscoplasticity, or in Mroginski et al. (2011) for porous media.

Although the GTN–Rice coupling has already been considered for the prediction of fracture in structures, no attempt has been made for the prediction of strain localization in the whole range of strain paths that are typically applied to metals under in-plane biaxial stretching. In Yamamoto (1978), localization bifurcation has been investigated for only two loading paths, namely plane strain tension and axisymmetric uniaxial tension. Because the analysis considered the original Gurson model (Gurson, 1977), and only took into account the void growth mechanism, it was found that localization bifurcation is predicted at unrealistically high strain levels, which motivated the introduction of initial imperfections in the analysis. Considering Yamamoto’s (1978) earlier conclusions regarding the unrealistically high localization strains predicted with the bifurcation approach, subsequent contributions restricted their analysis to the growth of initial imperfections, introduced in the form of material inhomogeneities, analogously to an M–K type approach. Examples of these are the works of Saje et al. (1982) and Xu and Needleman (1992), who considered the modified Gurson model and analyzed the effect of void nucleation, Tvergaard (1982), who introduced the effect of void coalescence, Pan et al. (1983), who investigated the effect of strain-rate sensitivity, Mear and Hutchinson (1985), who studied the effect of yield surface curvature with only void growth mechanism, Tvergaard (1987), who extended the former study by including the void nucleation effects, Jeong and Pan (1992), who explored the combined and interacting effects of void nucleation, yield surface curvature, and strain-rate sensitivity. Unlike these former contributions, restricted to the imperfection approach, we reconsider in the current study the bifurcation analysis with the intended purpose of addressing whether by accounting for all mechanisms of growth, nucleation, and coalescence, within the GTN damage model, we could predict localization bifurcation at reasonable strain levels, for the full range of strain paths varying from uniaxial tension to balanced biaxial tension. Then, should this be the case, another crucial goal is to undertake a parameter sensitivity study in order to determine the most influential parameters and to identify those having a key destabilizing role in triggering plastic flow localization.

The localization bifurcation analysis conducted here is fully three-dimensional, following the pioneering approach of Rudnicki and Rice (1975) (see also, e.g., Rice, 1976; Needleman and Rice, 1978; Yamamoto, 1978). In such an approach, the localization of plastic deformation into a planar band is understood as an instability in the macroscopic constitutive description of homogeneous inelastic deformation, and may therefore be used in the assessment of the constitutive theory itself. As such, this material instability is a limiting one in the sense that it has often been associated in the literature with material failure and thus viewed as a phenomenon precursor to rupture. It is also a limiting instability (see, e.g., Hill, 1962), in the sense that local initial inhomogeneities (geometric or material) may cause localization before the onset of the bifurcation discussed here; it may also be preceded by geometrical instabilities analogous to diffuse necking that is not considered in the current analysis. It should be clarified that the above described bifurcation
approach is different from the localized necking analysis in thin ductile metal sheets, in that the latter are mostly considered as two-dimensional continua, to which the plane stress assumptions are applied (see, e.g., Hill, 1952; Stören and Rice, 1975; Hutchinson and Neale, 1978). Accordingly, the results of the current study are not intended to be compared with sheet necking analyses and the associated FLDs, and whenever such a comparison is attempted, it should only be considered qualitatively. Note, however, that some contributions have investigated the three-dimensional effects on necking instabilities (e.g., Needleman and Tvergaard, 1977; Tvergaard, 1993; Petryk and Theremann, 1996; Benallal, 1998; Ito et al., 2000); while Hutchinson et al. (1978) clarified the conditions of validity of the plane stress approximations in sheet necking analysis. In virtue of the ‘intrinsic’ nature of the adopted ‘material’ instability concept, viewed as an instability in the constitutive description, a more consistent use is proposed, which consists in setting the limits to achievable ductility of metals. This is indeed what is suggested, for instance, in Needleman and Rice (1978) and Hutchinson (1979), where it is explained that the three-dimensional localization analysis, representing an actual ‘material’ instability, provides an inherent limit to material ductility regardless of the specimen dimensions (e.g., thickness) or other geometric effects. This approach, and the associated intrinsic definition of ductility limit, could be used advantageously to classify materials in terms of ductility, and thus to help design materials with improved ductility (see, e.g., Franz et al., 2009b). Indeed, whenever material parameters can be related to some underlying physical mechanisms (e.g., within micromechanics-based constitutive descriptions), determining the influence of such parameters on ductility may contribute to identifying some microrupture / microstructure–ductility relationships, which can then be used as guidelines for elaborating advanced materials with enhanced ductility, at the very early stage of the design.

This paper is organized as follows. The main constitutive equations of the GTN model are summarized in Section 2, with a short outline of their numerical implementation. Then, the Rice bifurcation criterion is developed in Section 3, and the expression of the corresponding acoustic tensor is derived in a fully three-dimensional, finite-strain framework. Section 4 reports the simulation results from the application of the GTN–Rice coupling to a selection of ductile materials taken from the literature. A parametric study is conducted to disclose the respective impact of damage and hardening parameters on the predicted localization strains. Finally, the main results are discussed in Section 5 along with some concluding remarks.

2. Elastic–Plastic–Damage GTN constitutive equations

The constitutive modeling described hereafter is intended to materials undergoing large deformations, and accordingly, it will be formulated in terms of rate constitutive equations. To achieve frame-invariance of the material response, objective derivatives of the tensor-valued internal variables must be used. A convenient approach, used to ensure material frame-invariance while maintaining simple forms of the constitutive equations, consists of reformulating these equations in terms of rotation-compensated variables. In what follows, the tensor quantities are described in a convenient rotating frame so that simple material time derivatives can be used in the constitutive equations. The material is assumed to be initially stress-free and homogeneous.

The GTN model, originally proposed by Gurson (1977) and subsequently extended by Tvergaard (1981) and Tvergaard and Needleman (1984), is one of the most popular damage models for the prediction of ductile fracture (Sánchez et al., 2008; Li and Karr, 2009). This model describes the evolution of a randomly distributed volume fraction of spherical voids in porous materials. The approximate macroscopic yield
criterion, initially proposed by Gurson (1977), is based on a limit analysis and described by the following relationship

\[ \Phi = \left( \frac{\Sigma_{eq}}{\sigma} \right)^2 + 2q_1f^* \cosh \left( \frac{3}{2}q_2 \frac{\Sigma_m}{\sigma} \right) - 1 - q_3f^{**} \leq 0, \]  

(1)

where \( \Sigma_{eq} = (3\Sigma' \cdot \Sigma' / 2)^{1/2} \) is the macroscopic equivalent stress, \( \Sigma' \) and \( \Sigma_m = tr(\Sigma) / 3 \) are, respectively, the deviatoric and hydrostatic part of the macroscopic Cauchy stress tensor \( \Sigma \), and \( \sigma \) is the yield stress of the fully dense matrix. The parameters \( q_1, q_2 \) and \( q_3 \) were introduced by Tvergaard (1981) to account for the void interaction effect, while \( f^* (f) \) is a function of the void volume fraction \( f \) that has been introduced by Tvergaard (1982) to model the rapid decay of the material stress carrying capacity at the final stage of coalescence. In comparison with the classical \( J_2 \) criterion, two additional contributions characterize the GTN yield criterion: the hydrostatic pressure dependence from the second term on the right-hand side of Eq. (1) and the void volume fraction, which acts as an additional internal variable and induces material softening behavior at the macroscopic level. For \( f = 0 \), the classical von Mises yield surface \( F = \Sigma_{eq} - \sigma \leq 0 \) is recovered, which corresponds to elastic–plastic constitutive equations with no coupling with damage. In what follows, only isotropic hardening is considered using the Swift hardening law defined by

\[ \overline{\sigma} = k \left( \epsilon_0 + \overline{\epsilon}^p \right)^n, \]  

(2)

where \( k, \epsilon_0, n \) and \( \overline{\epsilon}^p \) are, respectively, the hardening parameters and the equivalent plastic strain of the fully dense matrix material.

For isotropic GTN modeling, the macroscopic plastic strain rate tensor \( D^p \) and the equivalent plastic strain rate \( \dot{\overline{\epsilon}}^p \) in the matrix material are assumed to be related by the equivalence relationship of the plastic work rate as follows:

\[ (1 - f) \overline{\sigma} \dot{\overline{\epsilon}}^p = \Sigma : D^p. \]  

(3)

This relationship is exact for \( f = 0 \), which corresponds to a matrix material with no porosity, and is a reasonable approximation for porous materials with low hardening exponents (Tvergaard, 1987). The plastic strain rate is defined by the classical flow rule

\[ D^p = \dot{\gamma} V_\Sigma, \]  

(4)

where \( \dot{\gamma} \) is the plastic multiplier, and \( V_\Sigma = \partial \Phi / \partial \Sigma \) denotes the plastic flow direction. Combining Eqs. (2)–(4), the expressions of the equivalent plastic strain rate and yield stress rate in the matrix material are obtained as follows:

\[ \dot{\overline{\epsilon}}^p = \frac{\Sigma : V_\Sigma}{(1 - f) \overline{\sigma}} \dot{\gamma}, \quad \dot{\overline{\sigma}} = h(\overline{\epsilon}^p) \frac{\Sigma : V_\Sigma}{(1 - f) \overline{\sigma}} \dot{\gamma}, \]  

(5)

where \( h(\overline{\epsilon}^p) = \partial \overline{\sigma} / \partial \overline{\epsilon}^p \) represents the plastic hardening modulus of the fully dense matrix.

Before the onset of coalescence, the evolution of porosity, with an initial value of \( f_0 \), is due to void nucleation and growth, and the porosity rate can then be partitioned as follows:
\[ \dot{f} = \dot{f}_n + \dot{f}_g, \]  

where \( \dot{f}_n \) and \( \dot{f}_g \) represent the contributions to the porosity rate from nucleation and growth, respectively. In this paper, nucleation is considered to be strain-controlled, and the corresponding evolution law is provided with the following normal distribution relationship (see Chu and Needleman, 1980):

\[ \dot{f}_n = \frac{f_n}{s_N \sqrt{2\pi}} \exp \left[ -\frac{1}{2} \left( \frac{\bar{\varepsilon}^p - \varepsilon_N}{s_N} \right)^2 \right] \hat{\varepsilon}^p = A_N \left( \bar{\varepsilon}^p \right) \hat{\varepsilon}^p, \]  

where the nucleation-related parameters have the following physical significance: \( f_n \) represents the volume fraction of the inclusions that are likely to nucleate, \( \varepsilon_N \) denotes the equivalent plastic strain for which half of the inclusions have nucleated, and \( s_N \) is the standard deviation on \( \varepsilon_N \). The porosity rate, due to growth, strongly depends on the stress triaxiality and is described by the following relationship (see, e.g., Tvergaard, 1987):

\[ \dot{f}_g = (1-f) \text{tr} \left( D^p \right). \]  

In the GTN yield criterion (1), the so-called “effective” porosity \( f^* \) is intended to account for the effect of coalescence and is equal to the actual void volume fraction \( f \) as long as the latter is less than a critical porosity. This critical porosity marks the onset of the coalescence stage, which has been phenomenologically modeled by Tvergaard and Needleman (1984) to allow for final material failure at realistic values of void volume fraction:

\[ f^* = f_{cr} + \delta_{GTN} \left( f - f_{cr} \right), \quad \text{with} \quad \delta_{GTN} = \begin{cases} 1 & \text{for} \quad f \leq f_{cr}, \\ \frac{\kappa - f_{cr}}{f_R - f_{cr}} & \text{for} \quad f_{cr} < f \leq f_R, \end{cases} \]  

where \( f_{cr} \) represents the critical porosity, \( f_R \) is the actual void volume fraction at final fracture, and \( \kappa = f^*(f_R) \) corresponds to the maximum admissible value for the “fictitious” effective porosity. Because \( f_R \) corresponds to the complete degradation of the material (i.e., \( \Phi = 0 \), with \( \Sigma_{eq} = 0 \) and \( \Sigma_m = 0 \)), from Eq. (1), one obtains \( \kappa = f^*(f_R) = \left( q_1 + \sqrt{q_1^2 - q_3} \right) / q_3 \). The empirical relationship (9) expresses that when the material enters the coalescence stage, a “new” measure of damage \( f^* \) takes effect that increases faster than the actual porosity \( f \), considering that \( \delta_{GTN} > 1 \), which results in accelerated degradation of mechanical properties.

### 2.1 Elastic–plastic tangent modulus for the GTN model

In this subsection, the expression of the elastic–plastic tangent modulus is derived. For this, the GTN potential \( \Phi \) and the plastic multiplier \( \dot{\gamma} \) are first rewritten in the Kuhn–Tucker form

\[ \Phi \leq 0, \quad \dot{\gamma} \geq 0, \quad \Phi \dot{\gamma} = 0. \]  

\[ 1 \]
This form is convenient because it reveals that there is no plastic flow (i.e., $\dot{\gamma} = 0$) when $\Phi < 0$, while a strict plastic loading (i.e., $\dot{\gamma} > 0$) necessarily implies that $\Phi = 0$. The latter represents the consistency condition, and can be developed as follows:

$$\Phi = V_{\pi} : \dot{\Sigma} + V_{\sigma} \dot{\sigma} + V_{f^*} \dot{f}^* = 0, \quad (11)$$

where

$$V_{\pi} = \frac{\partial \Phi}{\partial \Sigma} = \frac{1}{\dot{\sigma}} \left[ \frac{3}{2} q_2 \frac{\Sigma_m}{\sigma} \right] \mathbf{1}$$

$$V_{\sigma} = \frac{\partial \Phi}{\partial \sigma} = -\frac{1}{\dot{\sigma}} \left[ 2 \left( \frac{\Sigma_{eq}}{\sigma} \right)^2 + 3 q_2 f^* \frac{\Sigma_m}{\sigma} \sinh \left( \frac{3}{2} q_2 \frac{\Sigma_m}{\sigma} \right) \right] \mathbf{1}, \quad (12)$$

$$V_{f^*} = \frac{\partial \Phi}{\partial f^*} = 2 q_i \cosh \left( \frac{3}{2} q_2 \frac{\Sigma_m}{\sigma} \right) - 2 q_i f^*$$

and $\mathbf{1}$ denotes the second-order unit tensor.

As previously mentioned, a co-rotational approach that is based on the Jaumann objective rate is used in this work. This approach is consistent with the built-in formulation in Abaqus/Standard, where the current constitutive equations have been implemented. The stress rate is described with a hypoelastic law in the co-rotational frame via the material time derivative

$$\dot{\Sigma} = C^e : (D - \dot{\gamma} V_{\pi} ) = C^{ep} : D, \quad (13)$$

where $C^e$ denotes the fourth-order tensor of the elastic constants, $C^{ep}$ stands for the elastic–plastic tangent modulus to be determined, and the strain rate tensor $D$ is additively decomposed into its elastic and plastic parts. Substituting Eqs. (4)–(9) and (13) into the consistency condition (11), the expression of the plastic multiplier is derived as follows:

$$\dot{\gamma} = \frac{V_{\pi} : C^e : D}{H_{\gamma}}, \quad (14)$$

where the scalar variable $H_{\gamma}$ is given by

$$H_{\gamma} = V_{\pi} : C^e : V_{\pi} - \frac{V_{\sigma} h}{(1 - f)} \frac{\Sigma : V_{\pi}}{\sigma} - V_{f^*} \delta_{GTN} \left[ \frac{A_n}{(1 - f)} \frac{\Sigma : V_{\pi}}{\sigma} + (1 - f) V_{\pi} : \mathbf{1} \right]. \quad (15)$$

Substituting Eq. (14) into Eq. (13) provides the expression of the elastic–plastic tangent modulus that corresponds to the GTN model:

$$C^{ep} = C^e - \alpha \left( C^e : V_{\pi} \right) \otimes \left( V_{\pi} : C^e \right) \frac{H_{\gamma}}{H_{\gamma}}, \quad (16)$$

where $\alpha = 0$ for elastic loading or unloading, and $\alpha = 1$ for strict plastic loading.

It is interesting to notice that when $f = 0$, these equations simplify to the classical von Mises elastic–plastic constitutive equations with isotropic hardening and no coupling with damage. These features of the model will be taken advantage of later to qualitatively validate its numerical implementation and to assess its robustness for these limiting cases of vanishing damage-related parameters.
2.2 Numerical implementation of the constitutive equations

This subsection briefly outlines the time integration of the GTN constitutive equations and their implementation into the static implicit FE code Abaqus/Standard. In this process, a user material (UMAT) subroutine (with a stress and state update algorithm that is developed along with the associated consistent tangent modulus) is built. In this FE context, at each equilibrium iteration, certain necessary preliminary steps (e.g., calculation of the strain increments at each integration point from the predicted nodal displacement increments), as well as subsequent steps (e.g., verification of equilibrium equations), are addressed by the FE code; therefore, our focus will be restricted to the integration of the constitutive equations over a time increment.

More specifically, this integration consists of determining the state of stress and internal variables at time $t_{n+1}$ when starting from a known state at time $t_n$ and a given strain increment $\Delta \varepsilon$. In a static implicit code, such as Abaqus/Standard, in which the equilibrium equations are solved with an implicit scheme, the consistent tangent modulus is also required to achieve the equilibrium state at the end of each loading increment. From the evolution equations that were reported in the previous section, it can be shown that the set of variables in the GTN model is governed by a general differential equation of the form

$$\dot{x} = h_x (x),$$

where vector $x$ incorporates all of the model variables (see Eqs. (4)–(8) and (13)–(14)). This general form of differential equation can encompass various hardening descriptions and more advanced yield surfaces to account for initial and induced anisotropy; however, because the current contribution focuses primarily on the impact of the damage parameters on the ductility limits set by plastic flow localization, a simple von Mises yield criterion and Swift’s isotropic hardening model are considered. In the same spirit, for the applications in mind, a simple explicit time integration scheme is adopted to update the stresses and state variables of the GTN model. This choice is motivated by a reasonable compromise in terms of efficiency, accuracy and convergence. These important aspects have been widely investigated in the literature (see, e.g., Kim et al., 2008; Sánchez et al., 2008; Becker, 2011), and the respective benefits and drawbacks of various implicit and explicit time integration schemes with regard to accuracy, stability, robustness and efficiency have been discussed by many authors. Using an explicit time integration scheme, the rate equations, formally written in the compact form in Eq. (17), are integrated for each strain increment in the co-rotational frame by successively calculating the following sub-increments:

$$\Delta x_0 = 0, \quad \Delta x_i = h_x (x_n + a_i \Delta x_{i-1}), \quad i = 1, \ldots, N,$$

and then explicitly updating the unknown vector $x$ as follows:

$$x_{n+1} = x_n + \sum_{i=1}^{N} b_i \Delta x_i,$$

where $N$ is the order of the selected explicit scheme ($N = 4$ for the fourth-order Runge–Kutta scheme adopted here), and coefficients $a_i$ and $b_i$ are dependent on the chosen scheme.

To enable the FE code to solve the equilibrium equations based on an iterative procedure, the algorithmic tangent modulus, consistent with the selected time integration scheme, also needs to be determined. This
consistent tangent modulus provides the variation of the stress increment due to the variation of the strain increment, i.e., \( D(\Delta \Sigma) = C^{\alpha \chi} : D(\Delta \epsilon) \).

Combining Eqs. (18, 19) with Eqs. (13)–(16), the consistent tangent modulus is obtained as

\[
C^{\alpha \chi} = \sum_{i=1}^{N} b_i C^{\epsilon \gamma}, \quad \text{with} \quad C^{\epsilon \gamma} = C^e - \alpha \left( \frac{C^e : V^e_{\Sigma}}{H} \right) \otimes \left( V^e_{\Sigma} : C^e \right).
\] (20)

2.3 Validation of the state update algorithm and its implementation

In this subsection, certain preliminary simulations are performed to evaluate the performance of the state update algorithm and its implementation via a UMAT subroutine in Abaqus/Standard. As stated before, the choice of using an explicit scheme is motivated by the intended applications of this study (i.e., ductility limits depicted by ellipticity loss diagrams (ELDs)), which involve considering a single material point to which are prescribed various linear loading paths that are typically applied to metals under in-plane biaxial stretching (i.e., ranging from uniaxial tension to balanced biaxial tension). In these circumstances, an explicit scheme is easier to develop and implement but requires the use of smaller loading increments. Note that the GTN model available in Abaqus/Standard is restricted to growth and nucleation mechanisms; its extension to the coalescence stage is only available in Abaqus/Explicit. The latter being primarily intended to solve dynamic, rather than quasi-static, equilibrium equations, this has motivated in part our own implementation of the full GTN model in Abaqus/Standard, to be consistent with our subsequent quasi-static bifurcation analyses.

The first simulation is specifically intended to estimate the typical size of increments that guarantees an accuracy that is comparable to that yielded by an implicit scheme. Fig. 1 compares the uniaxial tensile results from the explicit UMAT subroutine with different loading increment sizes to the reference solution from Abaqus/Standard. The latter is obtained with an implicit time integration scheme that allows for much larger loading increments (see, e.g., Haddag et al., 2007). The material parameters used in this simulation are similar to those of an Al5182 aluminum alloy (Brunet et al., 1998). Because the modified GTN model, available in Abaqus/Standard, does not allow for the coalescence stage, the original Al5182 aluminum alloy parameters have been altered by increasing the parameter \( f_{cr} \) so that coalescence is never reached. Accordingly, the resulting parameters are \( E = 70,000 \) MPa and \( \nu = 0.33 \) for the Young modulus and the Poisson ratio, respectively; \( k = 371.2 \) MPa, \( \epsilon_0 = 0.00324 \) and \( n = 0.17 \) for the Swift hardening coefficients; and \( f_0 = 0.001, s_N = 0.1, \epsilon_N = 0.27, f_N = 0.25, f_{cr} = 0.5, f_R = 0.6, q_1 = 1.5, q_2 = 1.0 \) and \( q_3 = 2.15 \) for the GTN damage parameters. Based on this set of parameters, Fig. 1 exhibits the softening regime typical of the GTN model and suggests that the size of strain increments should be maintained lower than \( 10^{-5} \) to maintain the necessary accuracy, afforded by implicit schemes, up to strain levels that are sufficiently large and typical of those associated with material instabilities.
Fig. 1. Comparison between the Abaqus model (implicit time integration scheme) and the developed explicit UMAT subroutine (using three different-sized strain increments) for a uniaxial tensile test performed on a material similar to the Al5182 aluminum alloy.

Another series of simulations is specifically intended to qualitatively validate the numerical implementation and to assess its robustness for various values of damage parameters. As discussed in subsection 2.1, an undamaged elastic–plastic model with isotropic hardening is recovered in the limit of vanishing damage parameters (i.e., when $A_n \to 0$). Considering the expression of $A_n$ in Eq. (7), there are three different ways for $A_n \to 0$: either $f_N \to 0$, $\varepsilon_N \to +\infty$, or $s_N \to +\infty$. Fig. 2 illustrates this limit by comparing the uniaxial tensile results from the elastic–plastic model with Swift’s isotropic hardening that is available in Abaqus/Standard to the simulations from the developed UMAT, while varying parameters $f_N$, $\varepsilon_N$ and $s_N$. For each of these simulations, only one of the parameters ($f_N$, $\varepsilon_N$ or $s_N$) is varied at a time, starting from an initial set of parameters given by: $E = 70,000$ MPa, $\nu = 0.33$, $k = 371.2$ MPa, $\varepsilon_0 = 0.00324$, $n = 0.17$, $f_0 = 0$, $s_N = 0.1$, $\varepsilon_N = 0.27$, $f_N = 0.35$, $f_{cr} = 0.5$, $f_R = 0.6$, $q_1 = 1.5$, $q_2 = 1$ and $q_3 = 2.15$. 
Fig. 2. Validation of the numerical implementation with respect to the built-in Abaqus model. An undamaged, isotropic hardening elastic–plastic model is recovered for small values of \( f_N \), large values of \( \varepsilon_N \), or large values of \( s_N \).

3. Material instability criterion

In this section, the Rudnicki and Rice material instability theory is briefly outlined (see Rudnicki and Rice, 1975; Rice, 1976), and the relevant tangent moduli necessary to build the corresponding acoustic tensor are derived. This approach is based on a bifurcation analysis, which involves loss of uniqueness for the solution of the rate equilibrium equations, with a bifurcation mode in the form of an infinite localized band. In other words, this bifurcation is interpreted as the possibility of the occurrence of a non-homogeneous strain mode.
within a continuous medium that is subjected to a homogeneous strain state. Concurrently, other contributions revealed that this corresponds to the loss of ellipticity of the partial differential equations governing the associated boundary value problem. The mode of bifurcation in this approach is sought as a narrow planar localization band, defined by its normal \( \mathbf{n} \), as illustrated in Fig. 3. The velocity gradients inside and outside the band are designated as \( \mathbf{G}^- \) and \( \mathbf{G}^+ \), respectively, while the corresponding nominal stresses are denoted as \( \mathbf{N}^- \) and \( \mathbf{N}^+ \).

![Fig. 3. Schematic representation of a localization band embedded in an infinite medium.](image)

The work-conjugate variables appropriate to a bifurcation analysis within the large-strain framework are the nominal stress and velocity gradient; therefore, the constitutive equations are worked out such that Eq. (13) is substituted by its counterpart in terms of \( \mathbf{N} \) and \( \mathbf{G} \) as

\[
\mathbf{N} = \mathbf{L} : \mathbf{G} ,
\]

where \( \mathbf{L} \) represents a fourth-order constitutive tensor that needs to be determined. If we consider that the solid remains homogeneous until the onset of bifurcation (i.e., incipience of a localization band), then it is possible to derive a localization condition using the equilibrium and compatibility conditions. The stress equilibrium along the localized band, also interpreted as the normal continuity of the stress rate vector through the discontinuity surface, reads

\[
\mathbf{n} \cdot \mathbf{[N]} = 0 ,
\]

where \( \mathbf{[N]} \) designates the jump in a given quantity (e.g., \( \mathbf{[N]} = \mathbf{N}^+ - \mathbf{N}^- \) is the jump in the nominal stress rate across the discontinuity plane of normal \( \mathbf{n} \)). In addition, the occurrence of a localization band gives rise to a jump in the velocity gradient across this band. Maxwell’s compatibility condition states that this discontinuity must necessarily be in the form

\[
\mathbf{[G]} = \lambda \otimes \mathbf{n} ,
\]

where vector \( \lambda = \mathbf{[G]} \cdot \mathbf{n} \) defines the localization mode (e.g., shear mode when \( \lambda \perp \mathbf{n} \)), which must be non-zero for effective bifurcation. Combining Eqs. (21)–(23) yields the linear system:
Finally, a necessary condition for the localization of the plastic flow into a planar localized band results from the above eigenvalue problem and is simply given by

$$
\det \mathbf{Q} = \det (\mathbf{n} \cdot \mathbf{L} \cdot \mathbf{n}) = 0,
$$

where $\mathbf{Q}$ is the so-called acoustic tensor, the singularity of which (i.e., vanishing of its determinant) will be used as an indicator of plastic strain localization.

To proceed further, the expression of the fourth-order tensor $\mathbf{L}$, which has been left aside thus far, will be derived. To this end, the large-strain hypoelastic law expressed in Eq. (13) in a (material) co-rotational frame is rewritten in a fixed frame as

$$
\Sigma^V = C^e : (\mathbf{D} - \mathbf{D}^p),
$$

where $\Sigma^V$ denotes the Jaumann derivative of the Cauchy stress tensor, defined as

$$
\Sigma^V = \dot{\Sigma} - \mathbf{W} \cdot \Sigma + \Sigma \cdot \mathbf{W},
$$

where $\mathbf{W}$ is the spin tensor (i.e., the skew-symmetric part of $\mathbf{G} = \dot{\mathbf{F}} \cdot \mathbf{F}^{-1}$, with $\mathbf{F}$ the deformation gradient).

Because the nominal and Cauchy stress tensors are related to each other by the classical relationship

$$
\mathbf{N} = J \mathbf{F}^{-1} \cdot \Sigma,
$$

where $J = \det \mathbf{F}$, the relationship between their rates is

$$
\dot{\mathbf{N}} = J \mathbf{F}^{-1} \cdot (\hat{\dot{\Sigma}} + tr (\mathbf{D}) \Sigma - \mathbf{G} \cdot \Sigma),
$$

which can be further simplified in an updated Lagrangian approach that is adopted hereafter.

Finally, the combination of Eqs. (26)–(28) provides the expression of the constitutive law in terms of the nominal stress rate

$$
\dot{\mathbf{N}} = C^e : (\mathbf{D} - \mathbf{D}^p) + tr (\mathbf{D}) \Sigma - \mathbf{G} \cdot \Sigma \cdot \mathbf{W}.
$$

To achieve the form of Eq. (21), each of the four terms on the right-hand side of Eq. (29) is manipulated so that the following expressions are derived:

$$
\begin{align*}
C^e : (\mathbf{D} - \mathbf{D}^p) &= C^{ep} : \mathbf{G}, \\
tr (\mathbf{D}) \Sigma &= C_1 : \mathbf{G}, \\
\mathbf{D} \cdot \Sigma &= C_2 : \mathbf{G}, \\
\Sigma \cdot \mathbf{W} &= C_3 : \mathbf{G},
\end{align*}
$$

\begin{align*}
C_{ijkl} &= \Sigma_{ij} \delta_{kl}, \\
C_{1ijkl} &= \frac{1}{2} (\delta_{ik} \Sigma_{jl} + \delta_{jk} \Sigma_{il}), \\
C_{2ijkl} &= \frac{1}{2} (\Sigma_{il} \delta_{jk} - \Sigma_{jk} \delta_{il})
\end{align*}

Finally, the fourth-order constitutive tensor in Eq. (21), which is the key component in the construction of the acoustic tensor (see Eq. (25)), is given by

$$
\mathbf{L} = C^{ep} + C_1 - C_2 - C_3.
$$

At this stage, several worth noting observations can be made. First, although the analytical tangent modulus $C^{ep}$ possesses the minor and major symmetry, the resulting modulus $\mathbf{L}$ has none of these symmetries due to the particular expressions of tensors $C_1$, $C_2$ and $C_3$. Additionally, the latter fourth-order tensors, which only depend on the stress components and will be referred to in what follows as the convective
stress terms, originate from the large-strain framework. In a small-strain bifurcation analysis, only the analytical tangent modulus is included in the expression of the acoustic tensor, which then becomes fully symmetric. For some metallic materials, the effect of these convective stress components on the predicted localization strains may be small compared with the role of the analytical tangent modulus when the magnitude of these stress components is much smaller than that of the elasticity tensor. This statement will be further investigated through the prediction of the critical state associated with loss of ellipticity, based on the above-derived localization criterion.

In practice, the localization condition given in Eq. (25) represents a minimization problem in which the function to minimize depends only on the normal to the localization band. Inspection of the variation of the determinant of the acoustic tensor with the three-dimensional orientation of the normal to the localization band reveals a complex evolution with several local minima, so that available efficient optimization procedures cannot be used. Consequently, in this study, the global minimum is determined by systematically scanning the entire range of possible orientations of the normal \( \mathbf{n} \) (see, e.g., Haddag et al., 2009).

4. Simulation results and discussion

In the previous sections, the GTN model was described in detail along with its coupling with the Rice localization criterion. In this section, the resulting coupling will be applied to a selection of ductile materials to investigate the occurrence of strain localization and, more specifically, the respective impact of the damage mechanisms and the dense matrix hardening parameters on the predicted limit strains.

4.1 Materials selection and associated parameters

The application of elastic–plastic–damage models to strain localization predictions is restricted by the availability of the damage model parameters, along with experimental measures of ductility limits or other data characterizing the material state at the onset of strain localization. In this paper we use a set of material data published by Brunet and co-workers (Brunet et al., 1998; Mguil, 1997). These are steels and aluminum alloys, typically used in the metal forming industry. One steel and three aluminum alloys were tested by Brunet et al. (1998) and the associated GTN model parameters were identified. Similar data is available in Mguil (1997) for two additional steels. The corresponding material parameters, obtained from the above references, are reported in Tables 1 and 2. Parameter \( q_3 \) is taken to be equal to \( q_i^2 \) in many references; in this study, this value is slightly modified (i.e., \( q_3 = 2.15 \) rather than 2.25) to allow for the singularity of the acoustic tensor for certain loading paths in the positive biaxial stretching domain (e.g., in the neighborhood of balanced biaxial tension).
Table 1

Elastic properties and Swift’s hardening parameters (pertaining to the fully dense matrix material) for the entire set of ductile materials investigated.

<table>
<thead>
<tr>
<th>Material</th>
<th>$E$ (MPa)</th>
<th>$\nu$</th>
<th>$k$ (MPa)</th>
<th>$\varepsilon_0$</th>
<th>$n$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Al5182</td>
<td>70,000</td>
<td>0.33</td>
<td>371.2</td>
<td>0.00324</td>
<td>0.170</td>
</tr>
<tr>
<td>Al5754</td>
<td>70,000</td>
<td>0.33</td>
<td>309.1</td>
<td>0.00173</td>
<td>0.177</td>
</tr>
<tr>
<td>Al6016</td>
<td>70,000</td>
<td>0.33</td>
<td>388.3</td>
<td>0.00975</td>
<td>0.220</td>
</tr>
<tr>
<td>Mild steel</td>
<td>198,000</td>
<td>0.3</td>
<td>551.1</td>
<td>0.00954</td>
<td>0.279</td>
</tr>
<tr>
<td>XES steel</td>
<td>198,000</td>
<td>0.3</td>
<td>551.1</td>
<td>0.00954</td>
<td>0.280</td>
</tr>
<tr>
<td>ULC/Ti</td>
<td>207,836</td>
<td>0.3</td>
<td>599.3</td>
<td>0.00352</td>
<td>0.260</td>
</tr>
</tbody>
</table>

Table 2

Parameters of the GTN damage model for the entire set of ductile materials investigated.

<table>
<thead>
<tr>
<th>Material</th>
<th>$f_0$</th>
<th>$s_N$</th>
<th>$\varepsilon_N$</th>
<th>$f_N$</th>
<th>$f_{cr}$</th>
<th>$\delta_{GTN}$</th>
<th>$q_1$</th>
<th>$q_2$</th>
<th>$q_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Al5182</td>
<td>0.001</td>
<td>0.1</td>
<td>0.270</td>
<td>0.035</td>
<td>0.00213</td>
<td>10</td>
<td>1.5</td>
<td>1.0</td>
<td>2.15</td>
</tr>
<tr>
<td>Al5754</td>
<td>0.001</td>
<td>0.1</td>
<td>0.320</td>
<td>0.034</td>
<td>0.00284</td>
<td>7</td>
<td>1.5</td>
<td>1.0</td>
<td>2.15</td>
</tr>
<tr>
<td>Al6016</td>
<td>0.001</td>
<td>0.1</td>
<td>0.276</td>
<td>0.036</td>
<td>0.01520</td>
<td>15</td>
<td>1.5</td>
<td>1.0</td>
<td>2.15</td>
</tr>
<tr>
<td>Mild steel</td>
<td>0.001</td>
<td>0.1</td>
<td>0.210</td>
<td>0.039</td>
<td>0.0601</td>
<td>5</td>
<td>1.5</td>
<td>1.0</td>
<td>2.15</td>
</tr>
<tr>
<td>XES steel</td>
<td>0.001</td>
<td>0.1</td>
<td>0.500</td>
<td>0.040</td>
<td>0.04</td>
<td>5</td>
<td>1.5</td>
<td>1.0</td>
<td>2.15</td>
</tr>
<tr>
<td>ULC/Ti</td>
<td>0.001</td>
<td>0.1</td>
<td>0.500</td>
<td>0.040</td>
<td>0.04</td>
<td>5</td>
<td>1.5</td>
<td>1.0</td>
<td>2.15</td>
</tr>
</tbody>
</table>

Figs. 4 and 5 summarize the experimental uniaxial tensile results for the materials taken from Brunet et al. (1998) and Mguil (1997), along with the predictions of the GTN model using the corresponding parameters. All of the stress–strain curves depict the true (Cauchy) stress versus the true (logarithmic) strain. Note that the experimental curves are restricted by the small range of uniform deformation, which is marked by a limit point corresponding to the maximum load, as defined by Considère’s criterion. Note also that for the XES and ULC/Ti steels, no experimental tensile results were available in the literature. In order to verify the accuracy of our numerical predictions, the calculations were also performed with the built-in GTN model available in Abaqus/Explicit. As shown in the figures, these simulations coincide with those obtained with the developed UMAT subroutine. Differences between the simulated and experimental curves are observed in some cases, illustrating the difficulty to accurately identify material parameters for constitutive models having a large number of parameters. These discrepancies may also be explained by the material parameters being identified on a small range of strain (i.e., corresponding to the range of uniform elongation of the tensile specimens). Therefore, these sets of material parameters and experimental results are only used for illustration purposes. The aim of the current work is to investigate the correlations between the elastic–plastic–damage model and the localization limits, rather than an in-depth confrontation to experiments. The latter would require accurate parameter identification up to large strains – of the same order of magnitude as the critical localization strains. Instead, we intend to emphasize the impact of these parameters on the predicted limit strains in order to determine the most important ones. This information may prove useful for
setting up accurate identification procedures focusing on the most influential parameters, which is a prerequisite to any proper quantitative comparison with experiments for validation purposes.

Fig. 4. Experimental and numerical uniaxial tensile stress–strain curves (left) and predicted void volume fraction (right) for the three selected aluminum materials: (top) Al5182, (middle) Al5754 and (bottom) Al6016. The material parameters were taken from Brunet et al. (1998).
Fig. 5. Experimental and numerical uniaxial tensile stress–strain curves (left) and predicted void volume fraction (right) for the three selected steel materials: (top) Mild steel, (middle) XES steel and (bottom) ULC/Ti steel. The material parameters were taken from Brunet et al. (1998) and Mguil (1997).
4.2 Strain localization analysis for typical loading paths

As clarified in the Introduction and in Section 3, the strain localization approach undertaken here is based on a three-dimensional bifurcation analysis from a homogeneous pre-localization state. Such a material instability analysis is usually conducted by imposing all-around displacement boundary conditions so as to rule out geometric instabilities. An element of a solid is thus considered subject to displacement boundary conditions, which in a homogeneous and homogeneously deformed solid would give rise to a uniform deformation field, and conditions are sought under which bifurcation into a localized band mode can occur. This also amounts to considering an infinite block of material, homogeneously deformed through remote loading. In our analysis, this is practically obtained by considering a single finite element, with a single integration point, so as to reproduce various homogeneous stress and strain states until the onset of bifurcation. It is worth noting that in a finite body, structural (geometric) effects, such as diffuse necking, would interrupt this ideal situation of homogeneous deformation before the material instability corresponding to a localized band mode. Consequently, the localization limit strains predicted with an infinite band bifurcation approach are expected to provide an upper bound to those determined experimentally. In the distinct but related context of localized necking in thin metal sheets, Brunet et al. (1998) and Mguil (1997) determined experimental FLDs to which they compared their numerical predictions of limit strains. As previously explained, our three-dimensional bifurcation results are not intended to be quantitatively compared to sheet necking analyses for essentially two reasons. The first is that in the latter case, two-dimensional continua are considered under plane stress conditions, and thus different localization modes are sought. The second reason is that thin metal sheets are finite structures, and as such inherently affected by diffuse necking in experiments. Despite these limitations, an attempt is made to qualitatively compare our bifurcation predictions with the experimentally measured FLDs. To allow for these qualitative comparisons, linear strain paths, inspired from those conventionally applied to in-plane stretched metal sheets in the FLD context, will be remotely prescribed to our infinite block of material. The ductility limits, thus predicted, are represented in terms of curves, referred to as ellipticity loss diagrams (ELDs), which are qualitatively compared in Fig. 6 to the experimental FLDs determined in Brunet et al. (1998) and Mguil (1997). Although qualitative, this comparison is suggestive in several respects. First of all, it can be observed that the difference in terms of overall ductility limit level between aluminum alloys and steels, respectively, is well reproduced. Furthermore, for the steel materials, the developed approach appears as an upper bound with respect to the classical concept of FLDs, as expected from the theory. In particular, for the ULC/Ti steel, the predicted ELD has a shape comparable to that of the experimental FLD. For the aluminum alloys, however, the fact that some of the predicted localization strains fall below their counterparts experimentally measured limit strains seems to corroborate with the observation that the damage evolution was overestimated by a large extent (see the corresponding steep evolution of void volume fraction shown in Figs. 4(b), 4(d) and 4(f) and the associated discussion in subsection 4.1.1). Inspection of the damage parameters reported in Table 2, suggests that the identified values for the critical porosity of the aluminum alloys are unusually small (e.g., of the order of 0.2% for the Al5182 aluminum alloy), which make it plausible that the damage evolution for the aluminum alloys was overestimated, through identification of premature coalescence initiation. This issue will be further analyzed and discussed in the sequel.

Further assessment of the bifurcation results is possible through analyzing the amount of damage that has developed prior to localization for the different strain paths investigated. The simulations reveal that the plane
strain loading path is the most susceptible to localization, consistent with many theoretical investigations and experiments from the literature (see, e.g., Clausing, 1970; Rice, 1976; Yamamoto, 1978). For illustration, the simulated stress–strain responses until localization are provided in Figs. 7(a) and 7(b) for two materials (Al5182 aluminum and XES steel) and three different strain paths: uniaxial tension (UT), plane strain tension (PST) and balanced biaxial tension (BBT). For the PST loading path, localization is predicted for both materials around the peak of the stress–strain curve, while for UT and BBT strain paths, which are the most resistant to localization, bifurcation is predicted deeper in the softening range. In other words, the value of the critical hardening modulus for localization bifurcation is found close to zero for the PST loading path, while it is strongly negative for the other strain paths represented in the ELDs. These results are consistent with those reported in Yamamoto (1978), where only two loading paths (UT and PST) were investigated (see also, Needleman and Rice, 1978; Saje et al., 1982). Note that in Fig. 7, the end of each stress–strain curve indicates the limit strain associated with localization, as predicted by the singularity of the corresponding acoustic tensor. The evolution of the minimum of the determinant of the acoustic tensor (until its singularity) along each loading path is shown in Figs. 7(c) and 7(d). These results are also consistent with those found by Haddag et al. (2009), who adopted a similar approach that involved the coupling of continuum damage mechanics with Rice’s localization criterion. Another qualitative validation is related to the ductility ratio, defined as the ratio of PST critical strain to UT critical strain. The experiments conducted by Clausing (1970) report a ductility ratio in the range of 0.17 to 0.72 for a variety of steels including mild and high strength steels. The values of the predicted ductility are found in qualitative agreement with those reported in the experiments by Clausing (1970) and Fisher (1980), and the ductility ratio calculated for all of the investigated materials fall in the range experimentally determined by Clausing (1970) and corroborated by subsequent theoretical investigations (see, e.g., Yamamoto, 1978; Needleman and Rice, 1978; Saje et al., 1982).
Fig. 6. Comparison between the simulated ELDs, predicted by the GTN–Rice bifurcation approach, and the experimental FLDs from Brunet et al. (1998) and Mguil (1997).
Fig. 7. Stress–strain responses until localization for three different loading paths for (a) XES steel and (b) Al5182 aluminum alloy. The evolution of the corresponding minimum of the determinant of the acoustic tensor $Q$ is given in (c) and (d), normalized by its elastic value $Q^0$.

A last qualitative check relates to localization along the PST loading path. For this particular strain path, which is very prone to localization, a number of literature results report that localization may be predicted at realistic strain levels, only driven by void growth and/or nucleation. Accordingly, coalescence is not required to occur well before localization for the PST strain path. This has been verified for all of the materials investigated; however, for two aluminum alloys (the Al5182 and Al5754, for which unusually small critical porosities were identified), coalescence is found to initiate much before localization bifurcation, which again corroborate the possibility that the associated damage evolution was overestimated.
4.3 Effect of the GTN damage parameters on the limit strain predictions

In this subsection, the effect of the GTN damage parameters on the prediction of ductility limits, depicted in terms of ELDs, is investigated. These parameters are separated into three groups according to the three mechanisms leading to ductile fracture (i.e., nucleation, growth and coalescence). The results of this parameter sensitivity study are obtained by varying one parameter at a time, while the remaining parameters are maintained at a constant level, corresponding to the values in Tables 1 and 2. Each parameter undergoes an increase and a decrease relative to its initial value; the latter intermediate value corresponds to the reference curve associated with the parameters listed in Tables 1 and 2. For conciseness, the results of this investigation are only reported for the XES steel and the Al5182 aluminum alloy.

4.3.1 Effect of the nucleation parameters

Figs. 8(a)–8(f) illustrate the sensitivity of the ductility limits, via the associated ELDs, to the nucleation parameters $N_f$, $N_\varepsilon$, and $N_s$. The impact of parameter $N_f$ on the ductility limit is shown in Figs. 8(a) and 8(b) for the XES steel and Al5182 aluminum alloy, respectively. Considering the physical significance of this parameter (i.e., the volume fraction of inclusions that are likely to nucleate), it is expected that larger values of parameter $N_f$ induce rapid damage within the material, thereby promoting early plastic flow localization. This expectation is confirmed by Figs. 8(a) and 8(b), which demonstrate that the predicted ELDs are lowered as parameter $N_f$ increases. This relationship is also easily understandable when examining Eq. (7), which provides the evolution equation of void nucleation. This equation reveals that $A_N$, which controls the nucleation rate, is a monotonously increasing function of parameter $N_f$; thus, larger $N_f$ values result in faster nucleation.

The impact of parameter $N_\varepsilon$ on the ductility limit is illustrated in Figs. 8(c) and 8(d). Again, the physical significance of this parameter (i.e., the equivalent plastic strain for which half of the inclusions have nucleated) suggests that larger values of this parameter tend to delay the damage development and, accordingly, the occurrence of material instability. This relationship is also confirmed in Figs. 8(c) and 8(d), which demonstrate that the predicted ELDs are higher as parameter $N_\varepsilon$ is increased.
Fig. 8. Effect of nucleation parameters on the prediction of the ELDs for the two selected materials: XES steel (left) and Al5182 aluminum alloy (right).
Finally, the impact of the parameter $s_N$, which represents the standard deviation on $\varepsilon_N$, on the ductility limit is illustrated in Figs. 8(e) and 8(f). First, it can be observed that the effect of $s_N$ on the Al5182 aluminum alloy is more pronounced than on the XES steel. This fact can be explained as follows: although parameter $s_N$ undergoes the same variations in both materials, these variations are proportionally larger for the Al5182 aluminum alloy because $\varepsilon_N$ is smaller for this material (see Table 2). Additionally, it is difficult to expect a general trend for the impact of $s_N$ on ductility, considering its basic mathematical definition (i.e., standard deviation on $\varepsilon_N$). This preliminary observation is confirmed in Figs. 8(e) and 8(f), which reveal that increasing the parameter $s_N$ results in a decrease in the ductility of the Al5182 aluminum alloy, while the opposite relationship is observed for the XES steel. Examination of Eq. (7) again indicates that $A_N$ is not a monotonous function of $s_N$, as is also shown from the expression of its derivative with respect to $s_N$:

$$\frac{\partial A_N}{\partial s_N} = \frac{f_N}{\sqrt{2\pi s_N^4}} \left[ (\varepsilon^p - \varepsilon_N)^2 - s_N^2 \right] \exp \left[ -\frac{1}{2} \left( \frac{\varepsilon^p - \varepsilon_N}{s_N} \right)^2 \right].$$

This derivative reveals that $A_N$ is an increasing function of $s_N$ for small values of the equivalent plastic strain, while it becomes a decreasing function of $s_N$ beyond a certain threshold, which depends on the material parameters. Therefore, if plastic flow localization occurs for strain levels that are below this threshold, then larger values of $s_N$ induce earlier strain localization, whereas the opposite is expected to happen when plastic flow localization occurs for strain levels beyond this threshold.

Figs. 9 and 10 display the corresponding evolution of the Cauchy stress and void volume fraction until localization when the parameters $f_N$, $\varepsilon_N$, and $s_N$ are varied for the Al5182 aluminum alloy and XES steel, respectively. Figs. 9(a)–9(d) and 10(a)–10(d) confirm the previously discussed trends for the impact of the parameters $f_N$ and $\varepsilon_N$, which can also be basically interpreted as follows: a faster evolution of void volume fraction tends to promote early strain localization. For parameter $s_N$, however, a comparison between Figs. 9(e)–9(f) and Figs. 10(e)–10(f) reveals that, unlike the Al5182 aluminum alloy, there is a strain threshold for the XES steel beyond which the void volume fraction increases more rapidly for smaller values of $s_N$. This description completes the above discussion and explains why parameter $s_N$ appears to reflect an effect on the ductility limit of the XES steel that is the opposite of that of the Al5182 aluminum alloy.
Fig. 9. Evolution of the Cauchy stress and void volume fraction until localization along the BBT strain path when parameters $f_N$, $\varepsilon_N$ and $s_N$ are varied for the Al5182 aluminum alloy.
Fig. 10. Evolution of the Cauchy stress and void volume fraction until localization along the UT strain path when the parameters $f_N$, $\varepsilon_N$, and $s_N$ are varied for the XES steel.
Note that all of the simulation results in terms of stress–strain response and void volume fraction evolution were validated with respect to the built-in GTN model available in Abaqus/Explicit (which includes the coalescence phenomenon); some of these validation curves are shown in Fig. 10 for illustration. In particular, some of the stress–strain responses exhibit a sudden change in their slope close to the maximum stress (see, e.g., Figs. 5 and 10). This non-smoothness is correspondingly encountered in plots of the “effective” porosity evolution at the same values of strain, and this corresponds to the start of the coalescence regime, which involves a discontinuity in the “fictitious” effective porosity rate (see Eq. (9)).

A noteworthy observation from the strong impact of the void nucleation parameters on the stress–strain responses (see, e.g., Fig. 9) concerns the closely related issue of material parameter identification. To illustrate this, we restrict attention to one of the void nucleation parameters (e.g., $\varepsilon_N$) and we report in Fig. 11(a) the corresponding stress–strain responses along with the experimental uniaxial tensile test. Fig. 11(a) shows that, for the selected variations of parameter $\varepsilon_N$, the uniaxial stress–strain response is noticeably affected only at moderate or large strains; consequently, identifying the damage parameters using only the small range of uniform elongation of the tensile specimen would result in a non-negligible error on the actual value of $\varepsilon_N$. This uncertainty on this parameter value would lead, in turn, to a potential error on the associated ELD (see Fig. 11(b)). Consequently, post-necking investigation of tensile tests (Mirone, 2004; Dunand and Mohr, 2010; Tardif and Kyriakides, 2012), or alternative non-uniform mechanical tests (Haddadi and Belhabib, 2012) must be used to reliably identify these parameters. In this sense, the current parameter sensitivity study could provide useful information for such sample design and parameter identification.

Fig. 11. Uniaxial tensile responses (a) and the associated ELDs (b) for the Al5182 aluminum alloy; effect of variation of parameter $\varepsilon_N$. 
4.3.2 Effect of the initial porosity

The initial porosity is one of the key parameters of the Gurson-type damage models (Pardoen and Hutchinson, 2000; Zhang et al., 2000). Because the material void volume fraction increases from this initial value through the mechanisms of nucleation, growth and coalescence, higher values of initial porosity tend to accelerate the damage process, leading to material instability. Figs. 12(a) and 12(b) reflect the sensitivity of the ELDs to the initial porosity for the XES steel and Al5182 aluminum alloy, respectively; as expected, the ELDs are lowered as the parameter $f_0$ increases. For the largest value of this parameter ($f_0 = 0.01$), the ELD of the Al5182 aluminum alloy is dramatically lowered because, at such a high value, the material has already entered the coalescence stage. One can also observe that for very small initial porosity values, the ELDs are only slightly affected because, in such a range of porosity, nucleation is the dominant mechanism responsible for damage evolution (see Eqs. (6)–(9)). This observation is consistent with the results obtained by Li and Huang (2005), which show that the void growth mechanism is negligible below a critical void size.

Note, however, that the above-predicted destabilizing effect of increasing the initial porosity, although in qualitative agreement with widely reported literature results and experiments, should be somewhat mitigated. Indeed, in the above parameter sensitivity analysis, only one parameter is varied at a time, which does not account for possible mutual influence. In practice, it has been shown that the coalescence parameters, i.e., the critical porosity $f_{cr}$ and the void volume fraction at final fracture $f_R$, depend strongly on the initial porosity $f_0$ (see, e.g., Becker et al., 1988; Koplik and Needleman, 1988; Zhang and Hauge, 1999). In fact, the critical porosity $f_{cr}$ increases with increasing the initial porosity, which correspondingly delays the coalescence stage; therefore, the destabilizing effect predicted with an increase in the initial porosity alone should be somehow moderated.

![Fig. 12. Effect of the initial porosity on the predicted ELDs for the two selected materials: XES steel (left) and Al5182 aluminum alloy (right).](image-url)
4.3.3 Effect of the coalescence parameters

The influence of the parameters that govern the coalescence mechanism on the predicted limit strains is also investigated. Figs. 13(a) and 13(b) reflect the impact of the critical porosity $f_{cr}$ on the prediction of the ductility limits for the two selected materials. It is found that the ELDs are lowered as parameter $f_{cr}$ decreases, consistently with the role of this critical porosity that triggers the coalescence regime (see Eq. (9)). With regard to the influence of the ‘acceleration’ term $\delta_{GN}$, Figs. 13(c) and 13(d) show that increasing $\delta_{GN}$ tends to reduce the predicted ductility limits. These observed trends are in accordance with the role of this parameter in accelerating the void coalescence and confirm that this phenomenon is a limiting factor for ductility. It can be observed, however, that the predicted PST limit strain is not affected by varying the ‘acceleration’ coalescence parameter $\delta_{GN}$ in the case of the XES steel (see Fig. 13(c)), while it is sensibly affected for the Al5182 aluminum alloy (see Fig. 13(d)). This difference is due to the unusually low critical porosity identified for the Al5182 aluminum alloy, resulting in initiation of coalescence along the PST strain path well before localization, as already discussed previously.

The role of the coalescence mechanism is important to underline in several respects. First, this mechanism has been introduced by Tvergaard and Needleman (1984) to allow predicting material failure at realistic values of porosity. In the current work, this mechanism allows us to predict flow localization at realistic strain levels for the full range of loading paths varying from UT to BBT. Recall that earlier investigations, considering only the void growth effect (e.g., Yamamoto, 1978), or combined void growth and nucleation effects (e.g., Saje et al., 1982), predicted localization bifurcation at a realistic strain level only for plane strain tension, and hence had to resort to initial imperfections, analogously to an M–K type analysis.

It is also important to emphasize the significant influence of the coalescence parameters on the predicted limit strains (see Fig. 13), in consideration of its implications for the related issue of material parameter identification. Focusing attention on the ‘acceleration’ parameter, we show in Fig. 14 that the predicted localization point, for UT or BBT strain paths, is located at small (almost vanishing) values of stress for small values of $\delta_{GN}$, while it may be located at larger stress values (up to close to the peak stress) for large values of $\delta_{GN}$. It is noteworthy that values of $\delta_{GN}$ as large as 300 have been identified for aluminum alloys (Li et al., 2011).

From the above parameter sensitivity analysis, it clearly appears that the proper identification of the coalescence parameters is a key issue for accurate flow localization predictions. The two independent coalescence parameters in the GTN model are the critical porosity $f_{cr}$ and the void volume fraction at final fracture $f_R$, or equivalently $f_{cr}$ and $\delta_{GN}$, the latter being inversely proportional to the difference $(f_R - f_{cr})$ (see, Eq. (9)). Early experimental coalescence studies (Brown and Embury, 1973; Goods and Brown, 1979) and numerical model analyses (Andersson, 1977) suggested values of $f_{cr}$ and $f_R$ of the order of 0.15 and 0.25, respectively. However, more recent cell model studies (see, e.g., Becker et al., 1988; Koplik and Needleman, 1988) suggest that $f_{cr}$ and $f_R$ vary slowly with the dense matrix strain hardening and with the stress triaxiality, but depend strongly on the initial porosity. Such a decrease of $f_{cr}$ and $f_R$ with the initial porosity lends support to high values of $\delta_{GN}$, as those recently identified in Li et al. (2011).
Fig. 13. Effect of coalescence parameters on the prediction of the ELDs for the two selected materials: XES steel (left) and Al5182 aluminum alloy (right).
4.4 Effect of the dense matrix hardening parameters

In this subsection, we investigate the impact on the predicted limit strains of the parameters that govern the strain hardening of the fully dense matrix material. The latter is modeled with the Swift isotropic hardening law, as described by Eq. (2). Fig. 15 shows the influence of the Swift hardening parameters \( k \), \( \epsilon_0 \) and \( n \) on the predicted ELDs for both selected materials. For the GTN model coupled with the bifurcation approach, the effect of the hardening parameters on the localization predictions appears to be much less significant compared with the impact of the damage-related parameters. This difference may be attributable, in part, to the dominant mechanism in the GTN–Rice coupling, which is the damage-induced softening that
ultimately leads to material instability. However, caution should be taken not to interpret these parameter sensitivity results as: ‘material ductility is insensitive to the material hardening’. Indeed, on the one hand, as pointed out by Needleman and Rice (1978), the hardening parameters in the Gurson model are those of the fully dense matrix material and not of the void–matrix aggregate. And on the other hand, it has been shown that for actual materials (see, e.g., Faleskog et al., 1998), the values of the GTN parameters $q_1$, $q_2$ and $q_3$ sensibly depend on the matrix hardening characteristics. Accordingly, in the above sensitivity analysis, appropriate consideration of the dependence of the $q_i$ values on the hardening characteristics is likely to provide more perceptible effects for the latter. The above-mentioned reservations in the interpretation of the numerical sensitivity analysis to the hardening parameters will be further discussed in what follows.

The above reservations aside, the results in Fig. 15 will be further interpreted using the concept of critical hardening modulus. Unlike the plane strain tension loading path, it has been shown in section 4.2 that most of the loading paths require a strongly negative hardening modulus for localization bifurcation (see also, e.g., Needleman and Rice, 1978). Therefore, because the hardening modulus of the matrix material is positive, only damage-induced softening can bring the effective hardening modulus of the void–matrix aggregate to such negative values. This explains, in part, why for most of the loading paths illustrated in Fig. 15, especially in the extreme parts of the ELDs, varying the dense matrix hardening parameters minimally modifies the predicted limit strains. To complete the explanation, we report in Fig. 16 the evolution of the Cauchy stress and void volume fraction until localization for the Al5182 aluminum alloy along the BBT loading path. In contrast to the impact of the damage parameters previously discussed, Fig. 16 reveals that the porosity evolution is insensitive to the matrix hardening parameters. This issue in the GTN model is due to its original derivation based on an ideal-plastic matrix material. This was pointed out by Leblond et al. (1995), who proposed a modification of the Gurson relation to account for strain hardening effects on void growth rate, while Faleskog et al. (1998) suggested a systematic micromechanics calibration of the $q_i$ parameters in order for the GTN model to reproduce the observed effects of strain hardening on void growth rate, which were earlier revealed by Tracey (1971).
Fig. 15. Effect of the dense matrix hardening parameters on the prediction of the ELDs for the two selected materials: XES steel (left) and Al5182 aluminum alloy (right).
Fig. 16. Evolution of the Cauchy stress and void volume fraction until localization along the BBT strain path when the parameters $k$, $\varepsilon_0$, and $n$ are varied for the Al5182 aluminum alloy.
For the plane strain tension loading path, which is the most susceptible to flow localization, as it requires a critical hardening modulus close to zero, the effect of the hardening parameters is more perceptible (see Figs. 15(e) and 15(f)). To highlight this effect, another representation is provided in Fig. 17, where the evolution of the critical localization strain with the initial porosity is plotted for different values of the dense matrix hardening coefficient $n$. As expected, Fig. 17 better emphasizes the effect of parameter $n$ for the PST strain path, with the PST critical strain increasing with the hardening coefficient $n$. It is noteworthy that for this strain path, localization is predicted at smaller porosity, and thus for such small values of void volume fraction, the matrix hardening characteristics should be more representative of those of the void–matrix aggregate. These results are consistent with those reported in Yamamoto (1978), where the original Gurson model restricted to the void growth effect was applied only for the plane strain tension loading path, while we extend here the bifurcation analysis to the modified GTN model including the void nucleation and
coalescence mechanisms and enlarge the investigation to the full range of loading paths varying from UT to BBT.

Another qualitative validation concerns the ductility ratio (i.e., ratio of PST critical strain to UT critical strain) for different values of the hardening exponent $n$. This ratio is found to increase with increasing $n$, for all studied materials, consistent with previous model analyses (see, e.g., Yamamoto, 1978; Needleman and Rice, 1978; Saje et al., 1982) and experiments (see, Clausing, 1970); moreover, this ductility ratio is found to fall in the range revealed by the above literature studies, and to follow the observed trend that it is the PST ductility, rather than the UT ductility, which is most affected by variations in the hardening characteristics.

In the distinct but related context of localized necking in thin metal sheets, several investigations have addressed the effect of strain hardening on material formability, mostly by means of the maximum-force-based criteria. These criteria were originally designed to predict diffuse necking, as proposed by Swift (1952), and then specifically extended to be able to predict localized necking, which occurs after diffuse necking has developed (Hora et al., 1996). For example, for a rigid–plastic von Mises constitutive model that considers Hollomon’s isotropic hardening law, the limit strains based on Swift’s and Hora’s criteria under plane stress conditions are directly proportional to the hardening coefficient $n$. This shows that hardening has a non-negligible impact on the formability limits predicted with these maximum-force-based criteria when combined with simple constitutive equations (e.g., rigid-plasticity with isotropic hardening and no coupling with damage). The imperfection-based formability prediction approach proposed by Marciniak and Kuczynski (1967) is also sensitive to the hardening parameters, as shown in several studies (e.g., Zhao et al., 1996). Even predictions based on bifurcation theory have been shown to be sensitive to hardening in the context of localized necking in thin metal sheets (see, e.g., Stören and Rice, 1975; Doghri and Billardon, 1995). In Stören and Rice (1975), the use of a finite-strain version of the $J_2$ deformation theory of plasticity, which introduces yield surface vertex effects, makes it possible to predict bifurcation in the range of positive hardening moduli, where strain hardening plays a non-negligible role. In Doghri and Billardon (1995), however, damage-induced softening is required for bifurcation along certain strain paths; nevertheless, within the adopted continuum damage mechanics framework with strong coupling (see, e.g., Lemaitre, 1992), the hardening characteristics do affect the evolution of damage.

To summarize, for the current GTN constitutive model coupled with bifurcation theory, it appears that strain localization is essentially controlled by the damage-induced softening and the corresponding parameters. As a practical implication of this parametric study, the precise identification of the GTN damage parameters seems to be a prerequisite for accurate strain localization analyses based on Rice’s bifurcation criterion.

4.5 Effects of prestrain and of convective stress components

In this subsection, we analyze the effects on the prediction of strain localization of a prestrain and of the so-called convective stress terms, respectively. Note that these convective stress terms originate from the large-strain framework (see Eqs. (26)–(30)) and enter the expression of the tangent modulus $L$ in Eq. (31), on which the expression of the acoustic tensor is based. When these terms are omitted, the tangent modulus $L$ is reduced to the analytical elastic–plastic tangent modulus in Eq. (16). For certain metallic materials, these convective stress terms are small in magnitude compared with the elasticity tensor, and it seems then reasonable to expect that their effect on flow localization predictions may be small (e.g., when the ratio of the
initial yield stress to the Young modulus is of the order of $10^{-3}$ or less). For the two selected materials, the ductility predictions are provided in Fig. 18, showing the effects of a prestrain and of the convective stress terms, respectively.

For the influence of a prestrain on the predicted ELDs, two different types of prestrain are considered, namely a 10% uniaxial tensile prestrain and a 5% balanced biaxial tensile prestrain. The ELDs obtained by application of linear strain paths without prestrain are called ‘direct ELDs’ and shown in Figs. 18(a) and 18(b), while those obtained after prestrain are referred to as ‘sequential ELDs’ and reported in Figs. 18(c) and 18(d). These results reveal that, with respect to the direct ELDs, the sequential ELDs are translated to the left, for uniaxial tensile prestrain, while they are translated to the right, for balanced biaxial tensile prestrain. These predictions are in accordance with previously reported results, related either to three-dimensional flow localization analyses (see, e.g., Franz et al., 2009b; Haddag et al., 2009), or pertaining to plane stress localized necking studies in the context of thin metal sheets (see, e.g., Stoughton and Zhu, 2004; Stoughton and Yoon, 2011).

With regard to the convective stress components, Fig. 18 reveals that their effect on the predicted ELDs is negligibly small for both studied materials and both loading conditions (i.e., with and without prestrain). Therefore, these results suggest that the use of the analytical elastic–plastic tangent modulus, with no convective stress terms, is sufficient for analyzing the ductility limits of the investigated materials without loss of accuracy. This simplifying assumption is often made in the literature; the above-discussed results represent a numerical verification of validity of such an assumption. In relation with the concept of critical hardening modulus, the results above are also consistent with those of Rudnicki and Rice (1975), who developed the critical hardening modulus in terms of an expansion in the stress/elastic modulus ratio, showing that neglecting the convective stress components amounts to restricting this expansion to the zero-th order term. For most of the strain paths investigated, localization bifurcation requires a strongly negative hardening modulus, which is essentially characterized by the zero-th order term in the expansion, and hence the above simplifying assumption is fully justified. However, when the zero-th order term in the critical hardening modulus expansion is itself small, as in the case of plane strain tension where it is around zero, the convective stress components may have some non-negligible effect.
Fig. 18. Effects of the convective stress terms and of a prestrain (10% uniaxial tensile prestrain and 5% balanced biaxial tensile prestrain) on the prediction of the ELDs for the two selected materials: XES steel (left) and Al5182 aluminum alloy (right).

5. Concluding remarks and discussion

In this study, the GTN elastic–plastic–damage modeling has been combined with the Rice localization criterion, which is based on bifurcation theory, to investigate the localization of deformation into narrow planar bands. The resulting coupling, with governing equations derived within a large-strain, fully three-dimensional framework, has been implemented into the static implicit FE code Abaqus/Standard. This approach is then applied to the prediction of ductility, set by plastic flow localization, for a representative selection of ductile materials taken from the literature. The corresponding ductility limit predictions,
associated with linear strain paths typical of those applied to metals under in-plane biaxial stretching, are represented in terms of ellipticity loss diagrams and discussed in some details with respect to previously reported literature results and experiments.

The current work parallels and enlarges the earlier investigation by Yamamoto (1978) where, by considering only the mechanism of void growth in the original Gurson model, it was found that it is necessary to introduce some form of initial imperfection to predict localization strains at a realistic level. Several subsequent contributions extended the analysis to include various effects, such as void nucleation, strain-rate sensitivity, yield surface curvature, while still restricting the analysis to the growth of initial imperfections and only particular strain paths, such as plane strain tension or axisymmetric uniaxial tension. In the current analysis, however, by accounting for all mechanisms of growth, nucleation, and coalescence, within the GTN damage model, localization bifurcation is predicted at realistic strain levels for the full range of strain paths varying from UT to BBT. Also, the associated ductility limits are found in qualitative agreement with literature results and experiments.

A sensitivity analysis, with respect to the material parameters, was then conducted on two selected materials, an Al5182 aluminum alloy and an XES steel, to identify the most influential parameters on the ductility limit predictions. These parameters were divided into several groups to disclose their respective impacts on strain localization and to discuss their effects based on physical or mathematical considerations. The obtained results were in accordance with the physical interpretation of the GTN parameters. The damage-related parameters were shown to have a significant impact on the predicted limit strains. In contrast, the dense matrix hardening parameters had much smaller effects on the prediction of the limit strains with this bifurcation approach compared with the predominant role played by the damage parameters. These general trends are attributable, in part, to the dominant mechanism in the GTN–Rice modeling, which is the damage-induced softening that ultimately leads to the material instability. However, caution should be taken in interpreting the numerical sensitivity analysis with respect to the hardening parameters, as the latter pertain to the fully dense matrix material and not to the void–matrix aggregate. In addition, the actual influence of material hardening on ductility should be more consistently undertaken within an improved version of the GTN model that accounts for the strain hardening effect on void growth rate (see, e.g., Leblond et al., 1995), or by appropriate consideration of the dependence of the $q_i$ values on the matrix hardening characteristics (see, e.g., Faleskog et al., 1998).

For the PST strain path, which is very prone to strain localization, the effect of hardening has been found to be more noticeable, consistent with previously reported literature results. This is explained by inspecting the critical hardening modulus required for bifurcation, which is close to zero for the particular PST strain path, while it is found to be strongly negative for the other strain paths investigated. Several features or mechanisms, not considered in the current analysis, are likely to bring the critical hardening modulus to higher levels, which in turn would bring some of the localization sensitivity predictions more in line with commonly observed trends. One of the most influential aspects is related to the initial imperfections (i.e., geometric or materials inhomogeneities), inherently present in actual materials, which significantly reduce the predicted limit strains as compared to the bifurcation approach (Yamamoto, 1978). Similar features that promote flow localization are expected from the introduction of a yield surface vertex or non-normality in the plastic flow (Rudnicki and Rice, 1975). With this regard, the use of stress-controlled rather than strain-controlled nucleation leads to non-normality along with its corresponding well-known destabilizing role.
Also, the consideration of kinematic hardening, and the associated effect on yield surface curvature, has been shown to precipitate earlier flow localization (Mear and Hutchinson, 1985; Tvergaard, 1987). Not to mention the deleterious effect of diffuse necking, which has been approximately taken into account in Saje et al. (1982), showing a noticeable decrease in the predicted limit strains, due to the resulting increase in stress triaxiality. Which of these mechanisms, or which combination of factors, will bring the model predictions into closer agreement with physical or experimental observations would require more in-depth investigations.

Note also that there are secondary benefits to this parametric study. In particular, determining the most influential material parameters may contribute to direct attention towards a smaller set of parameters both in terms of more refined physical modeling and precise parameter identification. For example, for the GTN constitutive model, it appears that localization bifurcation is essentially controlled by the damage evolution law and the corresponding parameters. As a practical implication, the precise evaluation of the GTN damage parameters seems to be a prerequisite for the accurate strain localization analyses based on Rice’s bifurcation criterion. Furthermore, based on the physical interpretation of certain material parameters, the proposed prediction tool may be used advantageously to help design new materials with enhanced ductility and in-use properties (see, e.g., Zhao et al., 2008; Kobayashi, 2010; Shanthraj and Zikry, 2012).

For further qualitative validation, the prestrain effect on the predicted limit strains was also analyzed. The well-known trends of uniaxial tensile prestrain and balanced biaxial tensile prestrain were consistently confirmed. Finally, the role of the convective stress components, arising from the large-strain framework, in the prediction of the limit strains was investigated. For the two selected materials and for both loading conditions (i.e., linear and sequential strain paths), the convective stress terms were shown to have little effect on the predicted localization strains. These results suggest that the use of the analytical elastic–plastic tangent modulus alone is sufficient for analyzing the limit strains of certain materials (e.g., when the corresponding convective stress terms are small in magnitude compared with the elasticity tensor). This property, once fully validated, may be advantageously used to determine efficient strategies that can be applied to the minimization of the determinant of the acoustic tensor, based on a consideration of its symmetry.
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Research highlights

- A large-strain elastic–plastic–damage GTN model is coupled with the Rice bifurcation theory.
- The resulting GTN–Rice coupling is used to predict ductility limits set by plastic flow localization.
- A sensitivity analysis with respect to model parameters is conducted on selected ductile materials.
- The role of softening in triggering plastic flow localization is shown predominant in this approach.
- The proper identification of damage parameters has a significant impact on the model predictions.