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Abstract—Development and deployment of underwater acoustic (UWA) sensor networks have emerged as an efficient solution for many applications related to marine environment e.g., scientific, industrial, and military operations. The main tasks to execute are remote sensing and monitoring. Grid topology with multihop relaying is very useful, since it allows a wide area coverage as well as long distance data transmission. In this paper, we investigate architectures where sensing and monitoring data are forwarded over multiple lines independently. We are interested in transmission schedules which maximize network throughput. We prove that an optimal schedule is necessarily per-node fair. We also derive the upper bound. Furthermore, we present a low-complexity algorithm to find schedules achieving the upper bound, regardless of the size of the network.

I. INTRODUCTION

The primary applications of underwater acoustic (UWA) sensor networks are in scientific missions to observe the environment, industrial missions to monitor and manage commercial activities, and military missions to monitor and secure sensitive areas [1]. When the area involved is large, multilime grid topologies with multihop relaying are relevant architectures to consider, particularly for high-rate communication services. Multiline grid topology consists of several parallel vertical lines with regularly placed nodes. As in all shared-medium networks, medium access control (MAC) protocol is necessary to regulate and coordinate UWA channel access. As the propagation delays in UWA networks are naturally large, traditional TDMA (time division multiple access) suffers from low performance due to the long guard time required. However, we use a version of TDMA where packet transmissions can overlap without colliding at a receiver, and this allows us to use the delay propagation more effectively. Contention-based MAC protocols are usually more energy-consuming than their TDMA counterparts [2]. Transmission schedules that highly exploit large propagation delays allow higher network throughput, or comparably channel utilization, to be achieved. In section III of this paper, we prove that an optimal periodic schedule in a regular multiline grid network with multihop relaying, is necessarily per-node fair. The considered network is segmented into several partially-overlapping collision domains with unicast traffic. Furthermore, we derive the upper bound on network throughput. In section IV, we propose schedules to achieve the upper bound and present a computationally efficient algorithm for developing such schedules. The main intent is to allow as many simultaneous transmissions as possible, and to limit the interference, as much as is feasible, to unintended nodes.

The idea of taking advantage of large propagation delays has been considered in many studies (e.g. [3]–[6]). However, the performance in terms of normalized network throughput does not exceed 1, at best, regardless of the network topology adopted. Studies have been made on linear topology in multihop networking, although most of the interest was on physical link capability. The analysis in [7] takes into account interhop interference and shows achievable information rates versus per-node power. Nevertheless, no network-oriented performance is explored. In [8], multihop linear topology is explored under fair access criterion for all nodes. In our paper, message duration is set to one hop propagation delay. In such a context, authors in [8] derive a tight upper bound in terms of overall network utilization. However, we derive optimal schedules achieving a tighter upper bound. In [9], the authors prove that, within one collision domain, N/2 is the maximum achievable network throughput in N-node network, and identify some geometries where developed schedules achieve this upper bound. In this paper, we use the valuable results in [9] to conduct a study with sharper focus. We concentrate our study on a multiline grid topology and we conduct and in-depth analysis to explore how advantageous large propagation delays are. Section II describes the general context and system model and section V concludes the paper.

II. CONTEXT AND SYSTEM MODEL

In a nonzero propagation delay environment, we consider a regular N-node network with multilime grid topology where each node is identified by \( i \) s.t. \( i \in \mathbb{N}^* \) and \( 1 \leq i \leq N \). Let \( \eta_i \geq 1 \) denote the number of independent node lines in the network. Messages originating from nodes \( 1, 2, \cdots, \eta_i \) are relayed hop by hop until they reach final destination nodes \( N - \eta_i + 1, N - \eta_i + 2, \cdots, N \), respectively. An illustration of this architecture is given in Fig. 1. Let \( r_i \) be the position vector of node \( i \) in 3-D Euclidean space. The propagation delays between every pair of nodes may be expressed using a delay matrix \( \mathbf{D} \) denoted by \( \mathbf{D} \). Time is assumed to be slotted.

\[
D_{ij} = \frac{|r_i - r_j|}{cT}, \quad 1 \leq i, j \leq N
\]  

(1)
where \( c \) is the signal propagation speed and \( \tau \) is the length of one time slot. Hence, the entries of \( D \) are nonnegative real numbers. Furthermore, we consider in this paper a network with unit spacing between every pair of neighboring nodes on the same line. Indeed, for the sake of analytical simplicity, we have also assumed that \( \tau \) is set to the propagation delay separating two adjacent node lines is 2. The distance \( \eta_i \) is the length \( \eta_i \) + 1 of the network is fully described by the delay matrix \( D \) is symmetric i.e., \( D_{ij} = D_{ji} \), since \(|i - j| = |j - i|\), and it has an all-zero diagonal i.e., \( D_{ii} = 0 \).

In wireless radio networks, the interference range is often considered to be approximately twice the transmission range \([10],[11]\). In UWA environment, we assume the same proportions. We set the transmission range of each node to \( g = 1 \). Actually, a single collision domain may be defined as the set of neighboring nodes with a shared-medium along which a transmission propagates, and where the resulting interferences terminate. Thus, a single collision domain is identified with respect to a certain node. We then have \( N \) partially-overlapping collision domains. With regards to packet delivery, unicast traffic is used i.e., a message is sent from a single source node to a single destination node. Except for the source and destination nodes, a message is considered as an interference at all nodes that it reaches. All nodes are operating in half-duplex mode i.e., a node cannot simultaneously transmit and receive. Assuming the physical link to be reliable (error free) with constant data rate \( \nu \), the loss of a message is due only to collision. A collision is said to occur at a certain node if two or more messages overlap in time. A successful transmission refers to a transmission that results in a successful reception of the message at the destination node. The normalized network throughput \( Y \) is the total number of information bits successfully received by all nodes in the network per unit time, normalized by the link data rate \( \nu \).

Provided that the message duration is equal to \( \tau \), we define a transmission schedule \( S \) as the matrix that determines when each node transmits and receives messages \([9]\). The entries of \( S \) correspond to the different scenarios below:

- \( S_{it} = S_{i,t} = j > 0 \) indicates that node \( i \) transmits a message to node \( j \) at time slot \( t \).
- \( S_{jt} = S_{j,t} = -i < 0 \) implies that node \( j \) receives a message from node \( i \) during the time slot \( t \).
- In all other cases, node \( i \) is designated as an idle node during time slot \( t \), which is represented by \( S_{it} = S_{i,t} = 0 \).

If \( S_{i,t+T} = S_{it} \ \forall i, t \), this indicates that the schedule is repeating with a period \( T \). It is said to be periodic with period \( T \) and may be depicted using an \( N \times T \) matrix \( S^{(T)} \) where

\[
S_{it} = S_{i,t}^{(T) (mod \ T)}. \tag{2}
\]

Therefore, node \( i \) transmits a message to node \( j \) during time slot \( t \) only if node \( j \) is able to successfully receive the message during time slot \( t + D_{ij} \) i.e.,

\[
S_{it} = j \iff S_{j,t+D_{ij}} = -i \ \forall i,j, D_{ij} \leq g. \tag{3}
\]

Furthermore, to ensure the successful reception at time slot \( t \) of a transmitted message, it is required that no other nodes transmit messages that arrive at node \( j \) during \( t \). Thus,

\[
S_{jt} = -i \implies S_{k,t+D_{jk}} \leq 0 \ \forall k \neq i, D_{jk} \leq 2g. \tag{4}
\]

From \( S^{(T)} \), we can calculate the average network throughput considering the number of receptions in \( S^{(T)} \):

\[
Y = \frac{1}{T} \sum_{t=0}^{T-1} \sum_{i=1}^{N} 1 \left( S_{it}^{(T)} < 0 \right), \tag{5}
\]

where \( 1(E) \) is the indicator function of the event \( E \), with value of 1 if \( E \) is true and 0 otherwise. As introduced in \([9]\), when a schedule \( S^{(T)} \) provides the same number of transmission opportunities to all nodes, \( S^{(T)} \) is said to be per-node fair i.e.,

\[
\sum_{t=0}^{T-1} 1 \left( S_{it}^{(T)} > 0 \right) = \text{constant} > 0 \ \forall i. \tag{6}
\]

Note that the final destination nodes are not affected by this fairness characteristic, since they either receive or remain idle at any time.

III. ACHIEVABLE THROUGHPUT IN REGULAR MULTILINE GRID \( N \)-NODE NETWORK

We define an optimal transmission schedule as being the schedule that maximizes the network throughput. We shall start by showing an important feature of such a schedule.

**Theorem 1.** An optimal periodic transmission schedule in a regular multilane grid \( N \)-node network, with multihop relaying, is necessarily per-node fair.

**Proof:** Since every network has an optimal schedule that is periodic \([9]\), we are interested in schedules \( S^{(T)} \) with period \( T \). Assume that there is a transmission schedule \( S^{(T)} \) with at least two nodes \( i \) and \( j \) on the same line such that \( \sum_{t=0}^{T-1} 1 \left( S_{it}^{(T)} > 0 \right) > \sum_{t=0}^{T-1} 1 \left( S_{jt}^{(T)} > 0 \right) \) i.e., \( i \) transmits more often than \( j \). Let us consider nodes \( i \) and \( j \) where

\[
D_{ij} = \min_{i,j} D_{ij}. \tag{7}
\]

Accordingly, \( i \) and \( j \) are neighboring nodes.

**Case 1:** \( i < j \) i.e., \( j = i + \eta_i \).
A node \( \bar{i} \) has, at most, three interfering neighbors if \( \bar{i} \) belongs to an edge line, or four interfering neighbors if it belongs to an inner line (e.g., nodes \( j - 1 \) and \( j \) in Fig. 2 respectively). Node \( j \) is not the first node on the line since it receives from \( i \) (\(< j \)). Then \( j \) is impacted by interference from three or four surrounding nodes. Note that Fig. 2 illustrates the case where \( j \) has four interfering neighbors. Node \( j + \eta_i \) is similarly impacted by interference from, at most, four surrounding neighbors. However, over one period \( T \), \( i \) transmits \( n_{iT} = \sum_{t=0}^{T-1} 1 \left( S^{(T)}_{it} > 0 \right) \) messages i.e., \( j \) receives \( n_{iT} \) messages, while \( j + \eta_i \) receives only \( n_{i'T} < n_{iT} \) messages. This contradicts the objective of any strategy aiming to maximize the network throughput in such a regular structure.

**Case2**: \( i > j \) i.e., \( i = j + \eta_i \)

Over one period \( T \), node \( i \) receives from node \( j \) exactly \( n_{i'T} \) messages, while \( i \) transmits \( n_{iT} > n_{i'T} \) messages. This indicates that \( i \) transmits more messages than it has received from its downstream neighbor, an action which contradicts the multihop relaying concept adopted in the network.

Alternatively, nodes \( \bar{i} \) and \( \bar{j} \) could belong to two separate lines \( L1 \) and \( L2 \). If over \( L1 \) or \( L2 \), there exist nodes that do not transmit the same number of messages over one period \( T \), the above demonstration is valid. Otherwise, we have two lines where all nodes transmit the same count of messages on each line. However, the total number of messages on \( L1 \) and \( L2 \) are different. Consider the most unfavorable case where \( L1 \) is an edge line while \( L2 \) is inner line. In fact, the key factor in maximizing the throughput is planning the arrival of the maximum number of interferences at the time slot that will be used by the node for transmitting. In Fig. 2, one will observe that managing three interferences, like those affecting node \( j - 1 \), or four interferences, like those affecting node \( j \), may be performed in exactly the same way. Indeed, the node cannot receive in the presence of one or several interferences. Given the regular geometry of the network, any strategy adopted to maximize throughput on a single line, should act identically on all other lines. The contexts where \( L1 \) and \( L2 \) are both edge lines or inner lines are more straightforward. Therefore, \( L1 \) and \( L2 \) could not be carrying disparate amount of data.

Knowing that an optimal periodic transmission schedule with multihop relaying is necessarily per-node fair, we derive the upper bound on network throughput.

Theorem 2. In a regular multiline grid \( N \)-node network with multihop relaying, the network throughput is upper bounded by \((N - \eta_i)/2\).

**Proof**: Consider a regular multiline grid \( N \)-node network where \( N \ge 2 \) and \( \eta_i \ge 1 \). Each line forwards independently its own messages toward the final destination node at the network end. We have \( N \ge 2\eta_i \). Let \( S^{(T)} \) be an optimal transmission schedule. According to theorem 1, \( S^{(T)} \) is per-node fair. Thus, every node \( i \), where \( 1 \le i \le N - \eta_i \), transmits at least once during \( T \) time slots. Therefore, among the \( NT \) entries of \( S^{(T)} \), there exist at least \( N - \eta_i \) positive entries and \( N - \eta_i \) negative entries \( \forall T \). The \( \eta_i \) respective final destination nodes of relayed traffic on each line, are \( N - \eta_i + 1, N - \eta_i + 2, \ldots, N \). Each of these nodes receives at least \((N/\eta_i) - 1\) messages over one period of \( T \) time slots. Let us consider a final destination node \( j \), where \( N - \eta_i + 1 \le j \le N \). Node \( j - 2\eta_i \), has transmitted at least one message to its neighbor \( j - \eta_i \) at time slot \( t \). Due to the half-duplex constraint, node \( j \) remains idle during time slot \( t + 2 \) if node \( j - \eta_i \) transmits also at \( t \), or during time slot \( t + 1 \) if node \( j - \eta_i \) is not transmitting at \( t \). Hence, there are \( \eta_i \) idle entries in \( S^{(T)} \) \( \forall T \).

Now, let us assume \( T = 1 \) i.e., \( S^{(T)} \) is a column vector \((N \times 1)\), and we know the minimum number of positive, negative and idle entries in \( S^{(T)} \). Consequently, we have \((N - \eta_i) + (N - \eta_i) + \eta_i \le N \) i.e. \( N \le \eta_i \). This leads to a contradiction since \( N \ge 2\eta_i > \eta_i \). It follows that \( T \ge 2 \).

Let us consider a node \( k \) at the other end of the network (opposite to the final destination end), where \( 1 \le k \le \eta_i \). \( k \) transmits at least one message to its neighbor \( k + \eta_i \). In turn, node \( k + \eta_i \) transmits at least one message to \( k + 2\eta_i \) at time slot \( t' \). During \( t' - 1 \), \( k \) cannot transmit to avoid interference at \( k + 2\eta_i \), i.e. \( k \) remains idle. As a result, there are at least \( \eta_i \) additional idle entries in \( S^{(T)} \) \( \forall T \). Furthermore, we look for maximizing the throughput knowing that among the \( N \times T \) entries of \( S^{(T)} \), there are necessarily \( N - \eta_i \) positive entries, \( N - \eta_i \) negative entries and \( 2\eta_i \) idle entries, and the period is such that \( T \ge 2 \). As long as every \( S^{(T)} \) contains at least \( 2N = N - \eta_i + N - \eta_i + 2\eta_i \) entries, the problem of maximizing the throughput can be reduced to minimizing the period \( T \), whose minimum value is 2. Therefore, \( Y \le ((N - \eta_i)/2) \).

\[
S^{(4)} = \begin{bmatrix}
4 & 4 & 0 & 0 \\
0 & 0 & 5 & 0 \\
6 & 6 & 0 & 0 \\
7 & -1 & -1 & 7 \\
-2 & 8 & 8 & -2 \\
-3 & -3 & 9 & 9 \\
-4 & -4 & 10 & 10 \\
11 & 11 & -5 & -5 \\
-6 & 6 & 12 & 12 \\
-7 & 0 & 0 & -7 \\
0 & -8 & 8 & 0 \\
-9 & 0 & 0 & -9
\end{bmatrix}
\]

IV. TRANSMISSION SCHEDULE ACHIEVING THE UPPER BOUND

After deriving the upper bound on network throughput, we investigate schedules that achieve this limit. For illustration purposes, we propose the schedule \( S^{(4)} \) for the regular 3-line...
grid 12-node network with multihop relaying ($N = 12$ and $\eta_i = 3$). It is a very representative example. By exploiting propagation delays to favor, on one hand, as many concurrent transmissions as possible, and on the other hand, to concentrate interference at unintended nodes, one can maximize the network throughput. For instance, in $S(4)$, the interference from the neighbors 4, 6 and 8 arrives at node 5 during time slot 2, when it is transmitting. $S^{(4)}$ achieves the upper bound of $((12 - 3)/2) = 4.5$.

When formulating generally, over four time slots, each first node on odd lines transmits successively two messages and remains idle during the other two time slots. However, each first node on even lines remains idle during two time slots and transmits in turn two messages consecutively. The other nodes receive consequently from their respective downstream neighbors during two time slots, and transmit two messages to their respective upstream neighbors during two time slots, until they reach the final destination nodes. The resulting schedule contains $2(N - \eta_i)$ transmissions over a period $T = 4$. Hence, the network throughput is $Y = ((N - \eta_i)/2)$. In fact, such a design is obtained using appropriate problem formulation and solution method.

As in [9], we formulate the problem of finding a $T$-periodic optimal schedule, denoted by $S^*$, as a sequential decision problem. Due to the lack of space, we simply indicate the main features of the method. The current state of the system is known and represented by $S^{(t)}$, which is the partial schedule given all transmissions occurring between time slots $t - 2g$ and $t - 1$. Note that a transmission will not remain in the network more than $2g$ time slots. $x^{(t)}$ denotes the action (transmission decision) taken at $t$. Moreover, we use a numbering scale designated by $a$ within each time slot $t$. Let $H^{(t)}$ denote the number of transmissions in time slot $t$. After $a - 1$ transmission decisions and using the transition function $\Delta(., .)$, the partial schedule $S^{t, a}$ is combined with the transmission decision $\hat{x}^{(t, a)}$ to find the next partial schedule, as indicated by

$$S^{t+1, a} = \Delta(S^{t, a}, \hat{x}^{(t, a)}) \forall a < H^{(t)},$$

$$S^{t+1} = \Delta(S^{t, H^{(t)}}, \hat{x}^{(t, H^{(t)})}).$$

Since we do not know the true action value function, it should be estimated iteratively at each time slot. To achieve this, standard algorithms require exhaustive state space and decision space enumerations to be performed. Therefore, the computation becomes prohibitively expensive.

Approximation of the action value function is a more practical technique. This method is based on the concept of approximate dynamic programming [12]. Given a transmission decision $\hat{x}$, the capacity of a state to accommodate future transmissions within $2g$ time slots is used as an approximate measure of the state-action pair value. We use the transmission indicator function $C_{kl\delta}$ to determine if a transmission from node $k$ to node $l$ at $t' \geq t$ is allowed, given the partial schedule $S^{(t)}$ at $t$. In the expression of $C_{kl\delta}$ provided above $\delta = t' - t$.

Thus, the action value function approximation $\hat{Q}$ is given by

$$\hat{Q} \left( \Delta(S^{(t)}, \hat{x}), \hat{x}' \right) = \sum_{k=1}^{N} \sum_{l=1}^{N} \sum_{\delta=0}^{2g} C_{kl\delta} \left( \Delta(S^{(t)}, \hat{x}) \right)$$

where $\hat{x}'$ is the decision immediately following $\hat{x}$. Note that only decision $\hat{x}$ matters in the optimal action finding process, unlike $\hat{x}'$. Furthermore, we update the decision space $\hat{x}$ to $\hat{x}'$ before making use of the action value function, in order to orient all transmissions in one direction

$$\hat{x}' = \{ (i, j) \in \hat{x} \text{ s.t. } i < j \}.$$  \hspace{1cm} (13)

Algorithm 1 summarizes the above discussed steps.

**Algorithm 1:** Algorithm to determine transmission decisions in time slot $t$ and update transmission schedule.

**Input:** $D$, $g$, $S^{(t)}$

**Output:** Updated transmission schedule $S^{(t+1)}$

1. $\hat{S} \leftarrow S^{(t)}$

2. $a \leftarrow 0$

3. **while** true **do**

4. Compute $C_{kl\delta}(\hat{S}) \forall k, l, \delta$ acc. to (11)

5. $\hat{x} \leftarrow \{ (k, l) \mid \forall k, l \text{ s.t. } C_{kl\delta} = 1 \}$

6. **if** $\hat{x}$ **is empty** **then**

7. **return** $S^{(t+1)} \leftarrow \hat{S}$, $H^{(t)} \leftarrow a$

8. $\hat{x} \leftarrow \{ (i, j) \in \hat{x} \text{ s.t. } i < j \}$

9. $a \leftarrow a + 1$

10. Compute $\hat{Q} \left( \Delta(\hat{S}, \hat{x}), \hat{x}' \right)$ acc. to (12)

11. $\hat{x}' \leftarrow \text{arg max} \hat{Q} \left( \Delta(\hat{S}, \hat{x}), \hat{x}' \right)$

12. $\hat{S} \leftarrow \Delta(\hat{S}, \hat{x}')$

**V. CONCLUSION**

This paper considers TDMA-based MAC protocols which take advantage of large propagation delays to perform maximum network throughput in regular multilane grid networks with multihop relaying. We derive the upper bound and propose optimal schedules obtained using appropriate algorithm. This paper provides substantial results with regards to multilane grid topology with multihop relaying. However, in order to understand at a fundamental level how advantageous nonzero delays are in such geometries, it would be worthwhile to explore the linear topology with respect to traffic policy, collision domain extent, and various fairness constraints.
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