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ABSTRACT1

A classical prediction from single-locus models is that inbreeding increases the2

efficiency of selection against partially recessive deleterious alleles (purging), thereby3

decreasing the mutation load and level of inbreeding depression. However, previous4

multilocus simulation studies found that increasing the rate of self-fertilization of in-5

dividuals may not lead to purging, and argued that selective interference among loci6

causes this effect. In this paper, I derive simple analytical approximations for the7

mutation load and inbreeding depression, taking into account the effects of interfer-8

ence between pairs of loci. I consider two classical scenarios of non-randomly mating9

populations: a single population undergoing partial selfing, and a subdivided popu-10

lation with limited dispersal. In the first case, correlations in homozygosity between11

loci tend to reduce mean fitness and increase inbreeding depression. These effects are12

stronger when deleterious alleles are more recessive, but only weakly depend on the13

strength of selection against deleterious alleles and on recombination rates. In sub-14

divided populations, interference increases inbreeding depression within demes, but15

decreases heterosis between demes. Comparisons with multilocus, individual-based16

simulations show that these analytical approximations are accurate as long as the ef-17

fects of interference stay moderate, but fail for high deleterious mutation rates and18

low dominance coefficients of deleterious alleles.19
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INTRODUCTION20

According to current estimates of spontaneous deleterious mutation rates in21

multicellular organisms (e.g., Baer et al., 2007; Haag-Liautard et al., 2007; Keightley,22

2012) and estimated distributions of fitness effects of these mutations (e.g., Keightley23

and Eyre-Walker, 2007; Eyre-Walker and Keightley, 2007; Boyko et al., 2008; Haddrill24

et al., 2010), individuals may typically carry large numbers (possibly up to thousands)25

of deleterious alleles. Possible consequences of this load of deleterious mutations have26

been discussed since the early ages of theoretical population genetics (e.g., Haldane,27

1937). In particular, it may reduce population mean rates of fecundity and viability,28

thereby increasing vulnerability to extinction (Lynch et al., 1995a,b). It may also29

affect a number of evolutionary processes, such as the evolution of sex or mating30

systems: for example, the fact that deleterious alleles are often partially recessive31

generates inbreeding depression, favoring outcrossing over self-fertilization (e.g., Lande32

and Schemske, 1985; Charlesworth and Charlesworth, 1987; Charlesworth, 2006).33

In very large, panmictic populations, and in the absence of epistasis between34

mutations, genetic associations between deleterious alleles at different loci should re-35

main weak, and may be neglected. In diploids, and assuming that the dominance36

coefficient of deleterious alleles is significantly greater than zero, the mutation load37

(reduction in mean fitness of the population due to deleterious alleles at mutation-38

selection balance) is approximately 1− e−2U , where U is the deleterious mutation rate39

per haploid genome (Crow, 1970; Agrawal and Whitlock, 2012). Furthermore, assum-40

ing for simplicity that all deleterious alleles have the same dominance coefficient h,41

inbreeding depression (defined here as the reduction in fitness of offspring produced42
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by self-fertilization, relative to offspring produced by outcrossing) is approximately43

1 − e−U(1−2h)/(2h) (Charlesworth and Charlesworth, 2010). Analytical results on the44

effects of genetic drift and non-random mating mainly stem from single-locus models.45

Inbreeding increases the efficiency of selection against deleterious alleles, lowering the46

mutation load and inbreeding depression (Lande and Schemske, 1985). Genetic drift47

may also lead to better purging of partially recessive deleterious alleles (Kimura et al.,48

1963), but this effect only causes a moderate reduction of the mutation load compared49

to the effect of non-random mating, and only occurs when the effects of drift and50

selection are of the same order of magnitude (Glémin, 2003). Drift has more notice-51

able effects when it becomes stronger than selection and allows deleterious alleles to52

reach fixation, which may increase the load by several orders of magnitude, and lowers53

inbreeding depression (Bataillon and Kirkpatrick, 2000). Population subdivision has54

similar consequences, due to the effects of drift within each local population (Whitlock,55

2002; Glémin et al., 2003; Roze and Rousset, 2004).56

These previous studies are based on single-locus models, and therefore do not57

consider the effects of genetic associations between loci on the mutation load and58

inbreeding depression. Between-locus associations are generated, however, as soon59

as population size is finite or mating non-random (even in the absence of epistasis):60

in particular, correlations in homozygosity described as “identity disequilibria” (Weir61

and Cockerham, 1973; Vitalis and Couvet, 2001), and linkage disequilibria between62

selected loci (Hill and Robertson, 1966; Roze and Lenormand, 2005; Kamran-Disfani63

and Agrawal, 2014). Effects of deleterious mutations occurring at many loci have been64

explored using simulation models of finite or infinite populations (e.g., Charlesworth et65

al., 1990, 1991, 1992, 1993; Lande et al., 1994; Wang et al., 1999), sometimes showing66
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important deviations from single-locus predictions. In particular, using Kondrashov67

(1985)’s model to simulate recessive lethal mutations occurring at a very large (ef-68

fectively infinite) number of unlinked loci in a partially selfing population, Lande et69

al. (1994) observed that contrarily to the predictions of single-locus models, recessive70

lethals cannot be purged by selfing unless the selfing rate exceeds a threshold value71

(see also Kelly, 2007). Lande et al. (1994) argued that this effect (called “selective72

interference”) is caused by identity disequilibria. Intuitively, selfing increases homozy-73

gosity at each locus and should thus purge recessive lethal mutations; however if many74

such mutations segregate in the population, any selfed offspring will almost certainly75

carry at least one mutation in the homozygous state, and will thus not survive. When76

this is the case, the population is effectively outcrossing, and purging does not occur.77

To date, the effects of selective interference in partially inbred populations have78

only been explored numerically. How these effects scale with the strength of selection79

against deleterious alleles, dominance coefficients and recombination rates between80

loci thus remains unclear. In this paper, I derive analytical approximations describing81

the effect of interference between pairs of loci on the mean frequency of deleterious82

alleles, the mean and variance in fitness and the strength of inbreeding depression,83

assuming weak selection against deleterious alleles. I consider two classical scenarios84

of non-randomly mating populations: a single, large population in which individuals85

self-fertilize at a given rate, and a subdivided population with local mating followed by86

dispersal (island model of population structure). In the first case, interference between87

loci tends to reduce mean fitness and increase inbreeding depression. These effects are88

stronger when deleterious alleles are more recessive, but depend only weakly on the89

strength of selection against deleterious alleles and on recombination rates. In the90
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case of a subdivided population, I first show that combining two different approxi-91

mations used in previous works (Glémin et al., 2003; Roze and Rousset, 2004) yields92

more accurate expressions for the mutation load, inbreeding depression and heterosis93

generated by a single deleterious allele. In a second step, I derive approximations for94

the effects of interference between loci, and show that interference increases inbreeding95

depression within demes, but decreases heterosis between demes. Comparisons with96

individual-based, multilocus simulation results show that analytical approximations97

incorporating the effects of associations between pairs of loci often provide accurate98

predictions for the mutation load and inbreeding depression as long as the dominance99

coefficient h of deleterious alleles is not too low. These approximations fail when h be-100

comes close to zero and when the deleterious mutation rate is high, however, probably101

due to the fact that higher-order interactions (involving three or more loci) become102

important.103

METHODS104

I consider a diploid population with discrete generations, in which deleteri-105

ous mutations occur at rate U per haploid genome per generation. For simplicity, I106

generally assume that all deleterious alleles have the same selection and dominance107

coefficients (s, h), although distributions of s and h will be considered in the case of108

a partially selfing population. Deleterious alleles at different loci have multiplicative109

effects (no epistasis), so that the fitness of an organism carrying j heterozygous and k110

homozygous mutations is proportional to (1− hs)j (1− s)k. In the first model (par-111

tial selfing), a parameter α measures the proportion of offspring produced by selfing,112
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while a proportion 1− α is produced by random union of gametes. The second model113

corresponds to the island model of population structure: the population is subdivided114

into a large number of demes, each containing N adult individuals. These individ-115

uals produce large numbers of gametes (in proportion to their fitness), which fuse116

randomly within each deme to form juveniles. A proportion m of these juveniles dis-117

perses, reaching any other deme with the same probability. Finally, N individuals are118

sampled randomly within each deme to form the next adult generation. I assume soft119

selection, that is, all demes contribute equally to the migrant pool. In Supplementary120

Files A and B, I derive approximations for the mutation load and inbreeding depres-121

sion that incorporate effects of pairwise associations between loci, assuming s � U122

(so that individuals tend to carry many deleterious alleles) and that drift at the whole123

population level is negligible relative to selection. In the next sections, these analyti-124

cal predictions are compared with individual-based, multilocus simulation results. The125

simulation programs (available from Dryad) are similar to those used in previous works126

(e.g., Roze and Rousset, 2009). Briefly, they represent a finite population of diploids,127

whose genome consists in a linear chromosome. Each generation, the number of new128

mutations per chromosome is drawn from a Poisson distribution with parameter U ,129

the position of each mutation along the chromosome being drawn from a uniform dis-130

tribution (in practice, a chromosome is represented by the positions of the deleterious131

alleles it carries). To form the next generation, a maternal parent is sampled for each132

offspring, either among all parents (in the case of a single population undergoing par-133

tial selfing) or among all parents from the offspring’s deme of origin (in the case of a134

subdivided population). In the first case, the parent self-fertilizes with probability α,135

while with probability 1−α a second parent is sampled. In the second case (subdivided136
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population), a second parent is sampled from the same deme as the first. In all cases,137

the probability that a given parent is sampled is proportional to its fitness. Parents138

produce gametes by meiosis, a parameter R measuring the genome map length: for139

each meiosis, the number of crossovers is sampled from a Poisson distribution with140

parameter R, the position of each crossover being drawn from a uniform distribution.141

Map length is fixed to 10 Morgans in most simulations, in order to mimick a whole142

genome with multiple chromosomes. The program runs for a large number of gener-143

ations (generally 2 × 105), and measures the mean number of deleterious alleles per144

genome, mean fitness, variance in fitness, inbreeding depression and heterosis (in the145

case of a subdivided population) every 50 generations.146

PARTIAL SELF-FERTILIZATION147

In Supplementary File A, I derive approximate expressions for the mean and148

variance in log-fitness under weak selection (incorporating effects of associations be-149

tween pairs of loci) and show that, neglecting higher moments of log-fitness, the average150

fitness is approximately:151

W ≈ elnW

(
1 +

Var [lnW ]

2

)
(1)

where lnW and Var [lnW ] are the average and variance in log-fitness, respectively.152

Alternatively, an approximation for W can be obtained by assuming that the number153

of heterozygous mutations per outcrossed offspring follows a Poisson distribution, while154

the number of homozygous and heterozygous mutations per selfed offspring follow a155

bivariate Gaussian distribution — a similar method was used by Charlesworth et al.156
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(1991) to compute inbreeding depression using numerical recursions. However, both157

methods yield very similar results and only the first will be presented here.158

In the following, I will first assume that all deleterious alleles have the same159

selection and dominance coefficients, and then turn to the more realistic situation160

where s and h vary among loci. Throughout, I assume that deleterious alleles stay161

at a low frequency in the population. In that case, and assuming fixed s and h, the162

average log-fitness is approximately:163

lnW ≈ −
∑
i

s [2h+ (1− 2h)Fi] pi (2)

where the sum is over all loci, pi is the equilibrium frequency of the deleterious allele164

at locus i, and Fi is the probability of identity-by-descent at locus i due to partial165

selfing (generating an excess of homozygosity at locus i). Note that under random166

mating, equation 2 holds only when the dominance coefficient of deleterious alleles167

(h) is significantly greater than zero (otherwise, terms in pi
2 must be included in the168

equation); however, equation 2 holds for all values of h under partial selfing (Fi > 0),169

as long as deleterious alleles stay at a low frequency.170

As shown in Supplementary File A, the variance in log-fitness is approximately:171

Var [lnW ] ≈ 2 (sh)2
∑
i

pi + s2
(
1− 2h2

)∑
i

Fi pi

+ s2 (1− 2h)2
∑
i 6=j

Gij pipj

(3)

where Gij is the identity disequilibrium between loci i and j (covariance in identity-172

by-descent, generating a correlation in homozygosity across loci). As explained in173

Supplementary File A, the terms on the first line of equation 3 are proportional to174

sU , while the term in the second line is proportional to U2. Therefore, assuming175

s� U and h 6= 0.5, the terms on the first line of equation 3 are relatively weak when176
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the population is partially selfing. Neglecting those terms, we have:177

Var [lnW ] ≈ s2 (1− 2h)2
∑
i 6=j

Gij pipj . (4)

Identity disequilibria thus affect mean fitness through the term in Var [lnW ] in equa-178

tion 1. However, they also affect allele frequencies pi and excesses of homozygotes Fi,179

that appear in equation 2. Indeed, we have (see Supplementary File A):180

Fi ≈
α

2− α

[
1− s (1− 2h)

∑
j 6=i

Gij pj

]
(5)

while changes in allele frequencies due to selection are approximately:181

∆spi ≈ −s

[
h+ (1− h)Fi − s (1− h) (1− 2h)

(
1 +

α

2− α

)∑
j 6=i

Gij pj

]
pi . (6)

Intuitively, homozygosity at locus i (measured by Fi) is decreased by the fact that182

homozygotes at locus i (either for the wild-type or for the deleterious allele) tend to183

be also homozygous at other loci, and that homozygotes at these loci have a lower184

fitness than heterozygotes when deleterious alleles are partially recessive (equation 5).185

Note that homozygosity at locus i is also affected by selection acting at this locus,186

but this effect is negligible relative to the effects of all other loci when the number of187

segregating loci is large (i.e., when s� U). This decrease in homozygosity reduces the188

efficiency of selection against deleterious alleles, through the term in Fi in equation189

6. However, identity disequilibria further decrease the strength of selection against190

partially recessive deleterious alleles through two additional effects (explained below):191

(1) they reduce the “effective” dominance coefficient of deleterious alleles, and (2) they192

generate a relative excess of heterozygosity at locus j among individuals carrying a193

deleterious allele at locus i (measured by the association Dij,j in Supplementary File194

A). These two effects generate the last term within the brackets of equation 6 (see195

Supplementary File A for derivation).196
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The first effect stems from the fact that the fitness of mutant and wildtype197

homozygotes at locus i are decreased by the same factor from associations with ho-198

mozygotes at other selected loci; however, the fitness of heterozygotes at locus i is199

decreased by a smaller factor, since these tend to be associated with heterozygotes at200

other loci, which have a higher fitness than homozygotes (provided h < 0.5). There-201

fore, identity disequilibria have a stronger impact on the fitness of homozygotes than202

on heterozygotes, decreasing the “effective” dominance coefficient of deleterious alleles,203

and thereby reducing the efficiency of selection against those alleles.204

The second effect (deleterious alleles tend to be associated with more heterozy-205

gous backgrounds) stems from the fact that because heterozygotes at locus i tend206

to be heterozygous at locus j (while homozygotes at locus i tend to be homozygous207

at locus j), and because selection is more efficient among homozygotes than among208

heterozygotes, selection against the deleterious allele at locus i is less efficient among209

heterozygotes at locus j than among homozygotes. This effect causes the deleterious210

allele at locus i to be more frequent among heterozygotes than among homozygotes211

at locus j, in turn decreasing the efficiency of selection at locus i, since heterozygous212

backgrounds are fitter than homozygous ones when h < 0.5.213

In the following, expressions for mean fitness W and inbreeding depression δ214

are obtained by replacing identity disequilibria Gij by their equilibrium values under215

neutrality. Because allele frequencies pi are of order u/s (where u is the deleterious216

mutation rate per locus), this will generate terms of order U2 in the expressions for W217

and δ below. Taking into account the effect of selection acting at loci i and j on Gij218

would generate terms of order sU2, which should be negligible relative to terms in U219

and U2 as long as selection is weak (s small). However, Gij is also affected by selection220
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acting at other loci, due to three-locus identity disequilibria. Taking into account221

the effects of these three-locus associations would introduce terms of order U3 in the222

expressions for W and δ, which may become important when U is sufficiently large.223

As we will see, some discrepancies are observed between the analytical predictions and224

the simulation results for high U and low h, probably due to the fact that these higher-225

order genetic associations (between three or more loci) are not taken into account in226

the analysis.227

Because the identity disequilibrium Gij depends on the recombination rate rij228

between loci i and j (see Supplementary File A), Fi and pi may depend on the posi-229

tion of locus i within the genome. However, the expression for Gij under neutrality230

only weakly depends on rij, and is often close to the expression obtained for freely231

recombining loci:232

Gij =
4α (1− α)

(4− α) (2− α)2
. (7)

Injecting this expression into equations 5 and 6 yields the following approximation233

for the average number of deleterious alleles per haplotype (n =
∑

i pi) at mutation-234

selection balance (to the second order in U):235

n ≈ U (2− α)

s [2h+ α (1− 2h)]
(1 + I1) (8)

where236

I1 = 2U (1− h) (1− 2h)
2 + α

2− α
T, (9)

237

T =
2α (1− α)

(4− α) [2h+ α (1− 2h)]2
≥ 0 . (10)

The term I1 in equation 8 represents the effect of identity disequilibria, increasing238

the mean number of deleterious alleles when h < 0.5 (due to the three effects de-239

scribed above). From this, and neglecting terms in o (U2), one obtains the following240
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approximation for mean fitness:241

W ≈ (1 + I2) exp

[
−U 4h+ α (1− 4h)

2h+ α (1− 2h)
(1 + I1) +

2α

2− α
I2

]
(11)

with:242

I2 = U2 (1− 2h)2 T . (12)

As shown by equation 11 and the previous equations, identity disequilibria have three243

different effects on mean fitness (represented by the term in I1 and the two terms in I2244

in equation 11), which can be interpreted as follows. (1) Correlations in homozygosity245

directly increase mean fitness when h 6= 0.5, because double homozygotes and double246

heterozygotes have a higher fitness (on average) than genotypes that are homozygous247

at one locus and heterozygous at the other (e.g., Roze, 2009): this effect is represented248

by the term in Var [lnW ] is equation 1 (approximated by equation 4), corresponding249

to the factor 1+I2 in equation 11. (2) Identity disequilibria tend to decrease the excess250

of homozygosity Fi at each locus when h < 0.5 (equation 5), increasing mean fitness251

since homozygotes have a lower fitness than heterozygotes when h < 0.5 (term in elnW
252

in equation 1, which increases as Fi decreases if h < 0.5, as shown by equation 2). If253

h > 0.5, Fi is now increased by identity disequilibria, but this again increases mean254

fitness since homozygotes have a higher fitness than heterozygotes. This second effect255

corresponds to the term 2αI2/ (2− α) in equation 11. (3) Finally, identity disequilibria256

increase the frequency of deleterious alleles at mutation-selection balance when h < 0.5257

(as explained above), which decreases mean fitness: this corresponds to the factor 1+I1258

in equation 11. One can show that effect (3) is stronger than effects (1) and (2) when259

h < 0.5, causing identity disequilibria to decrease mean fitness (while when h > 0.5,260

all three effects increase mean fitness). An approximation for the variance in fitness at261
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equilibrium is provided in Supplementary File A (equation A46); from this expression,262

it is possible to show that identity disequilibria generally increase the variance in fitness263

(unless h = 0.5, in which case their effect vanishes).264

Finally, the effect of identity disequilibria on inbreeding depression is obtained265

as follows. Inbreeding depression is classically defined as:266

δ = 1− W self

W out

(13)

where W self and W out are the average fitnesses of individuals produced by selfing and267

by outcrossing, respectively (Charlesworth and Charlesworth, 1987). These quantities268

can be calculated as above, using expressions for Fi and Gij in selfed individuals269

(for W self) and in outcrossed individuals (for W out). Because the last quantities equal270

zero, we have W out ≈ e−2sh
∑

i pi . Furthermore, denoting Fi,self and Gij,self the excess of271

homozygosity and the identity disequilibrium among offspring produced by selfing, we272

have Fi,self = (1 + Fi) /2, while at the neutral equilibrium and under free recombination273

Gij,self = Gij/4. From this, one obtains:274

δ ≈ 1−
(

1 +
I2
4

)
exp

[
−U 1− 2h

2h+ α (1− 2h)
(1 + I1) +

α

2− α
I2

]
(14)

where I1 and I2 are given by equations 9 and 12. The three terms generated by iden-275

tity disequilibria in equation 14 correspond to the three effects affecting mean fitness276

described above: (1) correlations in homozygosity tend to increase the fitness of inbred277

offspring whenever h 6= 0.5, thereby reducing inbreeding depression (1 + I2/4 factor);278

(2) identity disequilibria reduce the excess homozygosity of inbred offspring, which279

also reduces inbreeding depression (term αI2/ (2− α)) and (3) identity disequilibria280

increase the equilibrium frequency of partially recessive deleterious alleles, which in-281

creases inbreeding depression (1 + I1 factor). Here again, the third effect is stronger282
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than the first two, and the overall effect of identity disequilibria is thus to increase δ.283

Figure 1 shows that equation 11 provides accurate predictions for mean fitness284

when U = 0.5 and h ≥ 0.2, while discrepancies are observed for h = 0.1. By contrast,285

ignoring effects of identity disequilibria overestimates mean fitness, in particular when286

h is low. Figure 1 also shows that W is systematically lower than predicted when the287

selfing rate approaches 1; this effect is likely due to the fact that in the simulations,288

the effective population size is greatly reduced by background selection effects when289

outcrossing is very rare, in which case deleterious alleles may increase in frequency290

due to drift. As shown by Supplementary Figure S1, reducing the mutation rate291

from U = 0.5 to U = 0.1 reduces the effects of identity disequilibria, and leads to292

a better match between predictions from equation 11 and simulation results for h =293

0.1. Supplementary Figures S2 and S3 show that changing the selection coefficient294

of deleterious alleles to s = 0.01 or s = 0.1 leads to very similar results (indeed,295

equation 11 does not depend on s), except that the effects of drift at high α are296

stronger for lower values of s. Genomic map length (R) was set to 10 Morgans in297

these simulations; additional simulations were run for the case of freely recombining298

loci, but yielded undistinguishable results unless α is close to 1 (in which case free299

recombination lowers the effects of drift — results not shown). The variance in fitness300

in the population at equilibrium is showed on Figure 2: when h is low, the variance301

in fitness is maximised for intermediate values of the selfing rate α, mainly due to the302

effects of identity disequilibria (which are maximised for intermediate values of α).303

Figure 3 compares the value of inbreeding depression measured in simulations304

with predictions from equation 14, also showing that taking into account the effects of305

identity disequilibria leads to more accurate predictions (although discrepancies appear306
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for h = 0.1). Results for the case of fully recessive mutations (h = 0) are shown in307

Figure 4: in agreement with Lande et al. (1994), for high mutation rates (U = 0.25308

or 0.5) purging only occurs when the selfing rate exceeds a threshold value. Below309

this threshold, the population is effectively outcrossing, which is confirmed by the fact310

that mean fitness stays very close to the average fitness of a panmictic population311

(W ≈ e−U when h = 0) multiplied by the outcrossing rate (see Supplementary Figure312

S4). Figure 4 also shows that while equation 14 provides better predictions than the313

equivalent expression ignoring identity disequilibria, it does not fully capture the effect314

of selective interference for intermediate selfing rates and high values of U , indicating315

that higher-order genetic associations (in particular, joint homozygosity at multiple316

loci) must have important effects for these parameter values.317

The previous results assume that all deleterious alleles have the same selec-318

tion and dominance coefficients. However, Supplementary File A shows that they319

are easily extended to the more realistic situation where s and h vary among loci,320

as long as we can assume that selection is much stronger than drift at most loci.321

In that case, mean fitness and inbreeding depression at equilibrium do not depend322

on the strength of selection against deleterious alleles, and can be obtained by inte-323

grating terms appearing in the equations above over the distribution of dominance324

coefficients of these alleles (see equations A56 and A57 in Supplementary File A). In325

order to test these results, I modified the simulation program so that the distribu-326

tion of selection coefficients of deleterious alleles is log-normal, with density function327

φ (s) = exp
[
− (ln s− µ)2 / (2σ2)

]
/
(
sσ
√

2π
)

(where µ and σ2 are the mean and vari-328

ance of ln s), truncated at s = 1 (this has a negligible effect for the parameter values329

considered here). Available data on fitness effects of deleterious alleles point to an ab-330
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sence of correlation between homozygous and heterozygous effects of deleterious mu-331

tations (at least for mutations having sufficiently large homozygous effect, e.g., Manna332

et al., 2012), the distribution of heterozygous effects (sh) being much less variable333

than the distribution of homozygous effects (s). Here, I assume for simplicity that all334

deleterious alleles have the same heterozygous effect θ: as a consequence, s and h are335

negatively correlated, and the distribution of dominance coefficients (h = θ/s) is given336

by ψ (h) = (θ/h2)φ (θ/h). Figure 5 shows the distributions of s and h for σ = 0.8,337

setting µ and θ so that s = exp [µ+ σ2/2] = 0.05 and h = θ/ exp [µ− σ2/2] = 0.25338

(that is, µ ≈ −3.316 and θ ≈ 0.00659); Supplementary Figure S5 shows h as a func-339

tion of s for these parameter values. As shown by Figure 5, equations A56 and A57340

provide accurate predictions for mean fitness and inbreeding depression when s and h341

vary across loci (as before, discrepancies appear when α approaches one, due to finite342

population size effects). It also shows that introducing a variance in h has little effect343

on mean fitness (its value being well predicted by the expression assuming fixed h),344

while it strongly increases inbreeding depression, in particular when the selfing rate345

is small. This may be understood from single-locus results: inbreeding depression in-346

creases faster than linearly as h decreases (the effect of h on δ being more marked when347

α is small), causing inbreeding depression to increase as the variance of h increases.348

By contrast, the effect of h on mean fitness is weaker, and vanishes when α = 0. Fi-349

nally, Supplementary Figure S6 shows that when h = 0.5, the variance of h generates350

positive inbreeding depression, which is slightly increased by identity disequilibria.351
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POPULATION STRUCTURE352

The mutation load L, inbreeding depression δ and heterosis H in a subdivided353

population may be defined as (e.g., Theodorou and Couvet, 2002; Whitlock, 2002;354

Glémin et al., 2003; Roze and Rousset, 2004):355

L = 1− W

Wmax

, δ = 1− Ex

[
Wself, x

Wout, x

]
, H = 1− Ex [Wout, x]

Wbetween

(15)

where W is the average fitness over the whole metapopulation, Wmax the maximal pos-356

sible fitness, Wself, x and Wout, x the average fitnesses of individuals produced by selfing357

and by outcrossing in deme x (respectively), Wbetween the average fitness of offspring358

produced by crosses between parents from two different demes, while Ex stands for359

the average over all demes x. In the present model Wmax = 1, while the assumption of360

random mating within demes yields Ex [Wout, x] = W . The definition of inbreeding de-361

pression given by equation 15 is equivalent to the “within-deme inbreeding depression”362

δIS in Roze and Rousset (2004) (or δ1 in Whitlock, 2002). Note that Theodorou and363

Couvet (2002) use a slightly different definition of within-deme inbreeding depression:364

δ = 1−Ex [Wself, x] /Ex [Wout, x]; however, we will see that both expressions often yield365

very similar results.366

Supplementary File B shows how approximations for L, δ and H can be de-367

rived, assuming that deme size N is large, while the migration rate m and strength of368

selection s are small. As in the previous section, the total population size is supposed369

very large (large number of demes), so that the effects of drift at the whole population370

level can be neglected. In a first step, I show that improved approximations for L, δ371

and H generated by mutation at a single locus can be obtained by combining previous372

results (Glémin et al., 2003; Roze and Rousset, 2004). Then, I extend these results to373
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the case of deleterious alleles occurring at a large number of loci, incorporating effects374

of pairwise associations among loci.375

376

Single-locus results. As shown in Supplementary File B (see also Whitlock, 2002;377

Glémin et al., 2003; Roze and Rousset, 2004) the mutation load, inbreeding depression378

and heterosis generated by a single deleterious allele in a subdivided population (with379

random mating within demes) are approximately:380

L ≈ 2sh p+ s (1− 2h)FST p (16)
381

δ ≈ 1

2
s (1− 2h) (1− FST) p (17)

382

H ≈ s (1− 2h)FST p (18)

where p is the frequency of the deleterious allele in the whole population, and FST383

measures the average genetic diversity within demes, relative to the genetic diversity384

in the whole metapopulation (Wright, 1969). As the number of demes tends to infinity,385

FST becomes equivalent to the probability that two genes sampled from the same deme386

are identical by descent (e.g., Rousset, 2002), that is, that their ancestral lineages387

coalesce in a finite number of generations — which is possible only if these lineages388

stay in the same deme until coalescence occurs, since it takes an infinite time for389

lineages present in different demes to coalesce.390

Assuming N is large while s and m are small, the change in frequency of the391

deleterious allele due to selection is approximately (see Supplementary File B):392

∆sp ≈ −sh p− s (1− 3h)FST p+ s (1− 2h) γ p (19)

where γ is the probability that three genes sampled from the same deme are identical393

by descent (i.e., that their ancestral lineages coalesce before migrating to different394
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demes). In order to compute ∆sp is terms of the model parameters (s, h, N , m),395

one may then assume that under weak selection FST and γ remain close to their396

equilibrium values under neutrality, and replace FST and γ by these values in equation397

19 (Whitlock, 2002, 2003; Wakeley, 2003; Roze and Rousset, 2003, 2004). While this398

approximation yields accurate results as long as s� m, it generally fails when s ≥ m,399

as the effect of selection on FST and γ cannot be neglected (Roze and Rousset, 2003,400

2004). However, Supplementary File B shows that when N is sufficiently large, FST401

and γ can be approximated by:402

FST ≈
1

1 + 4N (m+ sh)
, γ ≈ 1

[1 + 2N (m+ sh)] [1 + 4N (m+ sh)]
. (20)

Replacing FST and γ by these expressions in equation 19 yields, at mutation-selection403

equilibrium:404

p ≈ (1 + 2Γ) (1 + 4Γ)

2Γ (1 + 4Γh)

u

s
(21)

with Γ = N (m+ sh), and where u is the mutation rate towards the deleterious allele.405

From equations 16, 17 and 18, one then obtains:406

L ≈ (1 + 2Γ) (1 + 8Γh)

2Γ (1 + 4Γh)
u (22)

407

δ ≈ (1− 2h) (1 + 2Γ)

1 + 4Γh
u (23)

408

H ≈ (1− 2h) (1 + 2Γ)

2Γ (1 + 4Γh)
u . (24)

When s � m (so that Γ ≈ Nm), equations 21 - 24 become equivalent to the results409

obtained using expressions for FST and γ under neutrality (e.g., equations 35-39 in Roze410

and Rousset, 2004). As shown be Figure 6, however, taking into account the effect of411

selection on FST and γ (by using equation 20) greatly improves analytical predictions412

when m ≤ s. Interestingly, the expression for FST given by equation 20 was already413
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obtained by Glémin et al. (2003) using a method developed by Ohta and Kimura (1969,414

1971) to compute moments of allele frequencies in finite populations (equation 11a in415

Glémin et al., 2003). However, Glémin et al. (2003) neglected the effect of population416

structure on the mean allele frequency p (assuming that selection is strong relative to417

local drift) and thus replaced p by u/ (sh) in equations 16 - 18. In effect, equations418

21 - 24 thus combines the results of Glémin et al. (2003) — that take into account419

the effect of selection on FST, but neglect the effect of population structure on mean420

allele frequency — and the results of Roze and Rousset (2004), that take into account421

the effect of population structure on mean allele frequency, but neglect the effect of422

selection on FST. Supplementary Figure S7 compares these different approximations,423

and shows that equations 21 - 24 lead to significant improvement over these previous424

results.425

Finally, we can note that when the migration rate m is set to zero, the model426

represents an infinite number of replicates of a single population of size N . The above427

results thus predict that the variance in frequency of a deleterious allele due to drift428

in a single finite population should be approximately p q/ (1 + 4Nsh) as long as the429

average frequency p of the deleterious allele remains small (from equation 20, with430

q = 1 − p). Furthermore, expressions for the average allele frequency, mutation load431

and inbreeding depression are obtained by setting m = 0 in equations 21-23. Figure432

7 shows that these approximations are indeed accurate as long as N is not too small433

(so that the deleterious allele stays rare in the population).434

435

Effects of interference between selected loci. In the multilocus case, popula-436

tion structure generates different types of associations between alleles at different loci,437
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either from the same individual or from different individuals from the same deme.438

As shown in Supplementary File B, selection against deleterious alleles is affected by439

these associations, through extra terms that appear in equation 19 (see equation B33440

in Supplementary File B), and also through the fact that FST and γ at each locus are441

affected by interactions between loci. Assuming large deme size and weak selection442

and migration (so that 1/N , m and s are of order ε, where ε is a small term), fixed s443

and h and freely recombining loci, one obtains:444

FST ≈
1

1 + 4N (m+ sh)

[
1− s (1− 2h)

8Nm

[1 + 4N (m+ sh)]2

∑
j

pj

]
(25)

which is equivalent to equation 79 in Roze and Rousset (2008) when sh� m, while:445

γ ≈ 1

[1 + 2N (m+ sh)] [1 + 4N (m+ sh)]

×

[
1− s (1− 2h)

4Nm [3 + 8N (m+ sh)]

[1 + 2N (m+ sh)] [1 + 4N (m+ sh)]2

∑
j

pj

] (26)

(where pj is the frequency of the deleterious allele at locus j in the metapopulation).446

Equations 25 and 26 show that FST and γ at a given locus are decreased by447

partially recessive deleterious alleles segregating at other loci: this effect stems from448

the fact that offspring from migrant individuals tend to be more heterozygous, and thus449

have higher fitness than offspring from philopatric individuals when deleterious alleles450

are partially recessive (heterosis). This increases the “effective” migration rate, and451

thus reduces genetic correlations between individuals within demes (e.g., Ingvarsson452

and Whitlock, 2000). As shown by equation 19, a lower FST decreases selection against453

deleterious alleles when h < 1/3 (and increases selection otherwise), while a lower γ454

increases selection against deleterious alleles when h < 1/2, and increases it otherwise.455

As a result, the effects of between-locus interactions on FST and γ may either increase or456

decrease the efficiency of selection against deleterious alleles, depending on parameter457

22



values. Furthermore, Supplementary File B shows that all other effects of between-458

locus interactions should be negligible when 1/N , s and m are small, h 6= 0.5 and459

assuming each deleterious allele remains rare in the metapopulation (pj small). From460

equations 19, 25 and 26, one obtains for the mean number of deleterious alleles per461

haplotype at equilibrium (to the second order in U):462

n ≈ (1− I3)
(1 + 2Γ) (1 + 4Γ)

2Γ (1 + 4Γh)

U

s
(27)

where I3 represents the effect of interactions between loci:463

I3 = (1− 2h)

(
Nm

Γ

)
1 + 8Γ [h− (1− 3h) Γ]

Γ (1 + 4Γ) (1 + 4Γh)2
U. (28)

Note that the sign of I3 depends on parameter values: while I3 is always positive when464

1/3 < h < 1/2, it may become negative when h < 1/3, in particular if Γ is large:465

therefore, interference between loci may either increase or decrease the frequency of466

deleterious alleles. Furthermore, one obtains for the mutation load:467

L ≈ 1− exp

[
− (1− I4)

(1 + 2Γ) (1 + 8Γh)

2Γ (1 + 4Γh)
U

]
(29)

with:468

I4 = (1− 2h)

(
Nm

Γ

)
1 + 8Γh [1− (1− 4h) Γ]

Γ (1 + 4Γh)2 (1 + 8Γh)
U. (30)

Again, the sign of I4 (representing the effect of interactions between loci) depends on469

parameter values: I4 is always positive if 1/4 < h < 1/2 (in which case interactions470

reduce the load), but becomes negative if h < 1/4 and Γ is sufficiently large.471

By contrast, the sign of the expressions obtained for the effects of interactions472

between loci on heterosis and inbreeding depression stays constant when h < 1/2.473

Indeed, one obtains for heterosis (see Supplementary File B for derivation):474

H ≈ 1− exp

[
− (1− I5)

(1− 2h) (1 + 2Γ)

2Γ [1 + 4Γh]
U

]
(31)
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with:475

I5 = (1− 2h)

(
Nm

Γ

)
1 + 8Γh (1 + Γ)

Γ (1 + 4Γh)2
U. (32)

showing that interactions between loci always decrease heterosis when h < 1/2. Fi-476

nally, inbreeding depression is given by:477

δ ≈ 1− exp

[
− (1 + I6)

(1− 2h) (1 + 2Γ)

1 + 4Γh
U

]
(33)

with:478

I6 = 2 (1− 2h)2
(
Nm

Γ

)
1

Γ (1 + 4Γh)2
U (34)

showing that interactions between loci always increase inbreeding depression within479

demes. Indeed, heterosis and inbreeding depression scale with FST n and (1− FST)n,480

respectively (from equations 17 and 18), and one obtains from equations 25 and 27481

that the effect of between-locus interactions on these products stays constant as long as482

h < 1/2 (to the second order in U). As shown by Figure 8, simulation results confirm483

that interactions between loci tend to increase inbreeding depression and decrease484

heterosis, fitting reasonably well with predictions from equations 31 and 33 (although485

discrepancies appear when m is very small). The effects of interactions between loci on486

inbreeding depression stays rather small for the parameter values used in Figure 8A,487

but become more important for lower values of s and h or higher values of U , as shown488

by Figure 8C and 8D. As an aside, Supplementary File B also shows that defining489

inbreeding depression as 1−Ex [Wself, x] /Ex [Wout, x] or as 1−Ex [Wself, x/Wout, x] (where490

again Ex stands for the average over all demes x, while Wself, x and Wout, x are the mean491

fitnesses of offspring produced by selfing and by outcrossing in deme x) should yield492

very similar results under our assumptions (N large, s, m small, pj small), since the493

variance of Wout, x and the covariance between Wself, x and Wout, x across demes remain494
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small under these conditions. Indeed, both measures were used in the simulations and495

gave nearly undistinguishable results (not shown).496

DISCUSSION497

Theoretical predictions regarding the effect of the mating system of organisms498

on the mutation load and inbreeding depression are often based on single-locus models.499

However, as previously shown by Lande et al. (1994), some of these predictions may500

not hold when considering more realistic situations involving multiple selected loci.501

In particular, when the genomic mutation rate towards recessive deleterious alleles is502

sufficiently high, inbreeding depression is maintained at high levels irrespective of the503

selfing rate of individuals (contrarily to the predictions of single-locus models), unless504

selfing exceeds a threshold value. This “selective interference” effect has been invoked505

by Scofield and Schultz (2006) and by Winn et al. (2011) to explain the lack of evidence506

of purging in meta-analyses comparing species with intermediate selfing rates to species507

with low selfing rate (while species with high selfing rates show reduced inbreeding508

depression): for example, Winn et al. (2011) observed that species with intermediate509

selfing rates (between 0.2 and 0.8) present similar levels of inbreeding depression as510

species with lower selfing rates (less than 0.2). Furthermore, it has been proposed511

that this effect may allow the stable maintenance of mixed mating systems (involving512

both selfing and outcrossing), since the classical prediction that only complete selfing513

or complete outcrossing should be evolutionarily stable (Lande and Schemske, 1985)514

is based on the assumption that inbreeding depression is a decreasing function of the515

selfing rate.516
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Most previous studies of selective interference were based on Kondrashov (1985)’s517

simulation model, representing deleterious alleles occurring at an infinite number of518

unlinked loci, in an infinite population. Lande et al. (1994) considered the case of fully519

(or almost fully, i.e., h = 0.02) recessive lethal mutations (s = 1), and found that520

selective interference becomes important when the genomic deleterious mutation rate521

is sufficiently high (0.2 – 1). Kelly (2007) showed that strong homozygous effects of522

deleterious alleles are not necessarily needed for interference to occur (the effect being523

actually stronger with s = 0.1 than with s = 1), while h has to be sufficiently low in524

order to observe interference. Winn et al. (2011) modelled transitions from outcrossing525

to partial selfing, and showed that increased selfing leads to lower levels of inbreeding526

depression (purging) when s = 0.05 and h = 0.2 and when s = 0.001 and h = 0.4,527

but not when s = 1 and h = 0.02 (for a genomic mutation rate equal to 1), inbreeding528

depression staying close to 1 in the last situation.529

To date, no analytical model has explored the mechanisms of selective inter-530

ference. In this paper, I showed that analytical approximations can be obtained in531

regimes where interference stays moderate, by considering the effects of pairwise in-532

teractions between selected loci and assuming weak selection. As we have seen, the533

mechanisms underlying interference in partially inbred populations depend of the form534

of inbreeding considered. In a single, large population undergoing partial selfing, inter-535

ference between loci are mainly driven by identity disequilibria between those loci (as536

long as the fitness of heterozygotes departs from the average of both homozygotes a537

each locus, i.e., h 6= 0.5). However, identity disequilibria affect inbreeding depression538

through several mechanisms: correlations in homozygosity directly reduce δ, but also539

indirectly decrease homozygosity at each locus (which also reduces δ) and decrease540
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the efficiency of selection against deleterious alleles, allowing them to be maintained541

at higher frequencies (thereby increasing δ). This last effect (which predominates over542

the first two) corresponds to the verbal explanation proposed previously to explain543

selective interference (purging is prevented by identity disequilibria, e.g., Lande et al.,544

1994; Winn et al., 2011). However, we have seen that this effect itself involves three545

different mechanisms: reduction of the “effective” dominance coefficient of deleterious546

alleles, decrease in homozygosity at each locus, and positive correlations between the547

presence of a deleterious allele at a given locus and heterozygosity at other loci. The548

results presented here also show that interference is little affected by the strength of549

selection against deleterious alleles (at least as long as selection is weak to moderate)550

or by linkage, as long as genome map length is sufficiently high — in agreement with551

the simulations results obtained by Charlesworth et al. (1992), showing that the effect552

of linkage on mean fitness and inbreeding depression in partially selfing populations553

often remains slight.554

When inbreeding results from limited dispersal (population structure), interfer-555

ence effects are more complicated as they involve associations between loci as well as556

between different individuals from the same spatial location. However, we have seen557

that when selection and migration are weak while deme size is large, the main effect of558

interference between loci (assuming partially recessive deleterious alleles) is to increase559

the “effective” migration rate at each locus (Ingvarsson and Whitlock, 2000), thereby560

reducing probabilities of identity between alleles present in different individuals from561

the same deme. This may either increase or decrease the strength of selection against562

deleterious alleles depending on parameter values, but always increases inbreeding de-563

pression within demes, while reducing heterosis between demes. In contrast with the564
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case of partial selfing in a single population, this effect does not involve identity dis-565

equilibria (correlations in homozygosity across loci), but other types of associations566

between alleles present in different individuals from the same deme (moments of link-567

age disequilibrium and allele frequencies, see equations B44 and B45). Furthermore,568

an important difference between partial selfing and population structure is that the569

mutation load and inbreeding depression in a structured population may be affected570

by the strength of selection against deleterious alleles (in particular when migration571

is weak, see Figure 6). The effects of interference between loci also depend on the572

strength of selection, being more marked for lower values of s.573

Is selective interference likely to have important consequences in natural popula-574

tions? Confirming previous results, we have seen that interference leads to substantial575

deviations from single-locus results for parameter values leading to strong inbreeding576

depression (high U , low h), independently of the strength of selection against deleteri-577

ous alleles. In particular, the total absence of purging as the selfing rate increases (up578

to a threshold value) is only observed when inbreeding depression is close to 1 (while579

for lower values of δ, interference only dampens the decline of inbreeding depression580

with selfing). As observed by Winn et al. (2011), this condition may be fulfilled in581

gymnosperms, which show very high levels of inbreeding depression. In contrast, an-582

giosperms show lower values of inbreeding depression (on average), for which selective583

interference may not be sufficiently strong to prevent purging. According to the results584

shown here, interference between deleterious alleles may thus not represent a sufficient585

explanation for the lack of evidence for purging in Angiosperms in Winn et al. (2011)’s586

meta-analysis (for selfing rates between 0 and 0.8). Other possible explanations may587

be a lack a sufficient power to detect purging, or synergistic epistasis between deleteri-588
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ous alleles, which tends to flatten the relationship between inbreeding depression and589

the selfing rate (Charlesworth et al., 1991). Note also that, as discussed by Winn et590

al. (2011), most estimates of inbreeding depression compiled in their dataset were ob-591

tained under greenhouse conditions, and may thus be biased downwards if inbreeding592

depression tends to be stronger in harsher environments (Armbruster and Reed, 2005).593

More empirical studies of inbreeding depression in different sets of conditions are thus594

needed to assess the potential importance of interactions between loci on selection595

against deleterious alleles.596

Finally, because the suppression of purging due to interference only occurs when597

inbreeding depression is maximal, this mechanism does not seem a likely explanation598

for the evolutionary maintenance of mixed mating systems (as proposed in previous599

papers), since selfing should be strongly disfavored when δ is close to 1. Nevertheless,600

the effects of associations between loci on the evolution of mating systems remain little601

explored (but see Kamran-Disfani and Agrawal, 2014). Besides affecting inbreeding602

depression, between-locus associations may modulate the advantage of selfers due to603

more efficient purging (e.g., Uyenoyama and Waller, 1991; Epinat and Lenormand,604

2009), and possibly generate additional selective forces acting on a modifier locus af-605

fecting the selfing rate. These effects are still waiting for analytical exploration.606
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Figure 1. Average fitness at equilibrium as a function of the rate of self-fertilization α,735

for different values of the dominance coefficient of deleterious alleles (h), and deleteri-736

ous mutation rate per haploid genome U = 0.5. Solid curves: analytical approximation737

including effects of identity disequilibria (equation 11); dashed curves: neglecting ef-738

fects of identity disequilibria (obtained by setting I1 = I2 = 0 in equation 11); dots:739

simulation results (in this and the following figures, error bars are smaller than the740

size of dots). In the simulations, s = 0.05, N = 20,000 and R = 10.741
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Figure 2. Variance in fitness in the population at equilibrium, as a function of the rate743

of self-fertilization α and for different values of the dominance coefficient of deleterious744

alleles. Curves correspond to predictions from equation A46 in Supplementary File A745

(dotted: h = 0.2, long-dashed: h = 0.3, solid: h = 0.4); short-dashed curve: adding746

the term given in equation A47 for h = 0.2. Dots: simulation results for h = 0.2747

(empty circles), h = 0.3 (filled circles) and h = 0.4 (filled squares). Parameter values748

are the same as in Figure 1.749
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Figure 3. Inbreeding depression as a function of the rate of self-fertilization α, for751

different values of the dominance coefficient of deleterious alleles (h = 0.1, 0.2, 0.3752

and 0.4 from top to bottom), and deleterious mutation rate per haploid genome U =753

0.5. Solid curves: analytical approximation including effects of identity disequilibria754

(equation 14); dashed curve: neglecting effects of identity disequilibria (setting I1 =755

I2 = 0 in equation 14); dots: simulation results (same parameter values as for Figure756

1).757
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Figure 4. Inbreeding depression as a function of the selfing rate α: same as Figure 3759

with fully recessive deleterious alleles (h = 0), and different values of the deleterious760

mutation rate U .761
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Figure 5. Top: distributions of s and h assuming a log-normal distribution of s with763

µ ≈ −3.316 and σ = 0.8 (so that s = 0.05) and fixed heterozygous effects of deleterious764

alleles θ ≈ 0.00659 (so that h = 0.25); see text for more explanations. Bottom: mean765

fitness and inbreeding depression as a function of the selfing rate α. Dots: simulations766

results, using the distributions of s and h shown on top. Black curves: analytical767

predictions for fixed h, set to h (from equations 11 and 14). Red curves: analytical768

predictions for varying h (from equation A56 and A57 in Supplementary File A).769

Dashed/solid curves: neglecting/including the effects of identity disequilibria. The770

mutation rate is set to U = 0.5; in the simulations, N = 20,000 and R = 10.771
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Figure 6. Equilibrium values of FST, mutation load L (divided by its value in a773

panmictic population, 2u), heterosis and inbreeding depression in a subdivided pop-774

ulation, when selection acts at a single locus. The x-axes show the migration rate775

between demes (on a log scale), and the different colours correspond to different val-776

ues of s: 0.005 (orange), 0.01 (green), 0.05 (blue) and 0.1 (red). Coloured curves:777

predictions from equations 20 and 22-24. Dots: one-locus simulation results (30 repli-778

cates of 107 generations; error bars are smaller than the size of dots). Black curves:779

predictions from Roze and Rousset, 2004 (obtained by replacing Γ by Nm in equa-780

tions 20 and 22-24). Other parameter values: h = 0.2, N = 100, u = 10−5; in the781

simulations the number of demes is set to 200, and back mutations occur at rate 10−7.782
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Figure 7. Variance of deleterious allele frequency (scaled by p q) and inbreeding784

depression in a single finite population, as a function of population size N (on a log-785

scale). Solid curves correspond to predictions obtained from numerical integration over786

the standard diffusion result for the distribution of allele frequency (e.g., equation 9.3.4787

in Crow and Kimura, 1970, see also Bataillon and Kirkpatrick, 2000), while dashed788

curves correspond to 1/ (1 + 4Nsh) (left) and to the expression obtained by replacing789

Γ by Nsh in equation 23 (right). Dots: one-locus simulation results (averages over790

30 replicates of 108 to 109 generations). Parameter values: s = 0.005, 0.01, 0.05, 0.1791

(from right to left), h = 0.3, u = 10−5; back mutation rate: v = 10−7.792
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Figure 8. Inbreeding depression (A, C, D) and heterosis (B) when deleterious mu-794

tations occur at a large number of loci, as a function of the migration rate between795

demes (on a log scale). Dots: multilocus simulation results; solid curves: predictions796

from equations 31 and 33; dotted curves: predictions ignoring effects of interactions797

between loci (setting I5 and I6 to zero in equations 31 and 33). Parameter values: A,798

B: U = 0.5, h = 0.2, s = 0.05 (squares, top curves in A, bottom curves in B), s = 0.01799

(circles, bottom curves in A, top curves in B); C: U = 0.5, h = 0.1, s = 0.01; D: U = 1,800

h = 0.2, s = 0.01. Deme size: N = 100. In the simulations the number of demes is set801

to 200, and genome map length to R = 20 Morgans.802
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