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Abstract—In Internet networks, monitoring is necessary to heterogeneous structure of the network. They suppose that
guarantee the performance of the services. In this paper, we the same set of monitoring services can be provided by any
review the state-of-the-art monitoring architectures propose for equipment of the network homogeneously and independently

multi-domain networks. We note that these architectures do not fthe d . fth . t Thi tion is i
support measurement configuration that enables the providers of the domain owner ot the equipment. This assumption IS in

to perform flexible multi-domain measurements. Therefore, we general erroneous. F’articularly, every domain wants tdyapp
present our proposal for the configuration of the multi-domain its own policy and its own monitoring process. Moreover,
network monitoring architecture in order to give more flexibility  each domain wants to keep some monitoring processes or

in network monitoring and solve the heterogeneity and interop- - aa5yrement results private. This requirement is called th
erability problems. We also present our collaboration schemes - . . .
confidential domain requirement.

that can be applied in our configurable monitoring architecture. ST Es
These collaboration schemes, based on the proactive selection Network monitoring is used to extract measurement results

and reactive selection, are used to select the measurement paint for performance analysis and, in multi-domain networkeséh
that participate in the multi-domain monitoring and configure the  measurement results may have to be exchanged between
parameters of the measurement points selected. We show throlg different domains or sent to a third party for aggregation

extensive simulations that the proactive collaboration scheme d lti-d . vsis. | der to h ficient d
provides a more flexible multi-domain monitoring and reduces and muiti-domain analysis. [n order to have efncient an

the delay and the overload of the monitoring establishment. meaningful measurement results, the export parametensasuc
the export methods have to be configurable. This requirement
l. INTRODUCTION is called the adaptive export process requirement.

Network monitoring is necessary to guarantee precise andDue to the heterogeneity of the measurement parameters
efficient management of a network communication system.which can be used by different domains, the measurement
is required to control the Quality of Service (QoS) providegarameters such as the metrics to be measured and the
by the network. The performance requirements of the sesviameasurement protocols to be used have to be configurable.
are typically specified through a contract called Serviceele This requirement is called the adaptive measurement pgoces
Agreement (SLA). In order to guarantee the performance mfquirement. This requirement is mandatory especiallyrwhe
the services, the network performance has to be verified agtive measurements are performed between two domains
performing network monitoring. Many monitoring architecbecause these domains have to agree on the measurement
tures were proposed for intra-domain networks such as in [dfocess.
and [2] or proposed for multi-domain networks. A monitoring In this paper, we present our proposal for the configuration
architecture can use standard protocols such as RTFM [8],multi-domain network monitoring architecture that riees
IPFIX [4], and PSAMP [5]. In this paper, we interest in multithe heterogeneity problems by providing the adaptive nreasu
domain monitoring. ment process and the adaptive export process requirensents.

Many projects proposed multi-domain network monitoringoth the measurement parameters and the export parameters
architectures. The objective of the INTERMON project is tean be configured. Our proposal also resolves the confiden-
improve the QoS in inter-domain networks and to analyzality problems by providing the confidential requiremeror
the traffic in large scale [6]. The objective of the monitorinstance, in order to provide the confidentiality of the doma
ing system of the ENTHRONE project is to verify whethetopology, we propose to perform multi-domain monitoring
the QoS performance are respected using active and passily between measurement points located at the border of the
measurements [7]. The Monitoring and Measurement Systelmmains.

(MMS) of the EuQoS project provides traffic measurements in This paper is organized as follows. The main monitoring
real-time [8]. More details of these multi-domain monitayi architectures already proposed for multi-domain netwenes
architectures are presented in section II. presented in section Il. In section lll, we present our pro-

The heterogeneity aspect of the different domains makes fhasal for a configurable multi-domain monitoring architeet
multi-domain network monitoring an important and challengSection IV presents the simulation model and performance
ing problem. However, we note that all the above monitoevaluations and comparisons of our proposed collaboration
ing architectures do not take into account the multi-domasthemes. Conclusions are provided in section V.



Il. STATE-OF-THE-ART MONITORING ARCHITECTURES FOR
MULTI-DOMAIN NETWORKS

We identify four functional blocks that are used by the
current monitoring architectures: a configuration block, a
measurement block, an export block, and an analysis block.
The configuration functional block configures the monitgrin =
The measurement functional block performs measurements. ar
The export functional block exports measurement results fo ~Pased measurement statistic.
further analysis. The analysis functional block analyZes t Two monitoring signaling protocols are added to the mon-
measurement results. In this section, we discuss the maiing architecture: an inter-domain monitoring signali
monitoring architectures proposed for multi-domain netgo protocol (EQoS-RM) and an intra-domain active measure-
We also verify whether these architectures allow the pergd ment signaling protocol (EMon). A disadvantage of the EN-
to perform multi-domain measurements and whether the moPHRONE architecture is that the measurements are mostly
itoring is configurable. done at an application-level. The EQoS-RM and the EMON

. are used for monitoring exchanges between the ServMons
A. INTERMON architecture of the different domainéJ and bet\?veen the NodeMons of the

The INTERMON architecture consists of four layers: a toddame domain, respectively. The EMon also configures the

layer, a tool adaptation layer, a central control and s®ragharacteristics of the active measurements sessions (sich

layer, and a user interface layer [6]. In each domain, a akntthe one-way delay and the flow identification) between the
server called Global Controller (GC) coordinates the Bter offective NodeMons.

tion between the different components of the architectife.
can identify the following functional blocks: C. EuQosS architecture
« The measurement functional block, which is located in The Monitoring and Measurement System (MMS) of the
the tool layer, consists of active and passive measurem&uwQoS project provides traffic measurements in real-tinhe [8
points. The EuQoS architecture consists of:

domain. Then, it exports only the relevant measurement
results to the ServMon. Therefore, the NetMon minimizes
the quantity of the exported information since it exports
only the relevant measurement results. The exported
measurement results depend on the analysis process.
The ServMon is responsible for reporting the QoS mea-
surements between the different domains using XML-

The configuration functional block, which is located in
the tool adaptation layer, is responsible for configuration
of the measurement points. .
The export functional block, which is located in the
central control and storage layer, is responsible for the
export of the results using IPFIX and the results are then,

Measurement Points (MP) that perform QoS measure-
ments.

Measurement Controller (MC) that launches and termi-

nates the intra-domain measurements and collects the
results from the different MPs.

Monitoring, Measurement and Fault Management

stored in the global database.

« The analysis functional block that is located in the central
control and storage layer is responsible for the data post
processing.

The INTERMON architecture is applied in each network
domain and the communication between the different domains
is performed using Authorization, Authentication, and Ac-
counting (AAA) local servers. Each provider can request feor QoS performance evaluation, Net Meter [9] is selected as
distant provider to get intra-domain measurement resuits the intra-domain measurement tool. This active tool presid
one or some metrics. When receiving this measurement resuftisasurements on QoS metrics such as the delay, the delay
request, the distant provider checks if the sender has ghe rivariation, and the packet loss ratio. Moreover, the Moimtpr
to obtain such information, using the AAA server. and Measurement System (MMS) of EuQoS provides real-

. time measurements using an on-line monitoring passive tool
B. ENTHRONE archltectL'lre ] ) called Oreneta. The MMS is limited to monitor a single class

The management monitoring architecture of ENTHRONE¢ seryice in a single domain. An active measurement tool,
consists of three levels: Node level Monitoring (NodeMonhaied Link Load Measurement Tool (LLMT), was developed
Network level Monitoring (NetMon), and Service level Monby EuQoS to perform inter-domain measurements (on inter-

itor (ServMon) [7]. domain links). The measurement results obtained by LLMT
« The NodeMon performs intra-domain active and passi¥ge then stored in the RM DB.

application-level measurements at the edge nodes. These ) o ]

per-flow measurements are used to detect SLA violatioRs Synthesis of the state-of-the-art monitoring architezs

such as QoS degradations, and then launch failure locfr multi-domain networks

ization procedures. We note that the measurement, export, analysis and con-
« The NetMon processes and aggregates the measuremégtsation functional blocks exist in the INTERMON and

collected by the different NodeMons belonging to itENTHRONE monitoring architectures. Besides, the export

(MMFM) module that stores the measurement results
obtained from the MC in the Resource Management
Database (RM DB). Each domain contains a single
RM DB and this database is accessible for the MMFM
modules of all the domains.



TABLE |

MULTI-DOMAIN MONITORING ARCHITECTURES VS MONITORING A. Configuration functionality localization
REQUIREMENTS We propose to locate the multi-domain configuration func-

Architectures | Confidential | Adaptive Adaptive tionality at the AO since the global network resources are

domain gﬁig;’fmem nggggs managed by this entity. Likewise, we propose that the intra-
INTERVON Yes Partially NG domain configuration functionality is coupled with the EO
ENTHRONE No Partially No as this entity manages the resources of its network domain.
EuQos No No No Therefore, the AO is responsible for the configuration of all
gr‘érhitecture Yes Yes Yes the domains that participate in the multi-domain monitgrin

through their EOs.

B. Measurement points selection

block of the INTERMON architecture uses a standardized We suppose that the client launches a multi-domain monitor-
export protocol (IPFIX). Moreover, the INTERMON architec4ing of a service by sending a multi-domain network monitgrin
ture provides the confidential domain requirement using tiiequest. When receiving this request, the measurementspoint
AAA servers. However, the INTERMON and ENTHRONEthat participate in this monitoring are selected by the A@e T
architectures do not allow the providers to perform full taul selection of the measurement points can be done during or
domain measurements and they are limited to the exchangeaer the service establishment. An EO can participate én th
the intra-domain measurement results between the pravidgelection by preselecting a list of useful measurementtgoin
These architectures provide partial multi-domain measuri@ its domain. The selection can be proactive or reactive.
ments because inter-domain measurements are not perfornfed both selection methods, the configuration entities ef th
Furthermore, the configuration block of the INTERMON angoncerned domains have to transmit the information abaut th
ENTHRONE architectures are limited to the configuration afseful measurement points (or the information about all the
the measurement points and the configuration of the acti@eailable measurement points in its domain). The inforomati
measurement sessions, respectively. However, these gara@pout a measurement point consists in its localization. (e.g
ters are not sufficient in a heterogeneous environment. Th#re Internet Protocol address of the measurement poist), it
the adaptive measurement process requirement is notytotaipnfigurable parameters, and its monitoring capacity (that
fulfilled while the adaptive export process requirementds nrepresents the maximum number of services that can be
fulfilled. monitored simultaneously).

The main advantage of the EuQoS monitoring architecture isl) Proactive selection:In the proactive selection, each
that it performs full multi-domain measurements by prowgli domain publishes the information about all its measurement
intra-domain and inter-domain measurements. Howevere th@oints. When all the information is available, the AO can
is no configuration functional block in the EuQoS architeetu efficiently select the measurement points to be used. Haweve
Therefore, this monitoring architecture does not fulfile ththe transmitted information can be quite large. The preacti
adaptive measurement process and the adaptive exporsproselection has two major drawbacks. First, the providersican
requirements. preselect the measurement points to be used. Second, the

Therefore, we propose that the multi-domain network moioviders have to transmit update messages when they need
itoring architecture has to be configurable in order to futo update the list of the measurement points as well as their
fill these requirements: the confidential domain, the adaptiparameters or their monitoring capacities.
measurement process, and the adaptive export processerequi In practice, the proactive selection mode is required when
ments. Table | presents whether these requirements atketllfithe monitoring establishment is performed simultaneously
by the different monitoring architectures. with the service establishment. The major advantage of this
selection mode that the path routing can take into account
the characteristics of the measurement points. For example
the routing algorithm selects compatible measurementtpoin

Our proposal for the configuration of the network moniwhich can still monitor other services, i.e. having a manmitgp
toring should adapt to any compatible multi-domain networgapacity greater than zero.
architecture like the architecture model defined by the IP-2) Reactive selectiontn the reactive selection, on the AO
Sphere forum [10]. This model allows providers to overconmequest, each concerned domain transmits the information
scalability and interoperability issues. The IPSpheraurfor about the useful measurement points for a specific monitored
has defined the role of each system entity: Administratiservice. Each EO preselects the measurement points and
Owner (AO), Element Owner (EO), and customer. AO is thenswers the request. The reactive selection allows the EOs
entity that is responsible for providing and guaranteeindg-e to avoid measurement points update procedure and decreases
to-end services over a multi-domain network. These sesvic®r a given service, the amount of exchanged data for the
are requested by customers. EO is the entity that managesghblication (only preselected measurement points are).sent
resources of a network domain. Each service provided by tHewever, the selection has to be performed with each new
AO uses the resources of one or several EOs. incoming multi-domain monitoring request. Furthermote t

Ill. PROPOSALS FOR THE CONFIGURATION OF THE
MULTI-DOMAIN MONITORING



suitable manner, the configuration is still necessary. ddde
& ® when the active monitoring is used, the localization of the
measurement points have to be configured. For example,
& @ for confidentiality reasons, when we need to perform active
o o measurements between measurement pdinand measure-
@ © ment pointd2 (see Fig. 1) without unveiling the localization
o of the measurement points located inside a local domain
” to any distant domain, we can perform multiple segmented
G 7 measurements. For example, we can perform active measure

DomainC | ments between measurement paitt and a2 and between
"""""""" measurement point2 and d2. Therefore, the localization of
Fig. 1. Multi-domain network monitoring scenario. measurement poirnt0 is known by measurement poia® that

belongs to the same domain. Moreover, measurement point

d2 uses only the localization of measurement paidithat is
AO can select the measurement points only when it receiv@gated at the border of the distant domain.

all the responses from all the domains concerned by the multi
domain monitoring request. Therefore, the measurementgoi
selection can produce extra delay.

In practice, when the monitoring is established after thie sé\. Simulation model
vice path establishment, the reactive selection mode besom |n this section, we consider a multi-domain network topol-

more interesting while the proactive selection mode besomggy formed by four domains and fourteen measurement points
useless. Indeed, there is no need to send all the measureni&¥ Fig. 1). We consider only measurement points that are
points characteristics to the AO when the path of the moeitor|ocated at the border of the domains for confidentiality oeas
service is already established. Domain A, domain B, domain C, and domain D contains
three measurement points (al, a2, and a3), four measurement
points (b1, b2, b3, and b4), four measurement points (c1,
After selecting the measurement points that will partitépac2, c3, and c4), and three measurement points (d1, d2, and
in the multi-domain monitoring of a given service, the AO eond3), respectively. The simulation time is equalltg0 s. The
figures the domains that belong to the path of this monitoregbnitoring requests arrival is chosen according expoaknti
service. In both above selection methods, we propose tkat tlistribution on[1,200]. The measurement point capacity is
AO requests the configuration entities of the domains on tiosen according uniform distribution ¢ro0, 120]. The mea-
monitored path to activate the selected measurement poigisrement point capacity represents the maximum number of
Furthermore, we propose that each intra-domain configuratiservices that a measurement point can monitor simultaheous
entity configures its measurement and export parameteis. Thhe different values of the incompatibility ratio are O (e
configuration can be determined locally when performingiPs are compatibles), 0.1, 0.3, and 0.5. The incompatbilit
intra-domain network monitoring. However, this configimat ratio represents the ratio of the measurement points thatcir
has to be determined by the AO when performing multeompatible with any other one. Two measurement points are
domain network monitoring for two reasons: the heteroggneicompatible if and only if they can perform active measureimen
and the confidentiality. For example, when we perform actiisetween them. For example, if the incompatibility ratio is
measurements between measurement painbelonging to equal to 0.1 and if we take ten measurement points, then there
domain A and measurement poirt2 belonging to domain is, in average, one measurement point that is not compatible
D (see Fig. 1), we have to configure these two measuremeyith all the other ones.
points in a coordinated way. For example, in a heterogeneous _. . . .
environment, in order to measure the delay, we have to selgcts'mmat'on results for compatible measurement points
the same metric (for example One-Way Delay [11]), the First, we consider the case where all the measurement points
same measurement protocol (for example One Way Actide compatible (incompatibility ratio is equal to zero). We
Measurement Protocol [12]), and the same export method (f¥aluate the following performance criteria:
example periodic, each s). These monitoring parameters « The blocking percentage due to the measurement points
are selected among the set of the metrics, the measurement surcharge: represents the percentage of the monitoring
protocols, and the export methods available at these two requests that are blocked because there is at least one
measurement points. measurement point on the path that reaches its maximum
Even in a homogeneous environment (all the measurement monitoring capacity. We note that the blocking percentage
points use the same parameters), the multi-domain mamgtori due to the measurement points incompatibility is equal to
configuration is still necessary as the values of these pgram  zero since all the measurement points are compatible.
ters have to be chosen properly. Moreover, even if the values The monitoring throughput: represents the throughput
of the different parameters are chosen in a coordinated and of messages used to publish the measurement points

IV. PERFORMANCE EVALUATION OF THE PROPOSED
COLLABORATION SCHEMES

C. Measurement points configuration
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Fig. 2. Blocking percentage vs total number of the generagedces during
simulation. Fig. 3. Throughput vs total number of services.

characteristics (called publication throughput) added to ) )
the throughput of messages used to configure the méa&xplained by the fact that the proactive mode allows our
surement points (called configuration throughput). configurable momtormg archltecture to monl_tor more SeEsi
« The delay of the monitoring establishment: represents tHtan the reactive mode (the proactive mode is flexible ansl thu
difference between the time of configuration of all thé generates lower monitoring requests blocking percentag
measurement points that participating in the monitoringf€ Fig- 2). Indeed, more monitoring requests are blocked,
of a given service and the time of the reception of th§€ss throughput is generated.
monitoring request by the AO. We consider only the Now, we consider the publication throughput. We note that
accepted monitoring requests (the blocked monitorirfje reactive mode generates higher publication throughut
requests are not considered in the delay Computationslj']e proactive mode. Indeed, we assumed that the refreshment
1) Blocking percentage evaluatiorFig. 2 represents the period of the mgasure_men_t points characteristics updatg is
blocking percentage as a function of the total number lgnger thgn_the S|mqlat|on time (i.e., tr_le measurementtpoin
the generated services during simulation. We note thatgusfharacteristics remains the same during 1500 s). Therefore
the simulations parameters listed in subsection IV-A, tHéhen the proactive mode is used, each EO publishes the
blocking percentage is equal to zero for both collaboratidijlaracteristics of its measurement points once during the
schemes when the total number of services is lower than 26fnulation. However, when the reactive mode is used, the EO
Indeed, the measurement points do not reach their maximgfNds the list of the preselected measurement points at each
monitoring capacity yet. From a total number of servicg®onitoring request. Thls is because the AO. does not know
approximatively equal to 200, the blocking percentage ef tthe measurement points that are on the_ service path. The AO
reactive mode starts increasing while the blocking peemgnt knows_ only the source node, the destination node, and the
of the proactive mode remains null for a total number ¢fomains on the path.
services equal to 300. Recall that the monitoring throughput is equal to the
We notice that the proactive mode outperforms the reactigénfiguration throughput added to the publication through-
mode because when the proactive mode is applied, the AO R&é The publication throughput is more important than the
a global view on the capacity of all the measurement poing@nfiguration throughput and so it has more effect on the
Therefore, the AO can select the measurement points tR@nitoring throughput. Consequently, we observe that the
still have the capacity to monitor further services. Howgvemonitoring throughput of the reactive mode is higher thaat th
when the reactive mode is applied, the path for a givéf the proactive mode. Evidently, the monitoring throughpu
service is already established and thus sometimes it mest dgpends on the configuration and publication messageshlengt
a measurement point that has already reached its maxim@fWwell as the number of accepted (non blocked) monitor-
monitoring capacity. ing requests. Moreover, the number of accepted monitoring
When the number of services becomes very important, tfRjuests depends on the monitoring capacity of the differen
blocking percentage of the proactive mode and of the remctineasurement points as well as on the total number of the
mode becomes close as most of the measurement points caggggerated monitoring requests.
monitor further services. 3) Delay evaluation: The mean delay of the monitoring
2) Throughput evaluationFig. 3 represents the monitoringestablishment is presented in Table Il. We note that the mean
throughput, the publication throughput, and the configanat delay of the monitoring establishment when the reactiveanod
throughput as a function of the total number of services. Tl used is greater than that when the proactive mode is used.
configuration throughput presented by the proactive modeTikis is because that, when the proactive mode is used, the
more important than that presented by the reactive mods. TAO has the characteristics of all the measurement points and



TABLE Il . . .
MEAN DELAY OF THE MONITORING ESTABLISHMENT. path (specially if the path has to cross many domains and

[Collaborafion mode| Proactive | Reactive | then many measurement points) that contains only compatibl
[Mean delay (5) | 0.1 [018 | measurement points.

V. CONCLUSION

In this paper, we have presented the state-of-the-art moni-

Blocking percentage due to the MPs incompatibility vs Total number of services X X X X
toring architectures proposed for multi-domain netwoiké&
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¢ 200 00 00 200 om0 . wme Network monitoring consists in the localization of the con-

Total number of services figuration entities, the selection of the measurement ppint

and the configuration of the selected measurement points.
Two collaboration modes are proposed for the selection and
the configuration of the measurement points: the proactive
and the reactive modes. We have showed, through extensive

does not need further information from the EOs to select tifémulations, that the proactive mode outperforms the neact
useful measurement points. However, when the reactive mddi@de in terms of blocking percentage, monitoring throughpu
is used, the AO cannot locally select the useful measureméfgd delay of monitoring establishment.

poinjts. It h:_;ls to S(.and. messages to the EOs concgrned by the ACKNOWLEDGMENT
multi-domain monitoring in order to request the list of the

preselected measurement points and then has to wait thei his work has been performed within a collaboration with
responses before making decision Alcatel-Lucent Bell Labs France, under the grant n. 09CTF310

01.

Fig. 4. Blocking percentage due to the MPs incompatibilitytatsl number
of services (for different incompatibility ratios).
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