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Abstract The foundational Benders decomposition, or variable decomposition, is known to have the inherent instability of cutting plane-based methods. Several techniques have been proposed to improve this method, which has become the state of the art for important problems in operations research. This paper presents a complementary improvement featuring quadratic stabilization of the Benders cutting-plane model. Inspired by the level-bundle methods of nonsmooth optimization, this algorithmic improvement is designed to reduce the number of iterations of the method. We illustrate the interest of the stabilization on two classical problems: network design problems and hub location problems. We also prove that the stabilized Benders method has the same theoretical convergence properties as the usual Benders method.
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1 Introduction

Benders decomposition, or variable decomposition, is a fundamental method of operations research that is adapted to problems where fixing some "complicating" variables makes the problem much easier to solve. The approach consists in decomposing the initial optimization problem into a sequence of two problems: a master problem in the complicating variables producing the next iterate, and a subproblem in the easy variables generating a new constraint (or cut) for the master. Originally proposed by (Benders, 1962) for linear programming, the method was generalized to nonlinear...
programming by (Geoffrion, 1972) and then refined and adapted to various mixed-integer programs (see e.g. (Conejo et al, 2006)). Successful Real-world applications include network design (see the survey (Costa, 2005) and recent examples (Fortz and Poss, 2009; Contreras et al, 2011)), locomotive and car assignment (Cordeau et al, 2000), aircraft routing and crew scheduling (Mercier et al, 2005).

It is well-known, however, that the application of the classical Benders decomposition sometimes leads to excessively slow convergence and long computing times; see e.g. (Geoffrion and Graves, 1974; McDaniel and Devine, 1977; Magnanti and Wong, 1981; Saharidis and Ierapetritou, 2010; Naoum-Sawaya and Elhedhli, 2013). In particular, forty years ago, (Geoffrion and Graves, 1974) already observed that the problem formulation strongly affects the performance of Benders method. Similarly, (Magnanti and Wong, 1981) noted that a straightforward application of Benders method to some network design problems leads to poor performance.

Several techniques have been proposed to deal with this phenomenon and to accelerate the standard Benders method. These techniques mainly split into two categories: reducing the cost of each iteration, or reducing the number of iterations. First, one can achieve cheaper iterations by reducing the time spent solving the master problem or the subproblem. Among the first references that attempt to make the master problem easier to solve are: (McDaniel and Devine, 1977) which relaxes the master problem at most iterations, and (Côté and Laughton, 1984) which solves the master problem only approximately. The idea of solving the subproblems approximately (resulting in inexact cuts) has also been successfully used in e.g. (Zakeri et al, 2000; Oliveira et al, 2011). Second, the main idea to reduce the number of iterations is to generate more or “better” cuts. A standard technique, going back to (McDaniel and Devine, 1977), is to add an initial set of valid cuts to the master problem in order to restrict its feasible region. Most of the research done to accelerate Benders method focuses on generating more efficient cuts. In particular, (Magnanti and Wong, 1981) presented a multi-cut approach, introducing the so-called Pareto-optimal cuts; (Saharidis et al, 2010) proposed a strategy to generate a bundle of cuts involving most of the variables. In the case where a lot of feasibility cuts are needed, (Saharidis and Ierapetritou, 2010) constructs new optimality cuts from infeasible subproblems. Finally, another recent and fruitful idea is to combine Benders decomposition with branching strategies. For example, (Rei et al, 2009) proposed a local branching approach to be used within Benders and (Naoum-Sawaya and Elhedhli, 2013) exploits warm-starting using the Benders method within a branch-and-cut framework.

This paper brings a new tool to accelerate Benders decomposition: we propose an algorithmic improvement, complementary to existing techniques, to reduce the number of iterations. More specifically, looking at the Benders method from a nonsmooth optimization point of view (Hiriart-Urruty and Lemaréchal, 1993), we introduce a quadratic stabilization, inspired by bundle methods to stabilize and accelerate the Benders decomposition. Quadratic stabilizations of the Dantzig-Wolfe decomposition have already been studied: the review paper (Briant et al, 2008) shows the applicability and the interest of the approach on several mixed-integer problems. Quadratic stabilizations have also been introduced for Benders decomposition with no integer variables, as in particular stochastic two-stage problems appealing for scenario decomposition (see e.g. (Ruszczyski, 1986) and (Oliveira et al, 2011)). To the best of
our knowledge, quadratic stabilizations have not been adapted to the case of Benders decomposition for mixed-integer problems. In this case indeed, the situation is much different from Dantzig-Wolfe or continuous Benders, due to the presence of integer variables in the master problem.

This methodological paper is organized as follows. In Section 2, we revisit the classical Benders decomposition from a nonsmooth optimization perspective, laying the ground for our developments. We follow the abstract framework of the generalized Benders decomposition (Geoffrion, 1972). Section 3 introduces our main contribution: the stabilized Benders method, using the quadratic stabilization of level bundle methods (Lemaréchal et al, 1995). We prove in Section 4 that the convergence properties of the stabilized method are (almost) the same as those of the original one. Finally, in Section 5, we illustrate the relevance of the stabilization for two classical classes of problems: network design and hub location problems.

2 Benders decomposition from a nonsmooth optimization point of view

This section recalls classical Benders decomposition and introduces our notation. We revisit here the standard approach from a nonsmooth optimization point of view. Though this viewpoint is part of the folklore, it has never been precisely formalized. In particular, the underlying "oracle" is discussed in Section 2.1 and illustrated in Section 2.2. We recall in Section 2.3 the structure of the Benders cutting-plane algorithm.

2.1 Framework and convexity assumptions

Following the notation of (Geoffrion, 1972), we consider the optimization problem

$$\min f(x,y)$$

$$\text{s.t. } G(x,y) \leq 0$$

$$x \in X, y \in Y,$$

where $X \subseteq \mathbb{R}^p$, $Y \subseteq \mathbb{R}^q$ and $G(\cdot, \cdot)$ is an $\mathbb{R}^m$ valued function. We do not make any assumptions on the constraints sets $X$ and $Y$; in particular, $Y$ can be discrete, of the form of the intersection of a polyhedral set and the integers $\mathbb{Z}^q$. We only assume that (1) is feasible, i.e. its optimal value is not $-\infty$.

Consider the situation where the $y$ variables are the “complicating” variables in (1), in the sense that when temporarily fixed, the remaining subproblem is considerably more tractable. In this case, it is natural to decompose the problem, into two levels, by considering the function

$$v(y) := \inf_{x \in X} f(x,y)$$

$$\text{s.t. } G(x,y) \leq 0$$

and writing the problem (1) as

$$v^* := \min_{y \in Y} v(y) \quad \text{or} \quad v^* := \min_{y \in Y \cap V} v(y).$$
In the minimization problem above, \( V \) denotes the domain of \( v \), i.e. the values \( y \) such that \( v(y) \) is finite, namely:

\[
V := \{ y \in \mathbb{R}^q : (2) \text{ is feasible} \} = \{ y \in \mathbb{R}^q : \exists x \in X, G(x, y) \leq 0 \}.
\]

Benders decomposition exploits this structure by considering a sequence of two simpler problems: a relaxation of (3) (called master problem) and a subproblem of the form (2). The resulting algorithm is detailed in Section 2.3. Let us emphasize here that the approach requires some "underlying convexity", formalized by the following assumptions.

**Assumptions (Convexity assumptions)**

(i) The function \( v \) is closed and convex (and as a result its domain \( V \) is a closed convex set).

(ii) For all \( y \in V \), we can compute (approximately) the value and a subgradient of \( v \) at \( y \).

(iii) For all \( y \not\in V \), we can compute a hyperplane separating \( y \) from \( V \).

Before giving examples in the next section, note that assumption (i) is mandatory to ensure the consistency of Benders decomposition. Indeed, when \( v \) is not convex, (Sahinidis and Grossmann, 1991) provides an example where Benders decomposition may not even lead to a local optimum. Note also assumption (ii) has a theoretical aspect (existence of a subgradient), and a practical one (we can compute it).

In the nonsmooth optimization terminology, assumptions (ii) and (iii) mean that we have a procedure, called oracle, returning a linearization of \( v \) (the so-called optimality cuts) or a linearization of \( V \) (a feasibility cuts). More precisely, the oracle takes as an input a vector \( y \in Y \) and returns a pair in \( \mathbb{R} \times \mathbb{R}^q \) as follows.

- If \( y \in V \): the oracle returns an approximate value of \( v \) at \( y \)

\[
v_y \in \mathbb{R} \quad \text{such that} \quad v(y) - \eta \leq v_y \leq v(y),
\]

and an approximate subgradient of \( v \) at \( y \)

\[
g_y \in \mathbb{R}^q \quad \text{such that} \quad \forall y' \in Y, \quad v(y') \geq v_y + g_y^T (y' - y),
\]

where \( \eta \geq 0 \) is the accuracy of the oracle. When \( \eta = 0 \), we say that the oracle is exact. Note that by combining the inequalities (4) and (5), we see that \( g_y \) is an \( \eta \)-subgradient of \( v \) at \( y \):

\[
\forall y' \in Y, \quad v(y') \geq v(y) + g_y^T (y' - y) - \eta.
\]

- If \( y \not\in V \): the oracle returns a hyperplane separating \( y \) from \( V \), that is:

\[
(\alpha, s) \in \mathbb{R} \times \mathbb{R}^q \quad \text{such that} \quad \forall y' \in V, \quad s^T y' \leq \alpha < s^T y.
\]
2.2 Examples where the convexity assumptions hold

In this section, we present a general situation and two classical examples of problems (linear problems and variable factor problems) that fit in the above framework. The problems of the numerical experiments of Section 5 are instances of linear problems.

The usual situation where the convexity assumptions hold is when the subproblem (2) is solved by duality. The next three lemmas study precisely this case. Their proofs rely on standard results of convex analysis and are provided in the Appendix.

Following the notation of (Geoffrion, 1972), we consider the Lagrangian dual function

\[ L^*(y, u) := \inf_{x \in X} \{ f(x, y) + u^T G(x, y) \} \]  

for a dual multiplier \( u \in \mathbb{R}^m_+ \), and the associated dual problem

\[ \sup_{u \geq 0} L^*(y, u). \]  

We also introduce the Lagrangian dual function associated with the constraints of (2)

\[ L_*(y, \lambda) := \inf_{x \in X} \lambda^T G(x, y) \]  

that is useful to build a separating hyperplane.

**Lemma 1 (Convexity of \( v \))** Assume that, for all \( y \in Y \cap V \), there is no duality gap between (2) and (8) and that, for all \( u \geq 0 \), the function \( L^*(\cdot, u) \) is convex. Then \( v \) is closed and convex, as written as:

\[ v(y) = \sup_{u \geq 0} L^*(y, u). \]  

**Lemma 2 (Subgradients of \( v \))** Suppose that assumptions of Lemma 1 hold. Then, for given \( y \in Y \cap V \), \( \eta \geq 0 \), and an \( \eta \)-optimal solution \( u \) of (8), the subgradients of \( L^*(\cdot, u) \) at \( y \) are \( \eta \)-subgradients of \( v \) at \( y \).

**Lemma 3 (Separators of \( V \))** Assume that \( X \) is compact and that, for all \( \lambda \in \mathbb{R}^m_+ \), the function \( L_*(\cdot, \lambda) \) is convex. Then, for each \( y \notin V \), there exists \( \lambda \in \mathbb{R}^m_+ \) such that \( L_*(y, \lambda) > 0 \), and for \( s \in \partial L_*(y, \lambda) \) and \( \alpha := s^T y - L_*(y, \lambda) \), the hyperplane \((s, \alpha)\) separates \( y \) from \( V \) (that is, satisfies (6)).

The previous lemmas explain how to build a subgradient or a separating hyperplane, under the assumption of convexity of \( L^* \) and \( L_* \) with respect to \( y \). It is usually not difficult to check this convexity: we have it when \( f \) and \( G \) are convex with respect to the variables \( x \) and \( y \) jointly; the Example 2 below presents another case. The following two examples explicit the construction for classical general problems.
**Example 1: Original problem.** The seminal paper (Benders, 1962) focuses on problems, linear with respect to $x$, of the form:

$$
\begin{align*}
\min & \quad c^\top x + \varphi(y) \\
\text{s.t.} & \quad Ax + \psi(y) \leq b, \\
x & \in \mathbb{R}^p, \\
y & \in Y \subseteq \mathbb{R}^q,
\end{align*}
$$

with $c \in \mathbb{R}^p$, $A \in \mathbb{R}^{m \times p}$ and $b \in \mathbb{R}^m$. We assume that $\varphi: \mathbb{R}^q \to \mathbb{R}$ and the $m$ components $\psi_i$ of $\psi: \mathbb{R}^q \to \mathbb{R}^m$ are convex. This formulation covers the two problems (network design and hub location) used for our numerical experiments. For a fixed vector $y \in Y$, the subproblem is thus linear:

$$
\begin{align*}
\min & \quad c^\top x + \varphi(y) \\
\text{s.t.} & \quad Ax \leq b - \psi(y) \\
x & \in \mathbb{R}^p,
\end{align*}
$$

and its linear dual is

$$
\begin{align*}
\max & \quad L^*(y,u) = (\psi(y) - b)^\top u + \varphi(y) \\
\text{s.t.} & \quad A^\top u \geq -c \\
u & \in \mathbb{R}^m.
\end{align*}
$$

For a given $y \in Y$, the oracle solves the pair of problems (12)-(13). Three cases are possible.

- If (13) has a finite optimal value, then the oracle returns the value and a subgradient:

$$
\begin{align*}
v(y) &= (\psi(y) - b)^\top u(y) + \varphi(y), \\
g(y) &= \sum_i \beta_i u_i(y) + \gamma \in \partial v(y),
\end{align*}
$$

where $u(y)$ is an optimal solution of (13), $\gamma \in \partial \varphi(y)$ and $\beta_i \in \partial \psi_i(y)$.

- If (13) has an unbounded optimal value (i.e. (12) is infeasible), then any linear programming solver will return a certificate of unboundedness (or infeasibility). This latter takes the form of an unbounded dual vector: adding this vector to any feasible solution of (13) yields a feasible solution with a larger objective. Formally, the oracle returns $\lambda \in \mathbb{R}^m_+$ such that

$$
A^\top \lambda = 0 \quad \text{and} \quad (G(y) - b)^\top \lambda > 0.
$$

which implies that

$$
\forall x \in \mathbb{R}^p, \quad \lambda^\top Ax = 0 > \lambda^\top (b - \psi(y)),
$$

and by taking the infimum over $x \in X$ we obtain that $\inf_{x \in \mathbb{R}^p} \lambda^\top Ax = 0$. Thus, we see that $\lambda$ is such that $L_\lambda(y, \lambda) > 0$, and Lemma 3 gives the expression of a hyperplane separating $y$ from $V$. 
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**Sofia Zaourar, Jérôme Malick**
Example 2: Variable factor-type problems. Let us consider the problem:
\[
\begin{align*}
\min & \quad \sum_{i=1}^{n} f_i(x^i) y_i \\
\text{s.t.} & \quad \sum_{i=1}^{n} x^i y_i \leq c \\
& \quad x \in X \subseteq \mathbb{R}^{m}, \quad y \in Y \subseteq \mathbb{R}^{n},
\end{align*}
\]  \tag{16}

where \(c\) is in \((\mathbb{R}^+)^m\), \(f_i\) are convex functions and \(X\) is a convex set. Several problems can be formulated as (16); for instance, the variable factor problem presented in (Geoffrion, 1972) and the unit-commitment of thermal systems problem presented in (Geromel and Belloni, 1986). In general, the problem is nonlinear and nonconvex, because of the constraint \(\sum_{i=1}^{n} x^i y_i \leq c\). However, we can prove that the function \(v\) is convex, as follows. For any fixed \(y \in Y\), the subproblem in \(x\) is convex and the solution \(x = 0\) is strictly feasible. Therefore Slater’s condition holds, so that there is strong duality between the primal subproblem and its dual. Moreover, for given vectors \(y \in Y\) and \(u \in \mathbb{R}^m_+\), the Lagrangian (7) can be written as
\[
L^*(y,u) = \sum_{i=1}^{n} y_i \inf_{x^i \in X_i} \{ f_i(x^i) + u^T x^i \} - u^T c.
\]  \tag{17}

We see that the Lagrangian is linear in \(y\) for all \(u\). Lemma 1 implies then that function \(v\) is convex; and because the subproblem is feasible for all \(y \in Y\), \(v\) is finite everywhere, i.e. \(V = \mathbb{R}^m\). Solutions of the \(n\) subproblems in \(x^i\) allow us to construct subgradients of \(v\) with Lemma 2.

2.3 Benders decomposition algorithm

The Benders algorithm proposed by (Geoffrion, 1972), generalizing the original algorithm of (Benders, 1962), is not readily implementable in general. It relies indeed the assumption (called “Property (P)” in (Geoffrion, 1972)) that for given \(u \in \mathbb{R}^m_+\) and \(\lambda \in \mathbb{R}^m_+\), one can compute explicitly the expressions of \(L^*(y,u)\) and \(L_*(y,\lambda)\) of (7) and (9). To cover the general case where this assumption may not hold, it is classical to use the linearizations \(L^*(\cdot, u)\) and \(L_*(\cdot, \lambda)\). From the nonsmooth perspective, this corresponds to linearizing \(v\) and \(V\) with the information given by the oracle (by lemmas 2 and 3), and the restrictive assumption (P) is compensated by the convexity assumptions (ii) and (iii).

More precisely, assuming that the oracle has provided information at \(k\) points \(y_1, \ldots, y_k\), we denote by \(J_k\) the set of indices \(i \leq k\) such that \(y_i \in V\) and \(J_k\) the set of indices \(j \leq k\) such that \(y_j \notin V\). The cutting-plane models of the convex function \(v\) and the convex set \(V\) are:
\[
\tilde{v}_k(y) := \max_{i \in J_k} \{ v_{y_i} + g_{y_i}^T (y - y_i) \} \quad \leq v(y),
\]  \tag{18}
\[
\tilde{V}_k := \{ y \in \mathbb{R}^q : s_j^T y \leq \alpha_j, j \in J_k \} \supseteq V.
\]  \tag{19}
So we consider here the version of Benders algorithm (that we call cutting-plane Benders method) where the so-called master problem at iteration $k$ is
\[
\min \; \tilde{v}_k(y) \quad \text{s.t.} \quad y \in \tilde{V}_k \cap Y,
\]  
written equivalently
\[
\min \; \sum_i \; r_i \quad \text{s.t.} \quad A_i^T(y - y_i) \leq r_i \quad i \in I_k \\
A_j^T y \leq \alpha_j \quad j \in J_k \\
y \in Y, \; r \in \mathbb{R}.
\]

The (well-known) nonsmooth interpretation is then clear: the cutting-plane Benders method corresponds to the Kelley cutting-plane method (Kelley, 1960) using the oracle (typically with an error $\eta = 0$). This algorithm is presented schematically in Figure 1 and more precisely in Algorithm 1.

For a later use, let us describe further the notation of Algorithm 1 and its stopping test. The master problem (20) is a relaxation of the original problem (3), i.e. its optimal value $\tilde{v}_k(y_{k+1})$ provides a lower bound on $v^*$. We denote by $v^\text{low}_k$ the best lower bound at iteration $k$, that is:
\[
v^\text{low}_k := \max_{i = 1, \ldots, k} \tilde{v}_i(y_{i+1}) \leq v^*.
\]

Each (approximate) evaluation of $v$ at $y_k \in V$ also gives an (approximate) upper bound. We define $v^\text{up}_k$ as the best (approximate) upper bound:
\[
v^\text{up}_k := \min_{i \in I_k} v_{y_i} \geq v^* - \eta.
\]

We can then define the optimality gap as
\[
\Delta_k = v^\text{up}_k - v^\text{low}_k.
\]

If the oracle is exact ($\eta = 0$), $\Delta_k$ is always nonnegative, and $\Delta_k = 0$ implies that the point $y_i$ such that $v(y_i) = v^\text{up}_k$ is an optimal solution of (3). In the general case ($\eta \geq 0$), $\Delta_k$ is no longer always nonnegative, but still bounded from below: by definition of $v^\text{up}_k$ and $v^\text{low}_k$, we have for all $k$, $\Delta_k \geq -\eta$. For a fixed tolerance $\epsilon \geq 0$, the stopping test $\Delta_k \leq \epsilon$ ensures the approximate convergence. Indeed, denoting $y_i$ the iterate such that $v_{y_i} = v^\text{up}_k$, we would have
\[
\epsilon \geq \Delta_k = v_{y_i} - v^\text{low}_k \geq v_{y_i} - v^* \geq v(y_i) - \eta - v^*,
\]
where the last inequality comes from the definition of the oracle. Hence, $\Delta_k \leq \epsilon$ gives that $y_i$ is an $(\eta + \epsilon)$-solution of problem (3).
Algorithm 1 Cutting-plane Benders method

1: Choose $y_1 \in V$ and a stopping tolerance $\varepsilon > 0$
2: Call the oracle at $y_1$ and get $v_{y_1}, g_1 \in \partial \eta(v(y_1))$
3: Set $I_1 \leftarrow \{1\}, J_1 \leftarrow \emptyset, v_{y_1}^{\text{up}} \leftarrow v_{y_1}, v_{y_1}^{\text{low}} \leftarrow -\infty$
4: for $k = 1, 2, \ldots$ do
5: if $\Delta_k \leq \varepsilon$ then
6: return $y^*$ and $v_{y^*} = v_{y_1}^{\text{up}}$
7: end if
8: Solve (20) and get $y_{k+1}, \hat{v}_k(y_{k+1})$
9: Update $v_{y_k}^{\text{low}} \leftarrow \max\{v_{y_k}^{\text{low}}, \hat{v}_k(y_{k+1})\}$
10: if $y_{k+1} \in V$ then
11: The oracle returns $(v_{y_{k+1}}, \alpha_{k+1})$
12: $I_{k+1} \leftarrow I_k \cup \{k+1\}$
13: if $v_{y_{k+1}} < v_{y_1}^{\text{up}}$ then
14: Set $y^* \leftarrow y_{k+1}, v_{y_1}^{\text{up}} \leftarrow v_{y_{k+1}}$
15: end if
16: else $(y_{k+1} \notin V)$
17: The oracle returns $(\alpha_{k+1}, \beta_{k+1})$
18: $J_{k+1} \leftarrow J_k \cup \{k+1\}$
19: end if
20: end for

3 Quadratic stabilization of the algorithm

Cutting planes-based methods are known to suffer from an instability that can lead to a slow convergence, see for example (Bonnans et al, 2006, Example 8.7). The problem is twofold: the method can do very large steps, especially at the first iterations, and, even when the iterates become close to an optimal solution, the method can oscillate around it resulting in excessively slow convergence (the so-called tailing effect). It is the same for the Dantzig-Wolfe column generation which can be seen as dual to the Benders decomposition method.

In nonsmooth optimization, bundle methods have been proposed to stabilize cutting-planes method, see for e.g. the textbook (Hiriart-Urruty and Lemaréchal, 1993). The general idea of bundle methods is to encourage the next iterate to stay close to the best one, while decreasing the cutting-plane model objective. Along with the iterates $\{y_k\}$, the methods thus keep track of a sequence of so-called stability centers $\{\hat{y}_k\} \subseteq \{y_k\}$. For a given model $\hat{v}_k$ and a stability center $\hat{y}_k$, three popular variants of bundle methods compute a next iterate by solving:

$$\min_{y \in Y} \{ \hat{v}_k(y) + \frac{1}{2\alpha_k} \| y - \hat{y}_k \|^2 \} \quad \text{(proximal bundle method)}$$

(25)

$$\min_{y \in Y} \{ \hat{v}_k(y) \quad \text{s.t.} \quad \| y - \hat{y}_k \|^2 \leq R_k \} \quad \text{(trust region bundle method)}$$

(26)

$$\min_{y \in Y} \{ \frac{1}{2} \| y - \hat{y}_k \|^2 \quad \text{s.t.} \quad \hat{v}_k(y) \leq L_k \} \quad \text{(level bundle method)}$$

(27)
with $t_k, R_k, L_k$ real parameters whose role is to balance the minimization of the cutting-plane model and the distance to the stability center. There is a theoretical equivalence between the above three variants: for a fixed cutting-plane model $\hat{v}_k$, there exists a choice of the parameters $t_k, R_k, L_k$ such that the three variants generate the same next iterate, see for example (Bonnans et al., 2006, Theorem 9.7). In practice though, the algorithms differ in the way the parameters are managed during the iterations. Even for a given variant, the practical performance relies heavily on the update strategy of the parameters. For proximal bundle method, efficient heuristics have been proposed to manage $t_k$ (Bonnans et al., 2006); it is one of the reasons why this type is usually preferred.

In the context of Benders decomposition for two-stage stochastic problems, quadratic regularizations, inspired from bundle methods, have been proposed by (Ruszczyński,
1986) for exact oracles and (Oliveira et al, 2011) for inexact oracles. In discrete linear optimization, the stabilization of Dantzig-Wolfe decomposition, in particular by a proximal bundle method, proves to accelerate the resolution (Briant et al, 2008) of several mixed-integer linear problems. In these applications however, the underlying nonsmooth problem is convex, i.e. \( v \) is convex and \( Y \) is a convex set. To the best of our knowledge, bundle-type methods have not been adapted to Benders decomposition for mixed-integer programming – or more generally to the minimization of a convex function over a discrete constraint set, as is our master problem in general.

Convexity is a crucial feature in proximal bundle methods: it is needed to define the stopping criteria, to efficiently manage the proximal parameter \( \rho_k \), as well as to guarantee convergence. Level bundle methods (Lemaréchal et al, 1995) have the advantage of computing a lower bound during the algorithm which, together with an upper bound, allows us to define a simple stopping test. We propose here a stabilization of Benders decomposition based on level bundle methods. We call the resulting algorithm stabilized Benders method. Figure 2 provides an overview of the method (comparison of Figures 1 and 2 is instructive) and Algorithm 2 contains all the details. In the reminder of this section we present the main properties of the stabilized Benders method.

**Level-master problem.** Instead of computing the next iterate as the minimum of the cutting-plane model as for the usual Benders method, we compute the closest point to the current best iterate, within a certain level set of the cutting-plane model. More specifically, we introduce the following level-master problem:

\[
\begin{align*}
\min & \quad \frac{1}{2} \|y - \hat{y}_k\|^2 \\
\text{s.t.} & \quad \bar{v}_k(y) \leq v^\text{lev}_k \\
& \quad y \in \bar{V}_k \cap Y,
\end{align*}
\]  

which is equivalent to the following problem

\[
\begin{align*}
\min & \quad \frac{1}{2} \|y - \hat{y}_k\|^2 \\
\text{s.t.} & \quad v_{y_i} + g_i^\top (y - \bar{y}_i) \leq v^\text{lev}_k \quad i \in I_k \\
& \quad s_j^\top y \leq \alpha_j \quad j \in J_k \\
& \quad y \in Y.
\end{align*}
\]

The level-master problem (28) has a quadratic objective function, linear constraints and possibly integer variables. Compared to (21), note that the complexity of the master problem increases, from a mixed-integer linear program (MILP) to a mixed-integer convex quadratic program (MIQP). This is not really a limitation for the approach because solvers for convex MIQPs are efficient (for e.g. Cplex and Gurobi). Moreover, when the oracle is an expensive procedure, the additional time needed to solve the level-master is often negligible in the overall solving process. Thus, if the stabilization allows us to decrease the number of iterations (that is, the number of oracle calls), we reduce the total computing time, as observed in the numerical illustrations of Section 5.


Stability center and upper bound. As in the standard Benders decomposition, the evaluations of $v$ at the solutions of the level-master problem provide approximate upper bounds on $v^*$. To avoid unnecessary moves, especially since the oracle can be inexact, the classical strategy in bundle methods is to update the stability center only when a “substantial” decrease of the objective is observed (see (Hiriart-Urruty and Lemaréchal, 1993, Chap.XV)). At iteration $k$, for an upper bound $v_k^{\text{up}}$, the observed decrease is considered substantial when it is at least a fixed fraction $\kappa \in (0,1)$ of the expected one, i.e.

\[
v_{y_{k+1}} \leq v_k^{\text{up}} - \kappa \Delta k,
\]

where the expected decrease $\Delta k$ is the decrease of the objective provided by the level

\[
\Delta k := v_k^{\text{up}} - v_k^{\text{lev}}.
\]

In this case, we update the stability center $\hat{y}_k = y_{k+1}$ and the upper bound $v_k^{\text{up}} := v_k^{\text{up}}$. Following the standard terminology of bundle methods, an iteration is called serious or null (respectively), depending on whether there is a substantial decrease or not.
**Level parameter and lower bound.** In standard Benders decomposition, the master problem (20) is always feasible and its optimal value provides a lower bound. In contrast, the level-master (28) problem may not be feasible and its optimal value is obviously not a lower bound. In fact, it is precisely when the level-master problem is infeasible that we can access a lower bound, as the parameter $v_{k}^{lev}$ then becomes a valid lower bound for problem (3). Indeed we have in this case:

$$\forall y \in Y \cap \tilde{Y}_k, \quad \tilde{v}_k(y) > v_{k}^{lev},$$

and, since by definition $\tilde{Y}_k$ contains $V$ and $\bar{v}_k$ under-approximates $v$, this implies

$$\forall y \in Y \cap V, \quad v(y) \geq v_{k}^{lev}.$$

We denote $v_{k}^{low}$ the best (i.e. the largest) lower bound obtained at an iteration $k$. At each iteration we have the inequalities:

$$v_{k}^{low} \leq v^* \leq v_{k}^{up} + \eta. \quad (30)$$

As for the usual Benders method, we use the optimality gap $\Delta_k$ of (24) to define the stopping test. By construction the sequence $(v_{k}^{low})_k$ is nondecreasing and $(v_{k}^{up})_k$ nonincreasing. Thus, the sequence of optimality gaps $(\Delta_k)_k$ is nonincreasing.

Regarding the level parameter, one can observe that the larger $v_{k}^{lev}$, the smaller the steps from $\hat{y}_k$ (and conversely). In theory, convergence is ensured for any choice of $v_{k}^{lev}$:

$$v_{k}^{lev} := \lambda v_{k}^{up} + (1 - \lambda)v_{k}^{low}, \quad \text{with } 0 < \lambda < 1. \quad (31)$$

In our numerical experiments, we use the standard value $\lambda = 0.5$.

**Bundle reduction.** As in standard Benders decomposition, the level-master problem contains two types of information on $v$: optimality cuts (indexed by $I_k$) and feasibility cuts (indexed by $J_k$). It turns out that, roughly speaking, the essence of optimality information is summarized in the quantities $\hat{y}_k$, $v_{k}^{up}$, $v_{k}^{low}$ and $v_{k}^{lev}$. Thus we do not need to keep all the optimality cuts in the bundle to guarantee convergence. More precisely, each time $v_{k}^{lev}$ is updated (as a consequence of the update of $v_{k}^{up}$ or $v_{k}^{low}$), it is possible to get rid of all optimality cuts, except the one corresponding to the stability center. Let us denote by $\hat{k}$ the index such that $\hat{y}_k = y_{\hat{k}}$. We call bundle reduction the possibility of keeping only a subset of the optimality cuts, i.e. choosing any $I_{k+1}$ such that:

$$\{\hat{k}\} \subseteq I_{k+1} \subseteq I_k,$$

at iterations $k$ where $v_{k}^{lev}$ is updated. In addition to limiting the memory space used by the algorithm, this feature prevents the level-master from growing too large. In particular in the case of multi-cuts approaches (see e.g. (Magnanti and Wong, 1981), (Saharidis et al, 2010) and references therein), bundle reduction would be a natural way to control the size of the level-master problem. In contrast, we emphasize that the bundle of feasibility cuts must be kept entirely, as there is no way to aggregate feasibility cuts information.

Note that the bundle reduction of our algorithm is different from classical bundle compression. Bundle compression is a key feature of bundle methods that aims
at keeping the memory space needed by the algorithm bounded while still ensuring convergence. It is based on the aggregation of the bundle information; basically, the removed cuts are replaced by some convex combination of them. This combination (and the proof that it is indeed enough to guarantee convergence) relies on the convexity of the master problem. Since our level-master problem is not convex in general, we cannot apply a similar bundle compression in our situation.

Bundle reduction however shares the same practical property as bundle compression: although theoretically only a few cuts are needed for convergence, in practice it is better to keep as many as possible for a faster convergence. As always, the user should find a trade-off between the memory space and the convergence speed.

Initialization. Note finally that all stability centers \((\hat{y}_k)_k\) are in \(V\). Thus, the algorithm needs the initial \(y_1\) to be in \(V\). Finding such point can be straightforward (as in the problems used in our numerical experiments). If not, one can start by applying the classical Benders decomposition until a feasible point \(y \in V\) if found, and then apply the stabilized version.

Moreover, the algorithm needs a lower bound on the optimal value. A lower bound is often available or easily computed (as in our numerical experiments). If it is not the case, minimizing the first cutting plane model gives one (when \(Y\) is bounded as in the analysis of the next section).

Thus the stabilized Benders algorithm needs a feasible solution (upper bound) and a lower bound. While Benders method uses them only for the stopping test, the stabilized Benders method also uses them to define the level parameter \(v^l_v\) (see (31)). Thus it can take more advantage from good quality bounds.

4 Convergence analysis of the stabilized Benders method

4.1 Convergence result

In this section, we study the convergence properties of the stabilized Benders method (Algorithm 2). The main result is the following theorem, that we prove at the end of the section after getting some intermediate results. The theorem shows the consistency of our stabilization approach; its performance will be evaluated through numerical experiments in Section 5. We fix an oracle error \(\eta \geq 0\) in the reminder of this section.

**Theorem 1 (Convergence of the stabilized Benders method)** Assume that the convexity assumptions hold. Assume furthermore that

- either \(Y\) is finite,
- or \(Y\) is a compact subset of \(V\), and the sequence of subgradients of \(v\) generated during the algorithm is bounded.

If \(\varepsilon = 0\), then the iterates \(\hat{y}_k\) of Algorithm 2 generate an \(\eta\)-minimizing sequence, i.e.

\[ v^* - \eta \leq \lim_{k \to \infty} v_{\hat{y}_k} \leq v^* \leq \lim_{k \to \infty} v(\hat{y}_k) \leq v^* + \eta. \]
If $\epsilon > 0$, the algorithm terminates in a finite number of iterations with an $(\epsilon + \eta)$-solution.

This theorem for the stabilized Benders algorithm is similar to those of the Benders algorithm of (Geoffrion, 1972). More precisely, when $\eta = 0$, the theorem corresponds for the stabilized Benders to Theorems 2.4 and 2.5 of (Geoffrion, 1972) for the Benders method.

**Remark 1** (When $Y$ is finite and $\epsilon = 0$) In the case where $Y$ is finite and $\epsilon = 0$, the above convergence result is slightly weaker than the corresponding one of (Geoffrion, 1972) for the Benders decomposition. More precisely, Theorem 2.4 of (Geoffrion, 1972) proves that the Benders algorithm converges in a finite number of iterations (at most $|Y|$ iterations); this is not true anymore for the stabilized Benders algorithm. The stabilization makes us loose the finite convergence when $\epsilon = 0$, as shown by the following example.

Consider the minimization of the convex quadratic function $v(y) = y^2$ over the singleton $Y = \{1\}$. Suppose that the lower bound 0 is known. Starting Algorithm 2 with $y_1 = 1$, the level parameter will be $v_{lev}^{lev} = 1/2$. Then, the level-master problem (28) will be infeasible, leading to an update of the lower bound, and the level using expression (31) with $\lambda = 0.5$; $v_{lev}^{lev} = 3/4$. Repeating this for the next iterations, we see that the level parameter takes the values $1/2, 3/4, ..., (2^k - 1)/2^k$. Therefore, finite convergence of our algorithm is only ensured for a tolerance $\epsilon > 0$.

**Remark 2** (On the assumptions) Let us briefly discuss the role of the assumptions of the theorem. The convexity of $v$ (convexity assumption (i)) implies existence of the subgradients on int $V$, the interior of the domain (see (Hiriart-Urruty and Lemaréchal, 1993, Th XI.1.1.4)). The first part of assumption (ii) then brings the existence of subgradients on its boundary too. Again by (Hiriart-Urruty and Lemaréchal, 1993, Th XI.1.1.4), we have that the subdifferential of $v$ is unbounded on the boundary of $V$; second part of assumption (ii) then says that we can still compute a finite subgradient on the boundary. Theorem 1 assumes furthermore that, in the case where $Y$ is a compact subset of $V$, the subgradients of $v$ visited during the algorithm are bounded. This assumption is closely related to the one of Theorem 2.5 of (Geoffrion, 1972), which states that the set of dual multipliers of (8) is bounded, for all $y \in Y$. Lemma 8 in the appendix studies a case where the boundedness of the dual multipliers implies the boundedness of the subgradients of $v$ on all $Y$.

### 4.2 Convergence proof

On the schematic representation of the stabilized Benders algorithm of Figure 2, we see that there are several types of iterations, corresponding to different paths in the graph. Using Benders decomposition and bundle methods terminology, we categorize the iterations of Algorithm 2 as follows:

- infeasible master iterations,
- infeasible subproblem iterations,
- serious iterations (feasible master and subproblem + substantial decrease),
null iterations (feasible master and subproblem but no substantial decrease).

We present a series of lemmas treating each case separately and leading to the proof of Theorem 1. The intuitive idea of the proof is to show that each type of iterations cannot be repeated infinitely many times without leading to convergence.

**Lemma 4 (Infeasible master iterations)** If there is an infinite number of infeasible master iterations, then \( \lim \Delta_k \leq 0 \).

**Proof** Let \( (\phi(k))_k \) denote the indexes of iterations where the master problem is infeasible, and \( (\psi(k))_k \) the indexes of the iterations directly preceding these iterations, i.e. \( \psi(k) = \phi(k + 1) - 1 \). For all \( k \), we have an update of the lower bound:

\[
v_{\phi(k+1)}^{low} = v_{\phi(k)}^{low} = \lambda v_{\phi(k)}^{up} + (1 - \lambda) v_{\phi(k)}^{low} + \lambda \Delta_{\psi(k)}.
\]

By definition of \( \psi \), we also have \( v_{\phi(k)}^{low} = v_{\phi(k)}^{low} \), and therefore:

\[
\Delta_{\psi(k)} = \frac{1}{\lambda} (v_{\phi(k+1)}^{low} - v_{\phi(k)}^{low}).
\]

Summing over \( k \), we obtain

\[
\sum_{k=0}^{N} \Delta_{\psi(k)} = \frac{1}{\lambda} (v_{\phi(N+1)}^{low} - v_{\phi(0)}^{low}) \leq \frac{1}{\lambda} (v^* - v_{\phi(0)}^{low}) \quad \text{for all } N. \tag{32}
\]

Recall now that the sequence \( (\Delta_k)_k \) is nonincreasing and bounded from below by \(-\eta\) (by definition of \( v_{\phi}^{up} \) and \( v_{\phi}^{low} \)). As a result, the sequence \( (\Delta_k)_k \) converges, and so does its subsequence \( (\Delta_{\psi(k)})_k \). We conclude that the limit cannot be positive, in view of (32).

**Lemma 5 (Serious iterations)** If there is an infinite number of serious iterations, then we have \( \lim \Delta_k \leq 0 \).

**Proof** Similarly to the proof of Lemma 4, let \( (\phi(k))_k \) denote the indexes of the iterations where the descent test is satisfied, and \( (\psi(k))_k \) the indexes of the iterations directly preceding these iterations. The condition of line 19 implies that for all \( k \),

\[
\delta_{\psi(k)} \leq \frac{1}{\kappa} (v_{\phi(k)} - v_{\phi(k+1)}).
\]

Summing over \( k \), we get for all \( N \)

\[
\sum_{k=0}^{N} \delta_{\psi(k)} \leq \frac{1}{\kappa} (v_{\phi(0)} - v_{\phi(N+1)}).
\]

From the oracle definition, we have \( v_{\phi(0)} \geq v_{\phi(0)} + \eta \geq v^* - \eta \). Therefore, for all \( N \), the partial sum \( \sum_{k=0}^{N} \delta_{\psi(k)} \) is bounded from above by the constant \( \frac{1}{\kappa} (v_{\phi(0)} - v^* + \eta) \). Observe now from the definitions of \( \delta_k \) and \( v_{\phi}^{low} \) in (29) and (31) that \( \delta_k = (1 - \lambda) \Delta_k \). This yields that the partial sums \( \sum_{k=0}^{N} \delta_{\psi(k)} \) are bounded from above for all \( N \). We can conclude by the same rationale as at the end of the proof of the previous lemma.

\(\square\)
Lemma 6 (Null iterations) Assume that either $Y$ is finite, or $Y$ is compact and the sequence of $\eta$-subgradients of $v$ visited during the algorithm is bounded. Then, there cannot be an infinite sequence of consecutive null iterations.

Proof Suppose that after $k$ iterations, we have an infinite sequence of consecutive null iterations. This yields that, for all $i \geq k$, $v^\text{lev}_i = v^\text{lev}_k$, and all the constraints are accumulated (no bundle reduction after iteration $k$). For all $i$ and $j$ such that $k < i < j$, iterate $y_j$ satisfies the constraint:

$$v^i + g^T(y_j - y_i) \leq v^\text{lev}_j = v^\text{lev}_k.$$

Using the Cauchy-Schwarz inequality, we get

$$\|g_i\| \|y_i - y_j\| \geq (v^i - v^\text{lev}_k).$$

If $Y$ is finite, we define $\Lambda$ as the maximal norm of the $\eta$-subgradients of $v$ on $Y$. If $Y$ is compact, the additional assumption also gives that there exists $\Lambda > 0$ such that $\|g_i\| \leq \Lambda$. Then (33) implies that:

$$\|y_i - y_j\| \geq \frac{1}{\Lambda}(v^i - v^\text{lev}_k).$$

Besides, since there are no serious iterations after $k$, it holds that $v^i > v^\text{up}_k - \kappa(v^\text{up}_k - v^\text{lev}_k)$. As a conclusion, we have for all $k < i < j$:

$$\|y_i - y_j\| > \frac{(1 - \kappa)}{\Lambda}(v^\text{up}_k - v^\text{lev}_k) > 0.$$

This contradicts the existence of a convergent subsequence of the bounded sequence $(y_k)_k \subseteq Y$.

Lemma 7 (Infeasible subproblem iterations) Assume that $Y$ is finite. There cannot be an infinite number of iterations where the subproblem is infeasible.

Proof Suppose $y_k \not\in V$ is a solution of the master problem at an iteration $k - 1$. Then, the oracle returns a hyper-plane separating $y_k$ from $V$, ie $(\alpha_k, s_k)$ such that $s_k^T y_k > \alpha_k$. The constraint $s_k^T y \leq \alpha_k$ is then added to the master problem and prevent $y_k$ from being a solution in any future iteration.

We are now in position to prove Theorem 1.

Proof (of Theorem 1) Suppose that Algorithm 2 performs an infinite number of iterations. Let us distinguish the two cases:

- If $Y$ is a compact subset of $V$, then there are no infeasible subproblem iterations by definition, and no infinite sequence of null iterations by Lemma 6.
- If $Y$ is finite, there is a finite number of infeasible subproblem iterations by Lemma 7, and again no infinite sequence of null iterations by Lemma 6.
Thus, in both cases we have an infinite number of either infeasible master iterations or serious iterations. These two situations are handled by Lemmas 5 and 4 respectively. Therefore in any case, we have that \( \lim \Delta_k \leq 0 \); let us show now that it is sufficient to conclude.

Recall the definition (24) of \( \Delta_k \). By construction, the sequence of upper bounds \( \{v^\text{up}_k\} = \{v_{\hat{y}_k}\} \) is nonincreasing and bounded from below (see (30)) thus converges and \( \lim v_{\hat{y}_k} \geq v^* - \eta \). Similarly the sequence of lower bounds \( \{v^\text{low}_k\} \) is nondecreasing and bounded from above by \( v^* \). Writing \( \lim \Delta_k \leq 0 \) as \( \lim v_{\hat{y}_k} - \lim v^\text{low}_k \leq 0 \), we obtain

\[
v^* - \eta \leq \lim v_{\hat{y}_k} \leq v^* \tag{34}\]

Moreover the \( \eta \)-oracle properties imply that, for all \( k \), \( v^* \leq v(\hat{y}_{k+1}) \leq v_{\hat{y}_k} + \eta \) and passing to the limit-inf, we get

\[
v^* \leq \liminf v(\hat{y}_{k+1}) \leq \lim v_{\hat{y}_k} + \eta. \tag{35}\]

Combining (34) and (35) we obtain the announced \( \eta \)-convergence.

\[\square\]

5 Numerical illustrations

In this section, we illustrate the efficiency of the stabilized Benders algorithm by comparing its performances to the standard Benders algorithm. We use two classical classes of mixed-integer linear problems for which Benders decomposition-based approaches are the state-of-the-art: network design problems and hub location problems. Regarding the problems themselves, we do not present any novel numerical result; here we just illustrate the interest of our quadratic stabilization. Each of the following subsections presents the problems and show a comparison between the stabilized and standard Benders algorithms.

For both problem classes, we have the following common experimental framework. We have implemented the standard and stabilized Benders algorithms in Python, using Gurobi callable libraries for solving the subproblems. All experiments have been done on a processor Intel(R) Xeon(R) CPU W3530, running at 2.8GHz, with 10GB of RAM in a Linux environment. The subproblems (2) are solved exactly (the oracle error is \( \eta = 0 \)). We use the parameters \( \kappa = 0.1 \) and \( \lambda = 0.5 \), as well as a relative tolerance of \( 10^{-3} \) for the stopping tests. A lower bound on the optimal solution is computed by omitting the integrality constraints. For each problem, an initial feasible point \( (y_1 \in V) \) can be easily computed.

5.1 Experiments on network design problems

Network design problems consist in selecting arcs from a graph in order to satisfy some flow constraints, at minimal cost. These constraints concern the transportation of commodities from origin to destination nodes. The structure of the problem makes Benders decomposition a method of choice for tackling it; see the review (Costa, 2005).
We consider the fixed-charged uncapacitated network problem, where there are fixed costs associated with opening arcs, and no capacity limit on the amount of flow going through the network. We denote by $N$ the set of nodes, $A$ the set of arcs and $K$ the set of commodities. We define the binary variables $y_{ij}$ to express whether the link between nodes $i$ and $j$ is used or not in the solution, and the continuous variables $x_{ijk}$ to represent the amount of flow of commodity $k \in K$ through arc $(i, j)$. We can then formulate the problem as

$$\min_{x,y} \sum_{ijk} c_{ijk}x_{ijk} + \sum_{ij} f_{ij}y_{ij}$$

s.t. $$\sum_j x_{ijk} - \sum_j x_{jik} = \begin{cases} d_k & i = O(k) \\ -d_k & i = D(k) \\ 0 & \text{otherwise} \end{cases} \quad \forall i, k$$

$$x_{ijk} \leq d_k y_{ij} \quad \forall i, j, k$$

$$x_{ijk} \geq 0 \quad \forall i, j, k$$

$$y_{ij} \in \{0, 1\} \quad \forall i, j,$$

where $c_{ijk}$ denotes the unitary cost of routing commodity $k$ through arc $(i, j)$, $f_{ij}$ the fixed cost of utilizing arc $(i, j)$, $d_k$ the demand in commodity $k$, $O(k)$ and $D(k)$ the origin and destination nodes of commodity $k$ respectively.

Fixing the variable $y$ means fixing the network; the remaining subproblem is the well-known easy (polynomial) problem of finding a flow of minimal cost. Moreover the subproblem is separable with respect to the commodities so that we can write the function $v$ as:

$$v(y) = \sum_{k \in K} v_k(y) + \sum_{ij} f_{ij}y_{ij},$$

where $v_k(y)$ are the optimal values of the $|K|$ independent subproblems:

$$v_k(y) := \min_x \sum_{ijk} c_{ijk}x_{ijk}$$

s.t. $$\sum_j x_{ijk} - \sum_j x_{jik} = \begin{cases} d_k & i = O(k) \\ -d_k & i = D(k) \\ 0 & \text{otherwise} \end{cases} \quad \forall i$$

$$x_{ijk} \leq d_k y_{ij} \quad \forall i, j$$

$$x_{ijk} \geq 0 \quad \forall i, j.$$

If the subproblem is infeasible for a fixed $y$, then similarly to Example 1 of Section 2.2, a certificate of infeasibility allows to build a feasibility cut.

We generate random instances of fixed charge uncapacitated network design problem, with a number of nodes $|N| \in \{5, 8, 10, 12, 15, 20\}$ and a number of commodities $|K| \in \{5, 10, 15, 20\}$. This leads to problems with up to 2400 variables (400 boolean and 2000 continuous) and reasonable computing times. For each problem size, we generate 3 different instances. We initialize the algorithms with the solution where all the arcs are opened, which is feasible for all instances.

Table 1 summarizes the results of the standard versus the stabilized Benders algorithms. Both algorithms converge to an optimal solution; for each, we report the CPU time in seconds, the total number of iterations and the number of iterations where the
subproblem (36) is infeasible (“f. cuts” column), which corresponds to the number of feasibility cuts added to the master problems (21) and (28). For each instance size, we present the average results over the 3 instances that we generated. We observe that the stabilized version performs significantly better than the standard one. It is the fastest for 37 out of 42 instances with an average acceleration of 56%. As expected, this speed-up is due to the reduction of the number of iterations needed for convergence (on average 60% less iterations).

More surprisingly, we observe a dramatic decrease in the number of feasibility cuts (at least 50% and 83% on average). Intuitively, by forcing the iterates to stay close to the best one, the stabilization prevents the iterates from staying for too long in infeasible regions. This is an interesting feature of our algorithm because numerous feasibility cuts are often an issue in Benders method (see for e.g. (Saharidis and Ierapetritou, 2010)).

Finally note that the stabilized Benders still requires a lot of iterations for some instances (especially the ones of size (10,15), (12,10)). A way to improve the performance could be a sophisticated management of the level parameter $\lambda$. For sake of simplicity, we keep this parameter fixed on our experiments; it is enough to outperform the standard Benders method. In practice anyway, an efficient solution of network design problems would require combining the stabilization with existing general acceleration techniques (mentioned in the introduction) and other strategies specific for this problem (see (Costa, 2005)).

5.2 Experiments on hub location problems

The hub location problem aims at locating hubs to rout commodities at minimal cost. Given a set of commodities to transport from origin to destination nodes, the problem consists in locating hubs and choosing routes for each commodity through one or
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two hubs in order to minimize setup and transportation cost. Benders decomposition based approaches have been successfully applied to this problem, allowing to tackle large scale realistic instances (see (Contreras et al, 2011) and references therein).

We consider the uncapacitated hub location problem with multiple assignments. In this variant, the number of hubs is not fixed, there are no capacity limits on the amount of flow routed through the arcs and the hubs and each commodity can be routed through several paths. We use the path formulation proposed first by (Hamacher et al, 2004). For a given complete graph \((N, A)\), we denote by \(H \subseteq N\) the set of potential hubs. For each commodity \(k \in K\), we denote by \(o(k) \in N\) (resp. \(d(k) \in N\)) its origin (resp. destination) node and \(W_k\) the amount of commodity \(k\) to be routed.

We denote by \(f_i\) the fixed cost associated with location a hub at node \(i \in H\), \(d_{ij}\) the euclidean distance between nodes \(i, j \in N\). The transportation cost of routing commodity \(k\) through two hubs \(i, j \in H\), i.e. through the path \((o(k), i, j, d(k))\) is written as

\[
F_{ijk} = W_k (\chi d_{o(k)i} + \tau d_{ij} + \delta d_{jd(k)})
\]

where \(\chi, \tau, \delta\) are the collection, transfer and distribution cost. The problem can be formulated as:

\[
\begin{align*}
\min_{x, y} & \sum_{i \in H} f_i y_i + \sum_{i \in H} \sum_{j \in H} \sum_{k \in K} F_{ijk} x_{ijk} \\
\text{s.t.} & \sum_{i \in H} x_{ijk} = 1 & \forall k \in K \\
& \sum_{j \in H} x_{ijk} + \sum_{j \in H \setminus \{i\}} x_{ijk} \leq y_i & \forall i \in H, \forall k \in K \\
& x_{ijk} \geq 0 & \forall i, j \in H, \forall k \in K \\
& y_i \in \{0, 1\} & \forall i \in H.
\end{align*}
\]

When fixing the variable \(y\) (i.e. the locations of the hubs) the remaining subproblem is to assign each commodity to one or two hubs. A simple way to avoid infeasible subproblems is to add the constraint that at least one hub should be opened, namely

\[
\sum_{i \in H} y_i \geq 1. \tag{37}
\]

Again, the subproblem is separable with respect to the commodities leading to \(|K|\) smaller independent subproblems. Note that we do not implement the sophisticated techniques of (Contreras et al, 2011) to exploit further the structure of these subproblems.

We use the Australian Post set of instances (available at http://people.brunel.ac.uk/~mastjjb/jeb/orlib/phubinfo.html), which is a classical data set in the hub location literature. It provides the postal flow between 200 cities (given by their coordinates), transportation costs \((\chi, \tau\) and \(\delta\)) and setup costs \(f_i\). The data set also provides a procedure to generate smaller instances by grouping the cities. As postal flow is required between every pair of cities, the number of commodities is \(|K| = |N|^2\), and all nodes are potential hubs so \(|H| = |N|\). We consider instances with a number of nodes in \{10, 15, 20, 25, 30, 35, 40\}. We do not consider larger instances because the cost of solving subproblems (especially in terms of memory space). For each problem size, we generate 3 instances by taking different values for the transfer
cost $\tau \in \{0.1, 0.5, 1\}$. The different transfer costs lead to different numbers of open hubs in the optimal solutions, and thus various instances types.

Table 2 presents the results of applying the standard and stabilized Benders algorithms. Again, for all the instances, both algorithms converge to an optimal solution.

Table 2 reports the computing time in seconds and the number of iterations. There is one less column than in Table 1: recall indeed that there is no feasibility issue here because of the additional constraint (37). We first see on Table 2 that the standard method already performs well, with at most 13 iterations to reach convergence. The stabilized version performs slightly better: it is faster for 16 out of 21 instances and give an average time reduction of 14%. Thus, for this problem where standard Benders method works already fine, the stabilization is still able to improve the results.

<table>
<thead>
<tr>
<th>Instance</th>
<th>Standard Benders algorithm</th>
<th>Stabilized Benders algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>nodes</td>
<td>$\tau$</td>
</tr>
<tr>
<td>10</td>
<td>0.1</td>
<td>1.06</td>
</tr>
<tr>
<td>10</td>
<td>0.5</td>
<td>1.28</td>
</tr>
<tr>
<td>15</td>
<td>0.1</td>
<td>5.31</td>
</tr>
<tr>
<td>15</td>
<td>0.5</td>
<td>5.27</td>
</tr>
<tr>
<td>20</td>
<td>1</td>
<td>4.52</td>
</tr>
<tr>
<td>20</td>
<td>0.1</td>
<td>21.72</td>
</tr>
<tr>
<td>20</td>
<td>0.5</td>
<td>16.83</td>
</tr>
<tr>
<td>25</td>
<td>1</td>
<td>14.3</td>
</tr>
<tr>
<td>25</td>
<td>0.1</td>
<td>58.66</td>
</tr>
<tr>
<td>25</td>
<td>0.5</td>
<td>52.58</td>
</tr>
<tr>
<td>25</td>
<td>1</td>
<td>46.31</td>
</tr>
<tr>
<td>30</td>
<td>0.1</td>
<td>112.08</td>
</tr>
<tr>
<td>30</td>
<td>0.5</td>
<td>97.72</td>
</tr>
<tr>
<td>30</td>
<td>1</td>
<td>97.11</td>
</tr>
<tr>
<td>35</td>
<td>0.1</td>
<td>296.61</td>
</tr>
<tr>
<td>35</td>
<td>0.5</td>
<td>183.46</td>
</tr>
<tr>
<td>35</td>
<td>1</td>
<td>177.94</td>
</tr>
<tr>
<td>40</td>
<td>0.1</td>
<td>467.17</td>
</tr>
<tr>
<td>40</td>
<td>0.5</td>
<td>351.77</td>
</tr>
<tr>
<td>40</td>
<td>1</td>
<td>306.04</td>
</tr>
<tr>
<td>Average reduction</td>
<td>14 %</td>
<td>13 %</td>
</tr>
</tbody>
</table>

Table 2 Comparison of standard and stabilized Benders algorithms on hub location problems

6 Conclusion and perspectives

In this methodological paper, we use a nonsmooth optimization perspective on Benders decomposition to introduce an algorithmic improvement of the method, inspired by level bundle methods and complementary to existing accelerating techniques. The idea is to add a quadratic stabilization in the master problem of the cutting-plane Benders algorithm, to reduce the number of iterations of the method. Convergence of the stabilized Benders algorithm is established under the usual assumptions. The interest of the approach is illustrated on two mixed-integer linear problems: for the network
design problem, the stabilized algorithm is able to drastically reduce the number of used cuts, especially the feasibility cuts; for the hub location problem, the stabilized algorithm is still able to improve the excellent performance of the standard method.

Quadratic stabilizations are known to be efficient in the context of constraint decomposition or scenario decomposition (see e.g. (Ruszczyński, 1986), (Lemaréchal, 2001), (Briant et al, 2008) and (Oliveira et al, 2011)); the contribution of this paper is to show that it is also the case for Benders decomposition of mixed-integer problems. It is of interest for future research to study similar stabilization techniques for other cutting plane-based algorithms for mixed-integer programming, as the extended cutting-plane method (Westerlund and Pettersson, 1995) and outer-approximation methods (see e.g. (Fletcher and Leyffer, 1994) and (Bonami et al, 2008)). The recent preprint (Oliveira, 2014) builds on this line of research.

Appendix: more on the nonsmooth optimization perspective

This appendix completes Section 2 about the nonsmooth optimization viewpoint on Benders decomposition by providing the proofs of the results together with an additional result.

Proof (of Lemma 1) The no duality gap assumption gives the expression (10). It follows that $v$ is closed and convex, as the supremum of a family (indexed by $u \in \mathbb{R}^m_+$) of convex functions $(y \mapsto L^*(y, u))$.

Proof (of Lemma 2) Suppose $u$ is an $\eta$-optimal solution of (8) for a given $y \in Y$, then $\partial_y L^*(y, u)$ is nonempty (see for e.g. (Hiriart-Urruty and Lemaréchal, 1993, Chap VI)). Let $g$ be in $\partial_y L^*(y, u)$, the expression (10) of $v$ and the convexity of $y \mapsto L^*(y, u)$ imply that

$$
\forall y' \in Y \cap V, \quad v(y') \geq L^*(y, u) + g^\top (y' - y).
$$

Besides, the definition of $u$ gives that $L^*(y, u) \geq v(y) - \eta$, thus

$$
\forall y' \in Y \cap V, \quad v(y') \geq v(y) + g^\top (y' - y) - \eta,
$$

which ends the proof.

Proof (of Lemma 3) The compactness of $X$ implies that the two following systems of inequalities

$$
x \in X \quad \text{s.t.} \quad G(x, y) \leq 0 \quad \text{and} \quad \lambda \in \mathbb{R}^m_+ \quad \text{s.t.} \quad L_*(y, \lambda) \leq 0,
$$

satisfy the assumptions of the theorem of strong alternatives (see (Boyd and Vandenberghe, 2004, p 261)): for $y \notin V$ there exists a vector $\lambda \in \mathbb{R}^m_+$ such that $L_*(y, \lambda) > 0$. On the other hand, observe that by definition of $V$, for all $y' \in V$ and $\lambda \in \mathbb{R}^m_+$, we have $L_*(y', \lambda) \leq 0$. Thus we can write:

$$
\forall y' \in V, \quad L_*(y', \lambda) \leq 0 < L_*(y, \lambda).
$$

(38)
Besides for $s$ in $\partial L_\ast(y, \lambda)$ (which is nonempty by definition (Hiriart-Urruty and Lemaréchal, 1993, Chap VI)), the convexity of $L_\ast$ with respect to $y$ implies that
\[
\forall y' \in V, \quad L_\ast(y, \lambda) + s^\top (y' - y) \leq L_\ast(y', \lambda),
\] (39)
Combining (38) and (39) we deduce that:
\[
\forall y' \in V, \quad s^\top y' \leq s^\top y - L_\ast(y, \lambda) < s^\top y.
\] (40)

Then, taking the supremum over $y' \in V$ and introducing $\alpha := s^\top y - L_\ast(y, \lambda)$, we obtain
\[
\sup_{y' \in V} s^\top y' \leq \alpha < s^\top y,
\] which means that $(s, \alpha)$ is a hyperplane separating $y$ from $V$. \hfill \Box

Finally, we go beyond Lemma 2 by giving explicitly the expression of the subgradients of $v$.

**Lemma 8 (Subdifferential of $v$ when the problem is convex)** Assume that the set $X$ is convex, and that the functions $f$ and the $G$ are convex. Then $v$ is convex. For given $y \in Y \cap V$, assume moreover that there exists $x$ an optimal solution of (2) and that Slater assumption holds, i.e.
\[
\exists x \in \text{int } X, \quad G_i(x, y) < 0 \quad \text{for all } i = 1, \ldots, m.
\] Then the subdifferential of $v$ at $y$ consists in all the vectors of
\[
\partial_v f(x, y) + \sum_{i=1}^m u_i \partial_v G_i(x, y),
\] (40)
where $u \in \mathbb{R}^m_+$ are the optimal solutions of (8), that is, such that $u^\top G(x, y) = 0$ and
\[
0 \in \partial_v f(x, y) + \sum_{i=1}^m u_i \partial_v G_i(x, y) + N_X(x).
\] (41)

**Proof** We provide a different proof recasting $v$ explicitly as a marginal function obtained by partial minimization. Consider $\delta_X$ the indicator function of $X$, and $\delta_{[-\infty,0]}$ the indicator function of the interval $[-\infty,0]$. Thus we write
\[
v(y) = \inf_{x \in \mathbb{R}^p} h(x, y) \quad \text{with} \quad h(x, y) := f(x, y) + \sum_{i=1}^m \delta_{[-\infty,0]} \circ G_i(x, y) + \delta_X(x).
\] (42)
Applying the calculus rule for the subdifferential of a marginal function (Hiriart-Urruty and Lemaréchal, 1993, X.3.3.2), we get that $\partial v(y)$ for given $y$ is exactly the set $s \in \mathbb{R}^q$ such that
\[
\begin{pmatrix}
0 \\
s
\end{pmatrix} \in \left( \begin{pmatrix}
\partial_x h(x, y) \\
\partial_y h(x, y)
\end{pmatrix} \right).
\] (43)
where $x$ is an optimal solution (42) (that is (2)), which exists by assumption. We now explicit the two above partial subdifferentials. The Slater assumption is a sufficient
condition to be able to write the subdifferential of the sum of the subdifferentials (see (Hiriart-Urruty and Lemaréchal, 1993, XI.3.1.2))

$$\partial_x b(x, y) = \partial_x f(x, y) + \sum_{i=1}^{m} \partial_x (\delta_{-\infty, 0} \circ G_i)(x, y) + \partial \delta_Y(x).$$

Recall that the subdifferential of an indicator function is the normal cone of the underlying set:

$$\partial \delta_X(x) = N_X(x) \quad \text{and} \quad \partial \delta_{-\infty, 0}(\alpha) = N_{-\infty, 0}(\alpha) = \begin{cases} \emptyset & \text{if } \alpha > 0 \\ 0 & \text{if } \alpha < 0 \\ \mathbb{R}_+ & \text{if } \alpha = 0 \end{cases}$$

The subdifferential calculus rule for the post-composition (Hiriart-Urruty and Lemaréchal, 1993, Corollary VI.4.3.1) also gives that for the convex functions $G_i$’s

$$\partial_x (\delta_{-\infty, 0} \circ G_i)(x, y) = \begin{cases} \emptyset & \text{if } G_i(x, y) > 0 \\ 0 & \text{if } G_i(x, y) < 0 \\ \mathbb{R}_+ \partial_x G_i(x, y) & \text{if } G_i(x, y) = 0 \end{cases}$$

Thus the two parts of (43) gives respectively (40) and (41).

This lemma shows that there is a direct link between the subgradients of $v$ and the dual multipliers of (8). This result allows us to establish precisely the correspondence between the assumptions of Theorem 1 and the assumptions of its counterpart for Benders decomposition (Theorem 2.5 of (Geoffrion, 1972)). Since the subdifferentials of the finite-valued functions $y \mapsto f(x, y)$ and $y \mapsto G(x, y)$ are compact on $Y$, the expression (40) indeed shows that the boundedness of the dual multipliers leads to the boundedness of the subgradients of $v$ on all $Y$.
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