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Abstract: Digital human models can be used for biomechanical risk factors assessment of a workstation and work activity design for which there is no physical equipment that can be tested using actual human postures and forces. Yet, using digital human model software packages is usually complex and time-consuming. A challenging aim therefore consists in developing an easy-to-use digital human model capable of computing dynamic, realistic movements and internal characteristics in quasi-real time, based on a simple description of future work tasks, in order to achieve reliable ergonomics assessments of various work task scenarios. We developed such a dynamic digital human model, which is automatically controlled in force and acceleration and inspired by human motor control and based on robotics and physics simulation. In our simulation framework, the digital human model motion was controlled by real-world Newtonian physical and mechanical laws. We also simulated and assessed experimental insert-fitting activities according to the occupational repetitive actions (OCRA) ergonomic index. Simulation led to satisfactory results: experimental and simulated ergonomics evaluations were consistent, and both joint torques and digital human model movements were realistic and coherent with human-like behaviours and performances.
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1 Introduction

Digital human models (DHMs) can be used to improve workplace conditions that affect both worker safety and business success. The goal of this paper is to improve DHMs so that they can be used to help workstation designers to reliably identify and assess workplace induced musculoskeletal disorders (MSDs) and other biomechanical risks factors in the early stages of design.

Due to computer technology progress in the past 20 years, DHMs were developed for computer-aided design (CAD) software tools, in order to analyse workstation ergonomics (Claudon et al., 2006). Their diffusion has widely grown with the concept of the 'digital factory' (Arndt, 2006). Indeed, many CAD software tools now integrate DHMs, which allow designers, studies offices (Haesen, 2009) and consultants (Urbatic Concept France, 2007) to represent and virtually simulate operators in order to evaluate future workstation ergonomics (reach areas, physical performances, time analysis).

Today, DHMs which are used for design purposes are mentioned in different standards as potential tools for biomechanical risk factors assessment from the early stages of design (AFNOR, 2005, 2007). Used even before the achievement of a workstation physical prototype, DHMs thus contribute to the application of safety principles in the early stages of design, in conformity with European standards (European Union, 2006). Regarding this topic, there is abundant scientific literature about DHMs implementing ergonomics methods or industrial standards [for example, RULA (MacAtamney and Cortlett, 1993), OCRA (Occhipinti, 1998) and EAWS (Schaub et al., 2012)] for workstation ergonomics assessment in the early stages of design (Jayaram et al., 2006; Annarumma et al., 2008; Berlin et al., 2009). They may also play a positive role for communication and coordination between the different stakeholders of the project (designers, users, decision-makers, health and safety staff).

The use of DHMs hence makes sense for occupational risk prevention, for instance to reduce the risk of MSD occurrence, which represents a major proportion of declared occupational disorders (Sjogaard et al., 1995; Bernard, 1997). In 2011, MSDs in the USA represented a third of occupational disorders leading to leaves (Bureau of Labor Statistics, 2011); in France, it is the number one disorder compensated by social security, amounting to roughly 80% of recognised occupational disorders, and more than nine million lost workdays (CNAM-TS, 2012).

Actually, European designers must satisfy technical directive 2006/42/EC on machinery (European Union, 2006) and related harmonised standards. This directive deals with a priori risks assessment. By successive iterations, designers must obtain the lowest possible residual risks level (this is the integrated prevention concept) (AFNOR, 2010). Regarding the MSD issue, the directive requirements were intensified in the early 2010s: many standards related to physical risks assessment were added in the last five years, for instance NF EN 1005-5 (AFNOR, 2007) for MSD risks assessment related to high rate repetitive tasks. These standards are partly based on identification and counting of the operator’s technical actions (conception data) and partly on assessments of biomechanical risks factors (postures, efforts, repetitive movements, task durations or other parameters).

In industry, one can find two classical ergonomic assessment modalities. The first is coarse, it is based on observations of the operator’s activities through video recording and questionnaires, and it is used to qualitatively evaluate efforts and postures. The second is
more precise, it requires advanced metrology means (force sensors or surface electromyography systems to quantitatively measure the operator’s exertions; motion capture systems to measure the operator’s joint positions). However, the second modality can hamper, and thus modify, the analysed task executions (since the operator is geared with sensors). Moreover, the second modality requires expert skills in biomechanics and physiology. In addition, both modalities cannot be used in the early design stages because they require prototypes of future workstations (Badler et al., 1993; Morrisey, 1998; Zhang et al., 2000). DHMs offer a complementary approach which relies on simulation. Although DHMs may cost more than the other two modalities in the early design stages of projects, they allow the examination of multiple design scenarios, even when physical mock-ups or prototypes are not available. As a result, they can rapidly lead to significant overall cost and development time reductions (Chaffin, 2001). When using DHMs, actual measurements using actual workstations are often eventually carried out to test final physical mock-ups or prototypes before the final products are produced and used.

The focus of our research then was to develop DHMs capable of performing simulated work tasks with dynamically consistent motions, behaviours and internal characteristics (positions, velocities, accelerations and torques) based on a simple description of future work-tasks, in order to achieve realistic ergonomics assessments of various work-task scenarios in the early stages of the design process. To obtain these goals, we developed dynamic DHMs which were automatically controlled in force and acceleration (De Magistris et al., 2013a), and which were inspired by human motor control (Todorov and Jordan, 1998) and based on physics simulation. In our simulation framework, DHM motions were controlled by real-world Newtonian physical and mechanical laws and applied forces and torques were calculated by automatic control techniques. Our controller also handled multiple simultaneous tasks (balance, contacts, manipulations) in real time.

This paper consists of eight sections. The second and third sections describe existing DHMs and their limitations. The fourth section presents the advantages of our DHMs. The fifth section describes an application case which was used to experimentally validate our DHMs and also outlines the principles of our dynamic DHM controls. The sixth section describes outcomes, and, in particular, compares experimental and simulation results. Finally, the seventh and eighth sections present a discussion of the issues raised by the approach and its future prospects.

2 A review of DHMs

Around 1960, scientific literature presented the first DHMs. Initially, DHMs allowed graphical representation of a human in static conditions (for visualisation purposes users could primarily change the postures and anthropometric dimensions of the DHMs). Since then, dramatic improvements have been made, DHMs were first integrated into CAD software tools, and then have even been integrated into virtual reality systems (Chedmail et al., 2002). Today, designers can have their projects tested by future workers in complete ‘scale 1’ virtual environments. Now, various academic and industrial laboratories are still trying to enrich DHM functions and behaviours. For example, they are trying to upgrade them with advanced calculation units which can simulate realistic human-computer interactions (Pouliquen, 2006), and with real time joint effort calculations and optimisations of the operator’s movements according to physical
Dynamic digital human models for ergonomic analysis

capabilities and actual risks present in the work environments (Shahrokhi and Bernard, 2009).

However, in this paper, we are primarily interested in the DHM tools which are used for workstation design. The main functions of such tools are:

1. **The digital operator’s representation in the 3D CAD software tools.** For this purpose, the DHMs can be feminine and masculine models which are characterised by anthropometrical or biomechanical factors (angular range of motion, maximum exertion, etc.), which are selected by the designers from anthropometrical or biomechanical databases.

2. **Simulation of postures and/or activity sequences (gestures, posture changes, object prehensions, motions, etc.).** In other words, the DHMs can be animated by either direct and/or inverse kinematic control, manually, from a database of predefined movements or by motion analysis systems.

3. **Anthropometric prescriptions verification, collision detection and task execution time calculation.** In other words, the operator’s reach area and visual field are realistically and accurately included in the functionalities of the DHMs.

4. **Biomechanical and/or physiological constraints assessment through the use of common ergonomic indices.** Various ergonomic evaluators such as revised equations from NIOSH (1991), RULA methods (MacAtamney and Cortlett, 1993), OWAS (Karu et al., 1977), EAWS (http://inderscience.metapress.com/content/m850j18564428m27/) and Snook tables (Liberty MutualTables, http://www.ccad.uiowa.edu/vsr/research/standard-ergonomicassesments/liberty-mutual/) are used to evaluate the simulated tasks completed by the DHMs.

Table 1 sums up the main characteristics and functionalities of DHMs used by the main industrial or academic stakeholders in the CAD field. Table 1 shows that there are two groups of DHMs: on one hand those used in generic industrial contexts [for example, Jack (Badler, 1997), DELMIA (http://www.3ds.com/products-services/delmia), SAMMIE CAD (Porter et al., 2004) and ERGOMAN – PROCESS ENGINEER (Schaub et al., 1997)] and those specifically designed for a specific type of application (for example, RAMSIS (Seidl, 2004), BHMS (Rice, 2004), MAN3D (Monnier, 2004) and SantosHuman (VSR Research Group, 2004; Vignes, 2004)). Table 1 includes the DHMs’ names and their producers. Columns three to ten stand for ‘animation method’ (AM); ‘direct’ (D) stands for direct kinematics; ‘inverse’ (I) stands for inverse kinematics; ‘field of view’ (FOV) stands for the extent of the observable world that is seen at any given moment by the DHM; ‘reach area’ (RA) stands for objects and the parts of the workstation that the DHM can reach; ‘collision detection’ (CD) stands for detection of contacts between two or more objects or between humans and objects; ‘static effort’ (SE) stands for human efforts in static conditions; ‘ergonomic assessment indices’ (EAI) stands for the types of workstation assessments; ‘motion capture’ (MC) stands for optional modules that can record the movements of objects or people; ‘methods time measurement’ (MTM) stands for calculation of standard times in which a worker can complete a task.
### Table 1  Main characteristics and functionalities of DHMs

<table>
<thead>
<tr>
<th>Model</th>
<th>Society</th>
<th>AM</th>
<th>FOV</th>
<th>RA</th>
<th>CD</th>
<th>SE</th>
<th>EAI</th>
<th>MC</th>
<th>MTM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Jack Siemens PLM</td>
<td>D/I</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>NIOSH, OWAS, RULA</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Delmia Dassault Systèmes</td>
<td>D/I</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>RULA</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>ErgoMan Process Engineer</td>
<td>D</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>NIOSH, Snook tables</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>Ramsis Human Solutions</td>
<td>D/I</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>NIOSH, RULA</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>SAMMIE CAD Dassault systèmes</td>
<td>D/I</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>NIOSH, RULA</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>BHMS Boeing</td>
<td>D/I</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>NIOSH, RULA</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>MAN3D IFSTTAR</td>
<td>D/I</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>NIOSH, Snook tables</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>SantosHuman SantosHuman Inc.</td>
<td>D/I</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>NIOSH, Snook tables</td>
<td>Yes</td>
<td>No</td>
</tr>
</tbody>
</table>

### 3 DHM limitations

When using DHMs, which are integrated to CAD software tools, during the early stages of design, one must consider various limitations, which are clearly described and identified in related literature:

1. **HM posture set up is complex.** It can be completely subjective when controlled by the designers, whether this task is carried out, in a direct way, by using a keyboard or, in an experimental way, by using a puppet (Yoshizaki et al., 2011). It can also rely on optimisation algorithms (Chaffin, 1997; Center for Ergonomics, 2004), computer techniques (Zhang et al., 2010), experimental data from motion capture devices (Wang, 2008; Fritzsche et al., 2011) or even the operating procedures given by process/method engineers (Kuo and Wang, 2009).

2. Most CAD DHMs only consider one or a few static postures, and thus they neglect constraints related to maintaining postures or balance (Lämkull et al., 2009), and therefore they cannot calculate complete movements, with acceleration and inertia effects.

3. DHM calculations for some ergonomic indices are not reliable, especially those that rely on relative exertions. In fact, when DHMs calculate such relative exertions, they compare physics-based simulated exertions to built-in maximal effort databases which are generally incomplete or approximate. The resulting errors in maximal exertions consequently lead to erroneous ergonomic indices (Savin, 2011).
Interpretations of simulation results with DHMs require real **ergonomic skills** and substantial knowledge of MSD emergence mechanisms and related scientific fields (ergonomics, biomechanics, physiology, etc.) (Dukic et al., 2007). Actually, ergonomics processes require transverse cooperation between the different stakeholders (design, manufacturing, prevention) in a proactive ergonomic approach to design (Falck and Rosenqvist, 2012).

For these reasons, biomechanical risk factor assessment based upon DHM simulations can lead to underestimation: some studies report that up to 40%–50% of simulations classify risk lower than expected (Lämkull et al., 2009; Savin, 2011), which can lead to unsuitable design choices (Malchaire, 2011).

### 4 Realistic simulation of human motion

The aim of our work was to address some of the DHM limitations described in Section 3:

1. The aim of our work was to simplify and accelerate DHM simulation and animation processes. Our DHM allowed autonomous simulation motions (not only postures) given only minimum information about future work tasks.

2. The aim of our work was to give DHMs autonomous, objective and realistic behaviours from a global movement standpoint (postures, trajectories) as well to improve the data which is used to quantitatively define such behaviours (positions, velocities, accelerations, efforts, etc.), in order to calculate reliable ergonomic assessment indices: our DHM took account of dynamics, balance controls and contact forces, which were not considered by current DHMs in CAD software tools.

Precedent works (Colette et al., 2007, 2008; Mansour et al., 2011; Liu et al., 2011) showed that humanoid robotics techniques can be used to simulate autonomous motions. So we tried to create DHM control algorithms that were more objective and reliable than those of DHMs which were currently integrated into CAD software tools, by simultaneously considering both human behaviours and Newtonian mechanics laws.

### 5 Development and validation processes

Figure 1 presents our development and validation process for the dynamic DHM command laws, which were based on humanoid robotics techniques and inspired by human motor control laws. The process relied on one hand on the development of a simulation tool, and on the other hand on the validation of the tool by comparisons between experimental and simulated data and corresponding ergonomic evaluations.
5.1 Human subject experiments

In the framework of our work, we chose to complete an experimental case-study. We chose to focus on repetitive manual assembly tasks, which can present significant MSD risks (Kilbom and Persson, 1987) when performed daily as main work activities. Assembly tasks being very diverse, we selected an activity of insert-fitting, which is a common work task, especially in the automobile or appliance industries. Moreover, the Laboratory for Biomechanics and Ergonomics (LBE) of Institut National de Recherche et de Sécurité (INRS) has previously studied this task, which consists of positioning and clamping metallic inserts on a plastic dashboard for a vehicle, both in a laboratory and in industrial settings (Gaudez, 2008).

The institutional ethics committee approved our experiments. Eleven healthy right-handed subjects (nine males and two females) took part in the case study [age = 29.4 ± 9.2 years (mean ± standard deviation), height = 177.7 ± 10.3 cm, body mass = 75.9 ± 9.3 kg]. The subjects gave written consent before the experiments, and they filled out a health questionnaire. They already had some experience in insert-fitting throughout their careers.
In De Magistris et al. (2013a), we described experiments which were conducted by agents of the INRS, which consisted of reproducing an insert-fitting workstation (see Figure 2). In this paper, we used data from the experiments as test data for our model validation process. Figure 2 shows experimental set-up for the human subjects experiments in this paper.

**Figure 2** Human subject experiment (see online version for colours)

The subjects were asked to clip ten inserts [see Figure 3(a)] into related supports [see Figures 3(b) and 3(c)] using two methods: using only fingers or using a hand-held tool that meets specific ergonomic criteria (NST-n168, 1998) (see Figure 4).

**Figure 3** Insert and support, (a) insert (b) support (c) insert placed on the support (see online version for colours)
The subjects used four different strategies to fit the inserts using only fingers:

1. four subjects picked up the ten inserts one by one and clipped them onto the supports using only their right hands
2. four subjects picked up the ten inserts one by one from the table with their left hands, then transferred them to their right hands, which they then used to clip the inserts onto the supports
3. two subjects picked up the ten inserts all at once from the table with their left hands, then picked up the inserts from their left hands with their right hands, which they then used to clip the inserts onto the supports
4. one subject picked up the inserts one by one from the table with their right hand, transferred them to their left hand to position them properly, then transferred them back to the right, which they then used to clip the inserts onto the supports.

For the remainder of this paper, we only analysed the first two strategies. The last two strategies were not analysed because the number of subjects was not sufficient for meaningful analysis.

When using the hand-held tool, all of the subjects used the same strategy: they all picked up the ten inserts one by one with their left hands and placed the inserts on the tool, which they held in their right hands. They then clipped the inserts onto the supports only using the tool.

5.2 DHM simulation

5.2.1 Human body dynamics model

In this paper, the DHM was divided in two separately articulated rigid body branches, which were used to model the human body and hands.

The human body was kinematically modelled as a set of articulated rigid bodies organised into a redundant tree structure (see Figure 5). The rigid bodies were characterised by their degrees of freedom (dof). Depending on the functions of the corresponding human segments, each articulation of the tree was modelled by a number of revolute joints. The human body was modelled and controlled at two separate levels, to reduce complexity: the first level was used to control the body, the second level was used to control the hands. The body model comprised 39 joint dof and 6 root dof, with 8 dof
for each leg and 7 dof for each arm (see Figure 5). The root was not controlled. The dimensions were based on the subjects’ anthropometries (Hanavan, 1964). Control of the body model is described in more detail later.

The DHM control is described later. The root was not controlled. The DHM dimensions were based on the subjects’ anthropometries.

**Figure 5** (a) Body model with skinning and collision geometry (b) Hand model with skinning and collision geometry (see online version for colours)

Each hand model had 20 dof (see Figure 5). We used a proportional-derivative controller to control joint position $\theta$ where a set of desired position $\theta_d$ corresponds to opened/closed hand and different preset grasps.

The dynamics model of a robot, which we used to control our DHM, was a second order system:

$$M\ddot{q} + N\dot{q} + G = \tau + \sum_j J_j^T W_j + \sum_i J_i^T W_i$$

In equation (1), $M$ is the generalised inertia matrix, $NT$ stands for the centripetal and Coriolis forces, $T$ and $\dot{T} = [\dot{V} \dot{q}_i \cdots \dot{q}_{ndof}]^T$ are respectively the acceleration and velocity vectors in generalised coordinates, $G_r$ is the gravity force, $\tau = [\tau_1 \cdots \tau_{ndof}]^T$ is the joint torque vector, $L = [0_{ndof \times 6 \times dof}]_{ndof \times 6}$ is the matrix used to select the actuated dof, $W = [\Gamma F]^T$ denotes the external wrenches (see Figure 6) where $\Gamma$ is the moment and $F$ the force. The superscript $r$ denotes ‘real’ wrench values in a simulation. The subscript $c$ stands for non-sliding contacts at known fixed locations such as the contacts between the feet and the ground. The subscript $e$ stands for unknown contacts with the environment.
5.2.2 Human-like dynamic DHM controls

To control DHM movements and postures, we developed a multi-objective DHM controller. Common control techniques are based on pure stiffness compensation of internal and external disturbances. In this paper we used a controller which combined both feed-forward and feed-back techniques (De Magistris et al., 2013a), and which was inspired by human motor control principles. This is the novelty of our DHM, since precedent DHMs were generally based on kinematic control techniques.

In addition, when a multi-body system contacts another object, it is important to make the limbs more compliant to avoid ‘contact instabilities’ (Hogan, 1990). Therefore, we also noted that feed-forward control was also needed to properly control DHMs as mechanical systems. A number of studies have shown that the nervous system uses internal representations to anticipate the consequences of dynamic interaction forces. In particular, Lackner and Dizio (1994) demonstrated that the central nervous system (CNS) is able to predict centripetal and Coriolis forces; Gribble and Ostry (1999) demonstrated...
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compensation of interaction torques during multijoint limb movements. These studies suggested that the nervous system has sophisticated anticipatory capabilities. We therefore also developed an accurate internal representation or an inverse model which we used to control body dynamics in object-filled environments.

Based on the notion underlying the acceleration-based control method (Abe et al., 2007; Colette et al., 2008) and the Jacobian-Transpose (JT) control method (Pratt et al., 1996; Liu et al., 2011; De Magistris et al., 2011, 2013b), we developed a combined anticipatory feed-forward and feed-back control system. This controller was formulated as two successive quadratic programming (QP) problems with multiple dof which were used to simultaneously solve all the constraint equations. The first QP problem was the feed-forward control and the second QP problem was the feed-back control. This computational optimisation framework was first described in De Magistris et al. (2013a, 2014).

To simulate the tasks described in De Magistris et al. (2013a), several objectives were identified and prioritised:

1. **Centre of mass (com).** The dynamic controller maintained the DHM’s balance by imposing that the horizontal plane projection of the centre of mass (com) lied within a convex support region (Bretl and Lall, 2008).

2. **Thorax.** We observed that the subjects’ thorax orientation varied very little, during the experimental tasks. We therefore controlled the DHM’s thorax orientation to stay as close as possible to its initial orientation.

3. **Posture.** We specified one of the DHM’s joint positions as a reference position for the entire simulation, to obtain more realistic movements, and to avoid any singularities.

4. **End effectors (EE).** This feature performed the specific manipulation tasks.

5. **Head.** During the experimental tasks, we observed that the head followed the movements of the end effector performing the predominant manipulation task. We therefore specified this as our head objective.

6. **Contact force.** We set the contact force to zero for a regularisation of the QP problem.

7. **Gravity compensation.** We included a gravity compensation objective to make the target tracking control independent of gravity compensation.

5.2.3 **Human-like movements**

The DHM’s movements were characterised by the initial and final points of the trajectories (positions and orientations) and their durations. We also included imposed way-points in order to avoid potential obstacles (for instance a table edge) because the DHM’s controller did not include collision avoidance.

For the calculation of desired trajectories and velocities, we took into account experimental studies of human movements found in literature. Previous papers showed that voluntary movements obey the following three major psycho-physical principles:
• **Hick-Hyman’s Law**: the average reaction time $T_{\text{ave}}$ of a real human depends on the logarithm of the $n$ probable choices (Hyman, 1953):

$$T_{\text{ave}} = d \log_2 (n + 1)$$

(2)

• **Fitts’ Law**: the movement times of a real human depend on the logarithms of the relative accuracies (the ratios between movement amplitudes and target dimensions) (Fitts, 1954):

$$D = g + z \log_2 (2YP)$$

(3)

where $D$ is duration time, $Y$ is amplitude, $P$ is accuracy, $g$ and $z$ are empirically determined constants.

• **Kinematics invariance**: the hand movements of a real human have a bell-shaped speed profile in straight reaching movements (Morasso, 1981). For more complex trajectories (i.e., handwriting) a $2/3$ power law can be used to predict the correlation between movement speed and trajectory curvature (Morasso and Mussa-Ivaldi, 1982) described as:

$$s'(t) = Z_s R^{2/3}$$

(4)

where $s'(t)$ is tangential velocity, $R$ is radius of curvature and $Z_s$ is a proportionality constant, also called ‘velocity gain factor’.

For a real human, more complex trajectories can be divided into overlapping basic trajectories similar to reaching movements. Such spatio-temporal invariant features of normal movements can be explained by a variety of criteria related to maximum smoothness, such as the minimum jerk criterion (Flash and Hogan, 1985) or the minimum torque-change criterion (Uno et al., 1989). As a result, for the DHM, we implemented a modified minimum jerk criterion with via-points, which were used to calculate trajectories. The methods which we used were first presented in De Magistris et al. (2013a), and they were originally inspired by the work of Todorov and Jordan (1998). In order to calculate trajectories for both rotations and translations, we only needed to find start, intermediates and end points $X$, start and end velocities $V$ and start and end accelerations $A$. Intermediate times $T_P$ were found using a nonlinear simplex method, which minimised jerk over all possible passage times.

5.2.4 Contacts

The simulations were completed using the XDE-Core physics simulation module developed by CEA-LIST. The simulation module managed the entire simulation in real time, including collision resolution, contact constraints and friction effects, which were modelled in compliance with Coulomb’s friction law:

$$\|f_{\text{ty}}\| \leq \mu \|f_{\text{t}}\|$$

(5)

where $\|f_{\text{ty}}\|$ is a tangential contact force, $\mu$ is a dry friction factor and $\|f_{\text{t}}\|$ is a normal contact force.
The central component of the XDE-Core physical engine was a generalised virtual mechanism (GVM) mechanical calculation module. The GVM module was used to manage multi-body systems and rigid or deformable contacts, and its mechanical formalisms were based upon Lie’s groups (Merlhiot, 2009). It also used interactive and real-time algorithms.

The XDE-Core physical engine also included a component which detected multiple impacts. The module used a discrete local minimum distance (LMD) algorithm, which did not need to calculate the global distances between objects. The module could detect multiple impacts by only calculating the local minimum distances between one or two points on the surfaces of each of the objects. If one of these distances was zero, the module assumed there was an impact. The module also dilated the meshes used to represent objects, which rounded off edges, and gave the module the ability to tolerate minor defects in the meshes.

Previous related papers have verified that performance of the XDE-Core physical engine is good, when used in simulation contexts, for DHMs in virtual reality environments (Mansour et al., 2011; Liu et al., 2011).

5.2.5 Digital mock-up

The digital mock-up (DMU) scenario (see Figure 6) reproduced the experimental environment and ensured geometric similarity. The inputs used to build the DMU scenario were the workplace spatial organisation (x, y and z dimensions), inserts and tool descriptions (x, y, z positions and weights) and the initial DHM position. The virtual object at the top right of Figure 6 is a model of an insertion with force $F_{\text{ins}} = K_{\text{ins}} \cdot x_{\text{ins}} = 60$ N.

5.2.6 Task models

To model an insert-fitting task, we proceeded just like work situation designers in design or methods offices: the task was divided into motion sequences or elementary postures. For a simulation, the insert-fitting task was modelled with the finite state machine (FSM) in Figure 7. The FSM used terminology come from conception methods [for example, MTM – methods time measurement (Maynard et al., 1948)] or ergonomic evaluations [for example, OCRA – occupational repetitive actions (Occhipinti, 1998)].

In Figure 7, the states for the one-handed (right hand) insert fitting task were:

1. WAIT: At the beginning of the insert-fitting task, the DHM’s body was in a vertical position, with its arms resting on its sides.
2. REACH: The DHM’s hand took a prehension position and reached for an insert. The DHM’s eyes followed the motion of the DHM’s right hand.
3. GRASP: The subject closed the fingers of the right hand and took the insert.
4. POSITION: The DHM’s right hand moved toward an insertion point. The DHM’s eyes followed the DHM’s right hand.
5. PLACE: The DHM fitted the insert into a vacant support.
6. RELEASE: The DHM’s fingers on its right hand opened.
7 REACH: The DHM’s body returned to its initial position.
8 WAIT: At the end of an insert-fitting task, the DHM waited in its initial position. The DHM’s body was in vertical position, with its arms resting on its sides.

Figure 7 also shows the states for the two-handed (right hand and left hand) insert fitting task.

**Figure 7** The states for an insertion task (one-handed at the top; two-handed at the bottom)

The states for the insert fitting task with a tool were the same as the states for the two-handed insert fitting task, except the RELEASE LHAND and GRASP RHAND states were replaced by a PLACE LHAND state, because the DHM placed an insert on the tool with its left hand.

### 6 Results

To obtain the results presented in this section, we implemented our DHM on a PC (12 M Cache, 2.53 GHz Processor, 24 GB of RAM).

With a simulation step of 0.01 s, the joint torques were calculated in quasi-real-time (the computation durations were 1.5 times the simulation duration).

#### 6.1 Trajectories

To compare trajectories from real human experiments $X^a$ and from simulations $X^s$, we analysed the trajectories of the ‘POSITION’ steps of the finite state machines for four subjects. We chose to compare six experimental medial clip insertion trajectories to six simulated trajectories. We did not compare trajectories for the first and last two clips.

The experimental trajectories and the simulated trajectories had different start and end points, and they had different duration times. For this reason, we needed to apply a set of elementary affine transformations to compare these trajectories.
6.1.1 Spatial transformations

1 Translation. The first step of the spatial transformations consisted of matching experimental and simulated start points. The first step was used to translate the trajectories to their start points:

\[
\begin{align*}
X^s &= \left( x^s(t) - x^s(0) \right), \\
X^h &= \left( x^h(t) - x^h(0) \right)
\end{align*}
\]

where time \( t \in [0, \ldots, t_f] \).

2 Rotation between vectors. The second step of the spatial transformations consisted of a rotation. The second step was used to rotate the experimental trajectory to match the simulated trajectory, by calculating the cross product and the angle between the experimental trajectory and the simulated trajectory: \( X^s(t_f) = [x^s_f, y^s_f, z^s_f] \) and \( X^h(t_f) = [x^h_f, y^h_f, z^h_f] \).

The cross product was calculated by calculating the determinant of a formal matrix:

\[
X^s(t_f) \times X^h(t_f) = \begin{bmatrix} i & j & k \\ x_s^f & y_s^f & z_s^f \\ x_h^f & y_h^f & z_h^f \end{bmatrix}
\]

Using Sarrus’ rule, the cross product was expanded to:

\[
X^s(t_f) \times X^h(t_f) = i \left( y_s^f z_h^f - z_h^f y_s^f \right) + j \left( z_s^f x_h^f - x_h^f z_s^f \right) + k \left( x_s^f y_h^f - y_h^f x_s^f \right) = u_x + j u_y + k u_z
\]

where \( u_x = (y_s^f z_h^f - z_h^f y_s^f), u_y = (z_s^f x_h^f - x_h^f z_s^f) \) and \( u_z = (x_s^f y_h^f - y_h^f x_s^f) \) are the components of the unit vector \( u = (u_x, u_y, u_z) \).

The angle between the trajectories vectors was calculated by calculating the arccosine of the scalar product of the trajectories:

\[
\theta = \arccos \left( X^s(t_f) \cdot X^h(t_f) \right)
\]

3 Homothetic transformation. The third step of the scalar transformations was used to match the positions in the experimental trajectory and the simulated trajectory. A homothetic transformation, with scale factor \( \lambda \) was used to match the positions:

\[
\lambda = \frac{\| X^s(t_f) \|}{\| X^h(t_f) \|}
\]
Rotation to obtain coplanarity of three key-points. The fourth step of the scalar transformations was used to obtain coplanarity of three key-points in the experimental and simulated trajectories. The calculated the vector $C = (C_x, C_y, C_z)$ of the segment $OX^h$ defined by the start and end points of each trajectory, and a rotation about $OX^h$ was used to obtain coplanarity (see Figure 8).

Figure 8  Rotation to obtain coplanarity of three key-points

To obtain coplanarity of the trajectories $X^h$ and $X^s$, we rotated by $\gamma$ the simulated trajectory onto the experimental trajectory:

$$\gamma = \arccos\left(\frac{AC \cdot BC}{|AC||BC|}\right)$$  \hspace{1cm} (11)

where $A$ and $B$ are respectively the projections of $C$ onto $X^h$ and $X^s$.

6.1.2 Distances between trajectories

Various methods from previous literature can be used to calculate the distances between two trajectories, which are defined by two non-empty point sets. One common method consists of calculating the Hausdorff distance between the two sets of points.

This method can be used to measure the ‘closeness’ of two non-empty point sets which are subsets of a metric space. The method assigns a scalar score or distance to the two trajectories, which measures the similarity between the two trajectories (Chen et al., 2011). This distance is defined as:

$$d_h\left(X^h, X^s\right) = \max\left\{\sup_{x \in X^h} \inf_{y \in X^s} d(x, y), \sup_{x \in X^s} \inf_{y \in X^h} d(x, y)\right\}$$  \hspace{1cm} (12)

where sup is supremum and inf is infimum.

The results in this section present both the Hausdorff distances and the average distances between the experimental trajectories and the simulated trajectories. The average distances were calculated using the following definition:

$$d_{ave}\left(X^h, X^s\right) = \frac{\min_{x \in X^h} \inf_{y \in X^s} d(x, y)}{2}$$  \hspace{1cm} (13)
6.1.3 Results

Table 2 shows the distances between the experimental trajectories and the simulated trajectories, for the four experimental subjects, at the ‘POSITION’ steps of the finite state machines (see Figure 7). The distances are given for the six central one-handed insertion tasks. Figure 9, compares the experimental trajectories and the simulated trajectories, for all subjects, and for all of the right-handed insertion tasks.

Table 2  Right wrist trajectories – distances between trajectories for all insertions

<table>
<thead>
<tr>
<th>Subject</th>
<th>Hausdorff distance</th>
<th>Average distance</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>(1.1 ± 0.3) cm</td>
<td>(0.5 ± 0.1) cm</td>
</tr>
<tr>
<td>2</td>
<td>(1.5 ± 0.4) cm</td>
<td>(0.7 ± 0.2) cm</td>
</tr>
<tr>
<td>3</td>
<td>(1.7 ± 0.5) cm</td>
<td>(0.9 ± 0.3) cm</td>
</tr>
<tr>
<td>4</td>
<td>(2.6 ± 1.2) cm</td>
<td>(1.5 ± 0.6) cm</td>
</tr>
</tbody>
</table>

Figure 9  Right wrist trajectories for all subjects (see online version for colours)
6.2 Velocities

To compare the trajectories, which were completed with different velocities, dimensionless normalised time was used:

\[ \bar{T} = \frac{t}{t_f} \]  

(14)

where \( t_f \) is the duration of the rigid body motion. Multiplying \( V(t) \) by \( t_f \) and substituting \( t \) by \( \bar{T} \), makes the velocities independent of the time scale (Schutter, 2010).

Figure 10 shows the resulting velocities for the experimental trajectories and the simulated trajectories, at the ‘POSITION’ step of the finite state machines (see Figure 7), for the four subjects, and the right-handed insertion tasks.

**Figure 10** Right wrist velocities for all subjects (see online version for colours)

6.3 Torque analysis

The torques calculated during the simulations were suitable for human performance capabilities. For example, the maximum simulated value of the right elbow flexion torque was about 22 N · m and 5 N · m for the wrist torque (see Figure 11). The torque values
Dynamic digital human models for ergonomic analysis

Calculated during the simulations were always smaller than maximum admissible torques at the elbow and wrist joints (the maximum torques at the elbow are approximately 70 N · m for men and 35 N · m for women (Askew et al., 1981) and approximately 8.05 N · m for flexion at the wrist and 6.53 N · m for extension at the wrist for both men and women (Ciriello et al., 2001).

Figure 11 Simulated torques, (a) right elbow torque (b) right wrist torque (see online version for colours)

6.4 Ergonomic assessment

The OCRA ergonomic index was used to evaluate both the experimental insertion tasks and the simulated insertion tasks (Occhipinti, 1998; European Union, 2006). Tables 3 to 5 show the OCRA assessments.

The OCRA index is the ratio between the total number of observed technical actions (ATA) and the total number of recommended technical actions (RTA) (for each upper limb):

\[
\text{OCRA} = \frac{\text{ATA}}{\text{RTA}} 
\]

\[
\text{ATA} = FD = \frac{\text{NTC-60}}{\text{CT} \cdot \text{D}} \quad (16)
\]

where F is the frequency per minute; NTC is the number of technical actions in a cycle; CT is the cycle time in seconds; D is the evaluated net duration of the repetitive task during the work shift in minutes, and

\[
\text{RTA} = \text{CF} \cdot \text{PoM} \cdot \text{ReM} \cdot \text{AdM} \cdot \text{FoM} \cdot (\text{ReM} \cdot \text{DuM}) \quad (17)
\]

where CF is a frequency constant related to the number of technical actions per minute, in this paper (30 actions per minute); PoM, ReM, FoM are multiplier factors, with values which range between 0 and 1, and which are selected according to the characteristics of the posture (PoM), repetitiveness (ReM) and force (FoM); AdM are risk factors for additional elements; DuM is a duration multiplier and ReM is selected based upon ability to recover.
### Table 3  
**OCRA index values for the one-handed insertion task**

<table>
<thead>
<tr>
<th>Table</th>
<th>Human subject experiment</th>
<th>DHMs</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>RUL</td>
<td>RUL</td>
</tr>
<tr>
<td>NTC</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>CT</td>
<td>3.89 ± 0.41</td>
<td>4.07 ± 0.43</td>
</tr>
<tr>
<td>F</td>
<td>46.71 ± 4.87</td>
<td>44.67 ± 4.72</td>
</tr>
<tr>
<td>D</td>
<td>0.39 ± 0.04</td>
<td>0.41 ± 0.04</td>
</tr>
<tr>
<td>A1A</td>
<td>18</td>
<td>18</td>
</tr>
<tr>
<td>CF</td>
<td>30</td>
<td>30</td>
</tr>
<tr>
<td>FoM</td>
<td>0.64 ± 0.19</td>
<td>0.64 ± 0.19</td>
</tr>
<tr>
<td>PoM</td>
<td>0.55 ± 0.08</td>
<td>0.52 ± 0.04</td>
</tr>
<tr>
<td>ReM</td>
<td>0.7</td>
<td>0.7</td>
</tr>
<tr>
<td>AdM</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>RPA</td>
<td>2.93 ± 1.20</td>
<td>2.83 ± 0.85</td>
</tr>
<tr>
<td>DuM</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>RcM</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>RTA</td>
<td>2.93 ± 1.20</td>
<td>2.83 ± 0.85</td>
</tr>
<tr>
<td>OCRA</td>
<td>7.25 ± 3.70</td>
<td>7.19 ± 3.39</td>
</tr>
<tr>
<td>Risk level</td>
<td>Risk</td>
<td>Risk</td>
</tr>
</tbody>
</table>

Note: Mean ± standard deviation for four subjects.

### Table 4  
**OCRA index values for the two-handed insertion tasks**

<table>
<thead>
<tr>
<th>Table</th>
<th>Human subject experiment</th>
<th>DHMs</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>LUL</td>
<td>RUL</td>
</tr>
<tr>
<td>NTC</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>CT</td>
<td>4.14 ± 0.14</td>
<td>4.14 ± 0.14</td>
</tr>
<tr>
<td>F</td>
<td>14.51 ± 0.46</td>
<td>43.53 ± 1.39</td>
</tr>
<tr>
<td>D</td>
<td>0.41 ± 0.01</td>
<td>0.41 ± 0.01</td>
</tr>
<tr>
<td>A1A</td>
<td>6</td>
<td>18</td>
</tr>
<tr>
<td>CF</td>
<td>30</td>
<td>30</td>
</tr>
<tr>
<td>FoM</td>
<td>1</td>
<td>0.57 ± 0.15</td>
</tr>
<tr>
<td>PoM</td>
<td>0.63 ± 0.25</td>
<td>0.53 ± 0.05</td>
</tr>
<tr>
<td>ReM</td>
<td>0.7</td>
<td>0.7</td>
</tr>
<tr>
<td>AdM</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>RPA</td>
<td>5.41 ± 2.10</td>
<td>2.60 ± 0.73</td>
</tr>
<tr>
<td>DuM</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>RcM</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>RTA</td>
<td>5.41 ± 2.10</td>
<td>2.60 ± 0.73</td>
</tr>
<tr>
<td>OCRA</td>
<td>1.21 ± 0.34</td>
<td>7.46 ± 2.62</td>
</tr>
<tr>
<td>Risk level</td>
<td>No risk</td>
<td>Risk</td>
</tr>
</tbody>
</table>

Note: Mean ± standard deviation for four subjects.
Table 5  OCRA index values for the insertion tasks with a tool

<table>
<thead>
<tr>
<th></th>
<th>Human subject experiment</th>
<th>DHMs</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>LUL</td>
<td>RUL</td>
</tr>
<tr>
<td>NTC</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>CT</td>
<td>3.99 ± 0.37</td>
<td>3.99 ± 0.37</td>
</tr>
<tr>
<td>F</td>
<td>30.28 ± 2.88</td>
<td>30.28 ± 2.88</td>
</tr>
<tr>
<td>D</td>
<td>0.40 ± 0.04</td>
<td>0.40 ± 0.04</td>
</tr>
<tr>
<td>ATA</td>
<td>12</td>
<td>12</td>
</tr>
<tr>
<td>CF</td>
<td>30</td>
<td>30</td>
</tr>
<tr>
<td>FoM</td>
<td>1</td>
<td>0.87 ± 0.14</td>
</tr>
<tr>
<td>PoM</td>
<td>0.61 ± 0.16</td>
<td>0.52 ± 0.04</td>
</tr>
<tr>
<td>ReM</td>
<td>0.7</td>
<td>0.7</td>
</tr>
<tr>
<td>AdM</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>RPA</td>
<td>5.12 ± 1.43</td>
<td>3.76 ± 0.74</td>
</tr>
<tr>
<td>DuM</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>ReM</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>RTA</td>
<td>5.12 ± 1.43</td>
<td>3.76 ± 0.74</td>
</tr>
<tr>
<td>OCRA</td>
<td>2.49 ± 0.61</td>
<td>3.30 ± 0.67</td>
</tr>
<tr>
<td>Risk level</td>
<td>Very low risk</td>
<td>Very low risk</td>
</tr>
</tbody>
</table>

Note: Mean ± standard deviation for all subjects.

7 Discussion

Tables 3 to 5 show that the OCRA assessments for the experimental and simulated insertion tasks were consistent with each other.

The results also show that the simulated torques were compatible with human performance capabilities. This is particularly important, since common DHMs may compute joint torques and/or working postures that are sometimes not compatible with human performance capabilities, which can lead to erroneous ergonomic assessments (Lämkull et al., 2009; Savin, 2011).

Although we obtained similar trajectories and speed profiles in the experiments and in the simulations, the differences were more noticeable for small subjects (see Figure 10). This could be due to the fact that the horizontal distances (distances between the subjects and the insert sockets, or the ranges between the extreme insert sockets) were not adjusted according to the subjects’ sizes [instead the heights of the table were set to 90% of the elbow-ground height, in accordance with European standards for a standing work activities which require normal visions and precisions (European standard EN ISO 14738:2008, 2008)].
8 Conclusions and future works

In this paper, we introduced dynamic DHMs which were controlled in force and acceleration. We used the DHMs to simulate an experimental insert fitting tasks in quasi-real-time, and we used the simulated postures, times and exertions to calculate OCRA index-based ergonomic assessments. Given limited information on the scenarios (typically initial and final operator-positions and clamping forces), the simulated ergonomic assessments were still in the same risk levels as OCRA assessments for corresponding experimental results. In addition, the simulated trajectories were similar to the experimental trajectories. These encouraging results show that our DHMs could be used to overcome some of the limitations of common DHMs.

For the simulations, we explicitly specified the types of grasps (palmar, pinch, full-handed) and the orientations of the objects in the subjects’ hands. Based on the final orientations (the objects were attached to the subjects’ hands). In the future, in order to generalise the DHMs, prehension functions need to be added to our kinematic model. To avoid excessively increasing the complexity of our kinematic model, with 20 segments and 28 additional dof per hand (Miyata et al., 2005), we need to replace the wrist model with an end-effector with characteristics (number of joints, types, rotational and translational ranges) that can be used to model observed dof for each type of grasp (Miller et al., 2003). As a result, the end effector will have more dof in pinch mode than in full-handed grasp mode.

In this article, we used several controller parameters. To improve the controller, the tasks weights could be automatically modified to reduce complex tuning (Salini, 2012). In addition, to take account of obstacles in the workstation, path-planning (Escande, 2008; Toussaint et al., 2007; Lamarche, 2009), obstacle avoidance and auto-collision (Stasse et al., 2008) features could also be added.

In the long term, the contributions in this paper, and in future work, will result in the creation of an ergonomic evaluation software tool that can be integrated into CAD software tools, which consists of dynamic DHMs with human-like behaviours and characteristics.
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