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Abstract—Searching for objects in an indoor environment can be drastically improved if a task-specific visual saliency is available. We describe a method to learn such an object-based visual saliency in an intrinsically motivated way using an environment exploration mechanism. We first define saliency in a geometrical manner and use this definition to discover salient elements given an attentive but costly observation of the environment. These elements are used to train a fast classifier that predicts salient objects given large-scale visual features. In order to get a better and faster learning, we use intrinsic motivation to drive our observation selection, based on uncertainty and novelty. In addition, actions of the robot can be guided by intrinsic motivation that will allow better and faster learning, focusing first on simple tasks, and increasing difficulty as learning progresses.

I. INTRODUCTION

Visual exploration, object discovery or identification in cluttered environments by mobile robots is still an open problem. Machine learning, and especially deep learning has recently shown impressive results on complex datasets such as IMAGENET [18], but learning is offline, fully supervised, and may not be flexible to new environments or dynamics. Another approach is to learn and discover an environment directly on a robot, in an incremental and autonomous way. Learning is then specialized for a specific environment, but is constantly improved and remains flexible to any change or novelty. In addition, actions of the robot can be guided by intrinsic motivation that will allow better and faster learning, focusing first on simple tasks, and increasing difficulty as learning progresses.

In robotics, visual exploration of the environment is often associated with a visual attention strategy [2], [6]. Thus, the robot’s attention is directed towards areas of interest, and irrelevant portions of the visual field are not considered. Visual attention can be driven by purely bottom-up saliency maps [7], [13], [17], [21], or refined by top-down modulation [9], [22]. Bottom-up saliency highlights stimuli that are intrinsically salient in their context, which may sometimes be sufficient for scene exploration [23]. However, top-down modulation, which highlights elements that are relevant for a specific task, is more meaningful for the problem of object detection in indoor environments.

Inspired by human vision, the foveal vision principle is commonly used in robotics for object identification tasks. This principle is naturally consistent with selective visual attention, where target selection is determined in the wide field of view, and focus is analyzed with foveal view. The selection of target is often obtained with a saliency map, but also by novelty detection [12], reinforcement learning techniques [15], or in very simple configuration, competence progress [1].

So far, visual attention in robotics is used as a target selection system for another task. Saliency maps estimation is used as a black box and is not improved during exploration. Yet, learning visual attention directly on the robots would make sense in a developmental perspective. It was found that visual attention significantly varies at different ages [11], but also between cultures. In [3], Boduroglu et al. suggest that Eastern and Asian disparities in visual attention allocation may be related to differences in their physical environment. This means that visual attention is learned and modulated by our environment. To our knowledge, no method has ever been presented to learn visual attention incrementally directly on a robotic platform.

We aim to design an algorithm that can learn saliency in a incremental and intrinsically motivated manner, directly within a robot’s environment. We restrict the problem to indoor environment and we define saliency as related with objects. For that, we use a mechanism of foveal observation, providing reliable and accurate information in a small portion of the visual field, and a contextual observation providing low resolution information in a wider portion of the field of view. We use foveal vision to reliably identify salient elements, then to learn their visual features on the contextual view. We select the foveal view based on intrinsically motivated criteria to speed up and improve the learning quality. After a learning period, salient elements can be detected directly on the contextual view and used for other tasks.

The article is organized as follows: Section II describes the different components of our method. In section III, we present experimental results and comparison with state-of-the-art. Lastly, we provide concluding remarks and future work directions.
II. PROPOSED APPROACH

In this section, we describe our incremental learning mechanism of visual saliency. The algorithm is designed for indoor environments with many objects.

A. General architecture

Figure 1 presents the general architecture of our system. In an exploration stage, the system is trained and learns the visual aspect of salient elements within their context. For that, we use the foveal vision to accurately determine whether the observed area (i.e. a small portion of the visual field) is salient or not, and we learn the corresponding visual features in the wide field of view. In a second stage, we exploit the model to generate saliency maps dedicated to the environment that has been previously explored.

In the exploration stage, we first select an area of the input image in which we obtain foveal observation. This selection can be either random or intrinsically motivated. In a biological eye, the foveal observation has a higher resolution than the contextual one. In our method, instead of a higher resolution, the foveal observation is augmented with a depth component. Therefore, we get access to RGB-D data in the fovea, and only RGB in the whole field of view. Using RGB-D data is convenient for evaluation and comparison with state-of-the-art, as a large number of datasets are available. Nevertheless, other types of foveal information could be used, for example a higher-resolution image, stereo-vision or motion analysis.

The foveal RGB-D information is then used to determine whether the selected area is salient or not. For that, we check if the area is consistent with the geometrical criterion, accessible from depth information. If consistent, the area is considered as salient and sent to the classifier with label salient (or not salient otherwise). This geometrical saliency is computationally expensive and could not run in real time if applied on the whole field of view (See Section II-C).

Lastly, the classifier is trained with RGB-based features that are fast to compute. The label determined by the depth information is associated with the input features, thus enabling saliency learning (More details in Section II-D).

B. RGB-based visual features

We want to use visual features based on the RGB components to reconstruct the saliency map. Those features must be light enough to be computed in real time on the whole field of view, and be representative enough to discriminate between salient and non salient elements. Lastly, the features must be stable enough to avoid saliency misdetection, especially in areas of strong or sharp color variation. For that, we use features inspired by Make3D [19], as these type of features are used to estimate depth from RGB data. Our features are obtained as follows: first, we obtain 150 SEEDS superpixels [20] on the whole image, and we compute the mean RGB value in each of them. Then, for each pixel of the image, we construct the feature vector based on the means superpixel value of the current pixel, and the means superpixel values of the neighbors at three different scales. Figure 2 shows the feature extraction process for one pixel. The three different scales are 25, 50 and 100 pixels from the central pixel, thus leading to 39 features. Using the superpixel mean value instead of the pixel value itself makes the feature vector more robust to noise and sharp variations in the image. The RGB feature vector is used both in the learning stage for classification, and in the exploration stage for saliency map reconstruction.

C. Salient elements discovery

In our case, salient elements are defined as objects of limited size (up to 30 centimeters) lying on plane surfaces (typically tables or floor). This definition is consistent with a large number of indoor objects in static environments. However, this could be adapted to other object range. More generally, the way to determine saliency can be easily modified without modifying the general architecture of the system.

First of all, we must select the portion of the visual field where salient element geometrical checking will be done. We call this area the foveal view, and we restrict the use of depth information to this area. The choice of the foveal target is described in section II-E.

After selecting our foveal target, we check the depth of the central pixel and we adjust the size of the foveal view so that a 30 centimeters object can be entirely seen. We then select the SEEDS superpixels computed in Section II-B falling in this area. For each superpixel, we create a point cloud based on the depth map, and we use RANSAC [8] algorithm to find the major plane equation of the superpixel. We then find...
the classifier. For each square, we obtain a score from the image, then we cut the image in squares of 20 pixels. We do so as follows: we compute the RGB features on the whole input dataset and the classifier is retrained. A new observation, a new set of samples is added to the training label vector that we send to the classifier for learning. At each new foveal observation produces a segmentation of salient and non salient pixels within the observed area. Given this segmentation, we produce a set of samples that will be used in our learning process. First, we cut the observed area into small squares of twenty pixels (we found this value to be a good trade-off between speed and accuracy), and we determine a salient or not salient label for each of them, depending whether or not the square has a majority of salient pixels. Then, we determine for each square the feature vector of the central pixel. For each square, we then produce a features-label vector that we send to the classifier for learning. At each new observation, a new set of samples is added to the training dataset and the classifier is retrained.

Our classifier is a random forest [4] of 20 trees with a maximum depth of 10 per tree. This choice was motivated by the good performance of these classifiers, their fast training computation, their good generalization capacity and their ability to efficiently handle unbalanced data. In practice, we discover much more not salient elements.

In the exploitation stage, the saliency map is constructed as follows: we compute the RGB features on the whole input image, then we cut the image in squares of 20 pixels. We compute the center pixel feature vector, and we send it to the classifier. For each square, we obtain a score from the classifier, estimating the saliency of the square. We associate the classifier score to each square of the input image.

E. Intrinsically motivated target selection

Target selection of the foveal view has a critical impact in the learning quality and efficiency. Selecting a foveal view driven by intrinsic motivation should enable a more efficient learning than pure random selection, by focusing for example on elements that are still unknown or harder to learn. We propose two simple criteria to select the foveal area, thus enabling a better learning of the saliency.

A first strategy is to choose the foveal target so as to reduce uncertainty. For each new frame and before selecting the foveal view, we construct a saliency map based on the classifier state. Each pixel of the estimated saliency map \( (sal) \) represents the probability to be salient given corresponding features \( f \):

\[
sal(x, y) = \Pr(salient|f(x, y)) = 1 - \Pr(\neg salient|f(x, y)) \quad (1)
\]

We select the target in the region where uncertainty is maximum, or in other words, where probability to be salient is neither high nor low, the most uncertain probability being 0.5. To determine in practice the most uncertain area, we randomly select 20 potential targets in the whole visual field. For each target, we determine the associated foveal area, and we calculate in this area the average uncertainty value, provided by equation 2:

\[
Unc(x, y) = \sum_{i,j \in [-S,S]} -|sal(x + j, y + i) - 0.5| \quad (2)
\]

where \( S \) is half the size of the fovea. The saliency discovery process is then applied in the area with highest Unc value among the 20 candidates.

A second strategy is to direct the foveal view preferably to novel stimuli. We use an improved version of the proximity measure suggested by Breiman et al. [4], based on random forests. The proximity of samples \( s \) and \( p \) is defined as the number of common terminal nodes in all trees, weighted by the number of elements in the common terminal nodes:

\[
prox(s, p) = \sum_{i=1}^{nTree} \delta(l_s^i, l_p^i) \quad (3)
\]

where \( nTree \) is the number of trees used in the random forest, \( \delta \) is the Dirac function, \( l_s^i \) is the terminal node index of sample \( s \) for tree \( i \), and \( card(x) \) is the number of elements in terminal node \( x \). Novelty of a sample is characterized by the proximity with the nearest neighbor in the training set. If the proximity is low, then the sample is far from the training set and the novelty is high. Novelty is therefore obtained by equation 4:

\[
Nov(s) = 1 - \frac{1}{N(s)} \max_{p \in \text{TrSet}} prox(s, p) \quad (4)
\]

where \( \text{TrSet} \) is the training set and \( N(s) = \sum_{i=1}^{nTree} card(l_s^i) \) is a normalization factor. We proceed to target selection based on novelty exactly the same way as uncertainty, except that we replace the term in the sum of equation 2 by \( Nov(s(x, y)) \).

To avoid blocking situation, we adopt an epsilon-greedy strategy by selecting the target randomly 30% of the time.
Fig. 4. Sample saliency maps for the five evaluated methods.

Fig. 5. ROC curves for five different approaches. (a) Training a dedicated classifier for each image of the dataset. (b) On table-small-2 sequence, comparison between “train==test” and “train!=test” modes.

Fig. 6. Saliency maps in (a) Train = test and (b) Train ≠ test modes. Although (b) has more noise, learning saliency based on various points of view can recover salient areas that are not geometrically consistent in the current image.

Fig. 7. F1 measure for several target selection criteria.
III. EXPERIMENTAL RESULTS

A. Comparison to state-of-the-art

A few bottom-up saliency databases are available with RGB-D images [17], however, many images in these datasets are not consistent with our definition of saliency (outdoor scenes, large objects, no flat surfaces). Other RGB-D datasets focus on evaluating object pose estimation and/or recognition [14]. Objects on those datasets are consistent with our definition, but the labeling is not always well-suited for saliency evaluation (use of bounding boxes, geometrically salient objects considered as distractors). We therefore evaluate our method on RGB-D scenes dataset [14], but to obtain the ground truth saliency maps, we add to the provided ground truth masks the objects considered as distractors in the dataset but that are salient given our geometrical definition.

We compare our results with four approaches. BMS [21] and GBVS [10] are among most accurate RGB saliency methods according to the MIT saliency benchmark [5]. Peng et al. [17] is a state-of-the-art method for RGB-D saliency, and Itti & Koch [13] is used as a baseline.

In a first test, we use 100 selected images from RGB-D scenes. We train a dedicated classifier for each image of the dataset so as to validate the accuracy of our saliency definition and the consistency of our architecture. For each image, we perform 500 random observations to train our classifier. Figure 4 shows a few results. Our approach not only selects consistent salient regions, but also provides a much more accurate shape and size of the salient objects than other techniques.

In a second test, we evaluate the generalization capability of our method when inputs are taken from a new point of view or with slightly different elements of the same environment. As RGB-D scenes is composed with video sequences, we select one of them (table-small-2 in our case). Instead of training a dedicated classifier for each image in the sequence, we train a classifier on a portion of the sequence (60%), and we evaluate the performance on the rest of the sequence (40%).

Figure 5 represents the ROC curves of the five aforementioned approaches, for both tests. In all cases, our results outperform state-of-the-art results, which makes sense as our saliency definition is optimized for this type of input content versus pure bottom-up saliency. In the second test, we compare the case where a different classifier is trained for each image (curve “train==test”), and the case where a global classifier is trained on a subset of the sequence and tested on another one (curve “train!=test”). Surprisingly, the “train!=test” configuration performs slightly better for a certain range of threshold. We intuitively explain this result based on Figure 6. On those images, the cap is partially missing in the “train==test” configuration, probably because they were not geometrically consistent with our definition of saliency under this point of view. However, those missing parts are found in the “train!=test” mode, as they are inferred from various points of view, and therefore more likely to have been detected at least a few times. On the other hand, the saliency map is more noisy, thus leading to a higher false positive rate.

B. Intrinsically motivated exploration

To validate the use of intrinsic motivation, driven either by uncertainty or novelty for target selection, we use again the table-small-2 sequence. We evaluate four different criteria. Novelty and uncertainty are the one described in Section II-E, random is a pure random target selection and is a lower bound for evaluation. We also use a fourth criterion to get a higher bound. The target is selected based on the ground truth and aims to minimize prediction error. For that, we compare at each new frame our saliency prediction with the ground truth, and, using the same procedure as in Section II-E, we select the target where the prediction error is the worst.

To obtain an average value of the performance of each criterion, we run the saliency learning algorithm on the whole sequence four times. We perform a single foveal observation per frame, and the classifier is updated at each new frame, based on the foveal observation. We evaluate for each frame the average F1 measure of the saliency estimation given the ground truth. Figure 7 shows the frame by frame evaluation for each criterion. We also display the F1 measure of BMS on this whole sequence for comparison.

Except at the very beginning of the sequence, all our methods outperforms BMS. As expected, random selection (called rnd in the figure) has the worst performance, and prediction error minimization (called err) is the best. The criteria based on novelty (nov) and uncertainty (unc) are in between, with a much better performance for the uncertainty criterion. The significant drop in the performance around frame 100 is due to a drastic change of point of view and strong illumination variations, making previous learned samples not enough to accurately predict new saliency. Nevertheless, the performance is lowered down for all the methods and the rank remains the same, still higher than BMS.

C. Real-time implementation

Our algorithm was implemented to capture a Kinect RGB-D stream, perform a frame by frame foveal observation, and train a classifier online in a separate thread as new observation are obtained. Our implementation was tested on Ubuntu 10.12 with an Intel Core i3-3240, CPU at 3.4GHz quadcore processor. For each step of the algorithm, the following processing times were obtained:

- Foveal observation and salient element discovery: 50ms to 500ms depending on the size of the observed area.
- Random forest training (separate thread) : 10s for 100 000 samples (100 to 1000 per frame)
- SEEDS and feature maps computation : 90ms
- Classifier-based saliency estimation and saliency map construction : 30ms

The total saliency map computation time (90ms+30ms) is fast enough for processing images at 8Hz and could be further

\[ F1 = \frac{2 \cdot \text{precision} \cdot \text{recall}}{\text{precision} + \text{recall}} \]

The F1 score is the harmonic mean of precision and recall, defined as the percentage of salient pixels in the sequence is quite low and the two classes are therefore unbalanced.
optimized. Moreover, the foveal observation is sometimes time-consuming, but it only occurs in the exploration stage. Lastly, training the random forest in a separate thread allows acquisition of new examples without slowing down the execution time of saliency computation.

Figure 8 shows the state of saliency learning after some iterations. A video presenting the algorithm as well as robustness to motion and novelty is available online.

IV. CONCLUSION AND FUTURE WORK

In this paper, we have presented an approach to learn visual saliency in an incremental and intrinsically motivated way. Using the mechanism of foveal view and visual attention, we acquire accurate saliency estimation in a small portion of the visual field of view, and incrementally learn saliency estimation in the large field of view based on simple and computationally inexpensive visual features.

This method shows good performance in the case of detecting small objects lying on flat surfaces, as a clear geometrical definition can describe these situations. In this case, our results outperform state-of-the-art. The use of simple intrinsic motivation criteria such as novelty or uncertainty can drive the selection of new targets and allow a better and faster learning. Lastly, our method has been implemented to run in real-time and is therefore well-suited for robotics applications.

In a future work, we will investigate further the intrinsic motivation strategy for target selection. In particular, we would like to investigate the use of competence progress. Suggested by Kaplan and Oudeyer [16], this type of intrinsic motivation focuses on progress rather than novelty or uncertainty. We believe that this type of criteria would improve the learning while avoiding unlearnable situations. Moreover, we would like to apply this framework for other types of foveal data, for example, an image with a better resolution and small field of view. Lastly, we plan to use this saliency learning on a mobile robot and exploit this saliency for object discovery or recognition.
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