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El Houssein Chouaib Harik¹, Student Member, IEEE, François Guérin², Frédéric Guinand¹, Jean-François Brethé², Member, IEEE, Hervé Pelvillain³, Adel Zentout⁴

Abstract—We present in this paper a backstepping controller for vision based target tracking with an Unmanned Aerial Vehicle. A down facing camera is used with a pose estimation algorithm to extract the position of the target (an Unmanned Ground Vehicle). The output is then fed into the developed controller to generate the necessary movements (pitch and roll) of the Unmanned Aerial Vehicle in order to keep the target in the coverage view of the camera (following it constantly). The developed scheme is used to help the Unmanned Ground Vehicle to navigate among obstacles, and the overall system is designed in order to help human operator to supervise the Aerial and Ground vehicles for area inspection or object transportation in industrial areas (when using multiple Unmanned Ground Vehicles).

I. INTRODUCTION

The usage of Unmanned Aerial Vehicles (or UAVs) has known an exponential growth in the last past years. Primarily introduced in military activities, UAVs, and most precisely rotorcrafts are now used in different civilian applications, from agriculture [1], 3D mapping [2], to search and rescue [3], and even cinematography, where the first drone festival has been held in New York city at "The Directors Guild of America Theater" [4].

When deployed with Unmanned Ground Vehicles (UGVs), UAVs bring complimentary skills making the team outperforms the classical single-robot systems in many aspects (speed, effectiveness, coverage, etc...). Likewise, using Air Ground Cooperation (AGC) in mobile robotics allows to obtain a complete system that include global perception and high movement velocities brought by the UAVs, and powerful computational capabilities and payload brought by the UGVs. Thus AGC opens a new wide range of applications using mobile robotics that was not an easy (or even impossible) task to be performed using a single type of robots or even a group of homogeneous robots.

Similarly as in [5], the main idea in this work consists in using the UAV as a remote eye, where the authors use the UAV as a mobile sensor that flies ahead to provide geo-referenced 3D geometry in order to enable the UGV to navigate safely avoiding obstacles and negative obstacles (holes and ditches). Another cooperative navigation scenario can be found in [6], [7], [8], where an aerial robot equipped with Lidar collects 3D information of a specific area (Desert, Alpine, or Meadow areas), these information are processed to produce a 3D map (vegetations and traversability). An UGV navigates through that area combining the post-processed map, and its own 3D Lidar information to generate an optimal path avoiding vegetation and other static obstacles. Similar work can be found in [9] and [1].

In previous related works, a first flight of the UAV over the inspected area is always performed before the beginning of the mission. A traversability map is then processed to provide a trajectory to the UGV. A first contribution of our work consists in providing a real-time navigation scheme: the UAV flies over the area to provide a global coverage, and to assist a UGV in real-time to navigate safely avoiding obstacles. The UAV follows continuously and autonomously the UGV using the developed visual servoing algorithm and controller. The second contribution of our work is to use an off-the-shelf technology (commercial UAVs and open source libraries) to propose an efficient control law in order to develop a GPS denied tracking system. The result of this work is used to provide the UGV with an aerial coverage view of the navigation area to facilitate its navigation through obstacles. The UGV goes through waypoints provided by a human operator. For numerous reasons, monitoring, surveillance and inspection of industrial sites belonging to Seveso category (highly critical sites) cannot be performed without a constant and careful attention of human experts. Related works and the choice of the controller will be discussed further in this paper.

This work takes part of a project [10], [11], [12] developed by two research laboratories (LITIS, GREAH) at the University of Le Havre (France), and funded by Le Havre town council (CODAH).

This paper is organized as follows: We give an overview of the used vision based tracking techniques in section II. We detail in section III the pose estimation of the UAV. In section IV we explain our choice of the backstepping controller, and present the different steps in order to generate the necessary movements to follow the UAV. We present in section V simulation and experimental results. We conclude in section VI the present work and give future perspectives.

II. VISION BASED UGV TRACKING

After acquiring the video flow (Figure 1) from the UAV’s down facing camera (we suppose initially that the UGV is on the coverage view), we process this flow in order to extract the UGV’s pose. For the UGV visual tracking we have used two different methods: color detection, and augmented
reality marker detection. We will explain in this section the developed algorithms for each method and discuss their advantages and drawbacks.

A. Color tracking

Color detection is the first technique used for target tracking. It consists generally in going through the image pixels until a match is found with the predefined target color (with a tolerance). The authors in [13] used a UAV to estimate the position of a Mecanum Wheel Robot (MWR) and track it. They used LabVIEW vision development toolkit for target tracking (a colored ball on the MWR). The commands are then sent to the UAV in order to change its pitch and roll angles according to the MWR movements. A similar localization approach can be found in [14] with the exception of adding a digital compass to get the orientation of the ground target. Similar works can be found in [15], [16]. Similarly to [13] and [14], we installed a red colored marker \( R_c \) on a flat surface on the center of the UGV (Figure 2). The first step consist in acquiring \( R_c \) color which is a value that contains the basic RGB colors (red, green, blue). Now that we stored the color of the marker \( R_c \), we will look for a match in the image (we have to chose a unique color that does not belong to the environment). We go through each pixel by extracting each time its RGB components and compare it to the stored value. Once a match is found (with an allowable tolerance), we save the position of that pixel. A barycenter of the matching pixels is computed, and assumed to be the UGV’s location in the image.

Figure 2 shows the results of the color tracking algorithm. The center \( R_c \) of the UGV is a red marker. We added the green marker located at the head of the UGV in order to estimate the orientation of the UGV in the image to the waypoint (blue circle) provided by a human operator, for the purpose to navigate through obstacles as mentioned previously.

The advantages of the color tracking method is the easiness of implementation, it doesn’t require huge processing time, it is relatively fast, and give good results in good lightning conditions.

The drawbacks of the method is the sensitivity to light changing. Going from a light spot to a dark one changes the detected color thus loosing the colored target, that is why we added the tolerance factor. Another drawback is if the environment has an object with the same tracked color, this will result in a false detection, thus the pose estimation of the UGV will be false.

B. Augmented reality marker tracking

To overcome the limitations of the color tracking method, some works got inspired by an augmented reality application [17], where the authors presented a Computer Supported Collaborative Work (CSCW): A conference system where remote collaborators are represented on virtual monitors which can be freely positioned in a user space [17]. The user is wearing a Head Mounted Display (HMD), and can see the collaborators faces overlayed on a specific marker. The proposed method is publicly available and known as the ARToolKit. The library has been used in [18], where the authors included as a vision feedback for pose estimation in the control loop of several UGVs. We can find in [19] another interesting feature-based (black and white pattern) detection for multiple robots localization. The presented method allow the tracking of several features at a time with a good precision using low cost cameras, and uses the same kind of visual marker as in ARToolKit. The proposed method has been made publicly available as a library called ArUco [20]. Another AR marker tracking can be found in [21]. The authors used a down facing camera mounted on an aerial vehicle (quadrotor) in order to hover it on a ground feature (augmented reality marker). They fused the information gathered from the vision combined with internal sensors (Inertial Measurement Unit (IMU) ) in order to generate the necessary movements to stay on the top of the ground feature.

We have used in our work the library presented in [17]. Figures 3 and 4 represents two examples of AR markers [22] that will be used later for the UGV’s pose estimation:
As in color detection, we have to go through each received image to check if the marker is present. Algorithm 1 illustrate the steps in order to estimate the 2D UGV’s center ($R_c$) coordinates.

**Algorithm 1: Augmented reality marker tracking**

**Input**: Image (video flow), AR marker (the tracked coded marker)

**Output**: $X_{R_c}, Y_{R_c}$ (2D pose of the tracked marker)

begin
Define AR marker (marker 1) ;
for Image do
if Image has marker 1 then
Extract marker 1 corners (0, 1, 2, 3);
Find the center of the marker 1:;
dx1 = x.corner(2)-x.corner(0);
dy1 = y.corner(2)-y.corner(0);
m1=dy1/dx1;
c1=y.corner(0)-m1*x.corner(0);
dx2 = x.corner(3)-x.corner(1);
dy2 = y.corner(3)-y.corner(1);
m2=dy2/dx2;
c2=y.corner(1)-m2*x.corner(1);
$X_{R_c} = (c2 - c1) / (m1 - m2)$;
$Y_{R_c} = m1 \cdot X_{R_c} + c1$;
draw a red circle on ($X_{R_c}, Y_{R_c}$);
else
Continue searching;
end
Figure 5 shows the results of the augmented reality marker tracking algorithm. We have used marker 1 (Figure 3) as an example:

The main advantage of this method is that it is more robust to lightning conditions compared to color tracking algorithm. Another advantage is that we can use different markers with different IDs and the environment most likely doesn’t include an object with the same characteristics as an AR marker, which will limit the tracking errors. The drawbacks of this method is that it is time consuming (edges detection, pattern match searching, etc...). Fortunately a lot of progress has been made in the literature to improve the used algorithms, and we are so far satisfied with the results of the tracking (results will be presented in section V).

III. UGV POSE ESTIMATION

We consider $X_D$ and $Y_D$ the axes of the image taken from the drone (Figure 6). In order to locate the UGV, we can use one of the presented tracking algorithms to extract the UGV’s position ($R_c$). The position (in pixels) of $R_c$ along $X_D$ and $Y_D$ axes is: $Y_{R_c}$ and $X_{R_c}$. $Y_0$ and $X_0$ are the center (0, 0) of the image (we assume that the center of the image is the center of the drone).

The distance $d$ that separates the UGV and the center of the UAV can be written as follows:

$$d = \sqrt{(X_0 - X_{R_c})^2 + (Y_0 - Y_{R_c})^2}$$

(1)

Where $X_0, Y_0, X_{R_c}, Y_{R_c}$ represent the coordinates of the marker $R_c$ and the center of the aerial vehicle in its (or camera) frame previously supposed to be the same. The pose estimation of the UGV from the visual input is directly defined in the camera space, thus no need for transforming the coordinates in a world frame (using Pinhole model for example).

IV. THE UAV CONTROLLER’S DESIGN

To hover the UAV over the UGV during its navigation, we need to control the UAV movements along $X_D$ and $Y_D$ axis (Figure 6) since the UGV moves on a 2D plane (assumed to be flat). We need to develop a navigation controller that takes as input the location of the UGV ($R_c$), and generates
the necessary pitch and roll angles to keep the UGV at the center of the image plane (visual servoing).

We consider four inputs $\phi_d, \theta_d, \psi_d$ and $z_d$. They represent respectively the desired roll, pitch, yaw angles, and the desired altitude. Note that the UAV attitude (roll, pitch, yaw, altitude) is controlled by the internal autopilot. We suppose that the UAV flies at a fixed altitude, and a fixed yaw: $z_d = z$ and $\psi_d = 0$. $z$ is chosen to have a sufficient coverage of the inspected area ($z_{min} < z$), and to keep the track of the UGV ($z < z_{max}$). $z_{min}$ and $z_{max}$ can be defined experimentally.

To design the UAV controller, we used the dynamic model of a quadcopter [23]. Starting from this dynamic model, the movements along $X_D$ and $Y_D$ axis can be described as follows:

$$\ddot{x}_D = (\cos \phi_d \sin \theta_d \cos \psi_d + \sin \phi_d \sin \psi_d) \frac{1}{m} U_1$$

$$\ddot{y}_D = (\cos \phi_d \sin \theta_d \sin \psi_d - \sin \phi_d \cos \psi_d) \frac{1}{m} U_1$$

(2)

$\ddot{x}_D$ and $\ddot{y}_D$ correspond to the acceleration along $X_D$ and $Y_D$ axis respectively. (2) can be as:

$$\ddot{x} = u_{X_D} \frac{1}{m} U_1$$

$$\ddot{y} = u_{Y_D} \frac{1}{m} U_1$$

(3)

With:

$$u_{X_D} = (\cos \phi_d \sin \theta_d \cos \psi_d + \sin \phi_d \sin \psi_d)$$

$$u_{Y_D} = (\cos \phi_d \sin \theta_d \sin \psi_d - \sin \phi_d \cos \psi_d)$$

(4)

where $u_{X_D}, u_{Y_D}$ represent the orientations of the total thrust ($U_1$) responsible for linear motions of the quadcopter along $X_D$ and $Y_D$ axis. $m$ is the UAV’s weight.

The choice of the backstepping controller was based on the study proposed in [24], where the authors analyzed the performance of a quaternion-based feedback controller, a backstepping controller and a sliding mode controller, showing the robust behavior of the backstepping controller for both waypoint tracking and attitude stabilization. In our case the waypoint is not a static entity, but a moving target that we estimated its position in section III.

Let us describe now the design of the backstepping controller:

1) Positioning errors along the UAV X axis: We consider the following system:

$$\begin{cases}
    x_1 = x \\
    x_2 = \dot{x} \\
\end{cases} \implies \begin{cases}
    \dot{x}_1 = \dot{x} = x_2 \\
    \dot{x}_2 = \ddot{x} = \frac{1}{m} u_{X_D} U_1 \\
\end{cases}$$

(5)

We define the first error, where $x_{1d}$ is the desired position (the UGV coordinate along X axis: $X_{R_L}$):

$$\epsilon_1 = x_{1d} - x_1$$

(6)

We consider the Lyapunov candidate function:

$$V_1(\epsilon_1) = \frac{1}{2} \epsilon_1^2$$

(7)

Its time derivative is given by:

$$\dot{V}_1(\epsilon_1) = \epsilon_1 \dot{\epsilon}_1 = \epsilon_1 (\dot{x}_{1d} - x_2)$$

(8)

Lyapunov condition to consider the system as asymptotically stable, and convergent:

$$V_1(\epsilon_1) > 0 \quad \forall x_1, \quad (\dot{V}_1 < 0 \quad \forall x_1).$$

This leads to:

$$\dot{x}_{1d} - x_2 = -K_1 \epsilon_1$$

(9)

$$\dot{V}_1 = \epsilon_1 (\dot{x}_{1d} - x_2) = -K_1 \epsilon_1^2$$

(10)

Where $K_1$ is a positive constant. To stabilize $\epsilon_1$ we introduce the virtual control input ($\alpha_1 = x_2$).

$$\dot{x}_1 = \alpha_1 = K_1 \epsilon_1 + \dot{x}_{1d} = -K_1 x_1 + K_1 x_{1d} + \dot{x}_{1d}$$

(11)

We notice that if $\alpha_1$ is equal to $K_1 \epsilon_1 + \dot{x}_{1d}$ then $x_1$ converge to $x_{1d}$. In the meanwhile, $x_2$ is not equal to $\alpha_1$, thus a new error is considered between $x_2$ and its desired value.

We consider the following errors:

$$\epsilon_1 = x_{1d} - x_1 \quad \epsilon_2 = \alpha_1 - x_2$$

(12)

Their time derivatives are:

$$\dot{\epsilon}_1 = \dot{x}_{1d} - \dot{x}_1 = \dot{x}_{1d} + \epsilon_2 - \alpha_1$$

(13)

$$\dot{\epsilon}_2 = \dot{x}_2 - \dot{x}_{1d} = K_1 \dot{\epsilon}_1 + \ddot{x}_{1d} + u_x \frac{1}{m} U_1$$

(14)

We define the second Lyapunov candidate function taking into account the two errors and their time derivatives:

$$V_2 = \frac{1}{2} (\epsilon_1^2 + \epsilon_2^2), \dot{V}_2 = \epsilon_1 \dot{\epsilon}_1 + \epsilon_2 \dot{\epsilon}_2$$

(15)

$$\dot{V}_2 = \epsilon_1 (x_2 - (K_1 \epsilon_1 + \dot{x}_{1d})) + \epsilon_2 (K_1 \dot{\epsilon}_1 + \frac{1}{m} u_{X_D} U_1)$$

(16)

$$\dot{V}_2 = -K_1 \epsilon_1^2 + \epsilon_2 (\epsilon_1 + K_1 \dot{\epsilon}_1 + \ddot{x}_{1d} + \frac{1}{m} u_{X_D} U_1)$$

(17)

Similarly to (10) we can then get:

$$\epsilon_1 + K_1 \epsilon_1 + \ddot{x}_{1d} + \frac{1}{m} u_{X_D} U_1 = -K_2 \epsilon_2$$

(18)

$u_{X_D}$ can be written:

$$u_{X_D} = \frac{m}{U_1} (-\epsilon_1 - K_1 \dot{\epsilon}_1 - \ddot{x}_{1d} - K_2 \epsilon_2) \quad U_1 \neq 0$$

(19)

2) Positioning errors along the aerial vehicle Y axis: Following the same steps as in the positioning errors along X axis, $u_y$ can be written:

$$u_{Y_D} = \frac{m}{U_1} (-\epsilon_3 - K_3 \dot{\epsilon}_3 - \ddot{y}_{1d} - K_4 \epsilon_4) \quad U_1 \neq 0$$

(20)

The UGV’s velocity and acceleration can be estimated thanks to a first order approximation.
3) Desired roll and pitch to follow the UGV: To find the desired roll and pitch angles needed to track the UGV, we combine (19) and (20) in (3) taking a fixed yaw angle $\psi = 0$. The desired angles are then:

$$\phi_d = \arcsin(-u_{Y_D})$$
$$\theta_d = \arcsin\left(\frac{u_{X_D}}{\cos\phi_d}\right)$$

We note that the steady state error will be null (when the UGV stops) since it is a position control.

V. RESULTS

We present in this section some simulation results concerning the UAV following the UGV in its waypoints tracking. Unfortunately we don’t yet have access to the UAV’s position measurements in the inertial frame (for example VICON MX system). That is why quantitative results are presented for the simulation trials only.

A. Simulation result

We used for simulation the parameters of an open-source quadcopter developed by [25]. They have been obtained thanks to experimentations fully described in [26].

Figure 7 shows that the UAV takes-off from an initial position (-7, -7) and flies to hover at 3m altitude. We suppose that at this height the UGV with an initial position (-8, -8) is in the coverage view of the aerial vehicle. We can see that the UGV moves followed by the UAV. Figure 8 shows that the UAV changes its pitch and role angles according to the motion of the UGV.

B. Experimental result

We carried out several experimentations first using color tracking, then the Augmented Reality (AR) marker tracking. For the UAV we used an AR Drone 2.0 of Parrot [27]. The video flow of the UAV is sent continuously to the ground station, to be processed in our developed User Interface (UI) and send the motion controls back to the UAV through wifi link. We developed the UI with processing [28], and used several publicly available libraries that can be added directly to the processing sketch. The developed controller can be directly implemented on an UAV flight controllers. In our case, such implementation is more difficult because of the computation capabilities of the AR Drone. Obstacles avoidance of the UGV is done through on-the-go waypoints provided by the human operator, they can be selected by clicking on the UI screen and the UGV navigates to that point, further details can be found in [12].

1) color tracking: First experiments were carried out using colored markers on the UGV as shown in Figure 9. The video of this experimentation can be found in [29].

2) AR marker tracking: Due to sensibility of color tracking to light condition, we used the AR marker instead (figure 10)
We draw a virtual triangle on the marker to illustrate the orientation and the position of the UGV in the image. This method gave much better results than the color tracking one, the video of an experimentation can be found in [30].

VI. CONCLUSION AND PERSPECTIVES

We presented in this paper a visual servoing technique using a backstepping controller to allow an UAV to follow autonomously an UGV. We have used two different tracking methods to estimate the position of the UGV and gave the advantages and drawbacks of each method. Simulations and experiments had been carried out to show the efficiency of the proposed controller and tracking algorithms giving an efficient GPS denied tracking system. A future work is to implement the developed controller and target tracking directly in an UAV autopilot.
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