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Abstract
Keystroke dynamics allows to authenticate individuals through their way of typing their password or a free text on a keyboard. In general, in biometrics, a novel algorithm is validated through a comparison to the state of the art one’s using some datasets in an offline way. Several benchmark datasets for keystroke dynamics have been proposed in the literature. They differ in many ways and their intrinsic properties influence the performance of the algorithms under evaluation. In this work, we (a) provide a literature review on existing benchmark datasets of keystroke dynamics; (b) present several criteria and tests in order to characterize them; (c) and apply these criteria on these available public benchmark datasets. The review analysis shows a great disparity in the acquisition protocol, the population involved, the complexity of the passwords, or the expected performance (there is a relative difference of 76\% between the EER on the worst and best performing datasets with the same authentication method).
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1. Introduction
Keystroke dynamics [1] is a behavioural biometric modality, which allows the authentication of individuals through their way of typing their password on a keyboard. It is a behavioural biometrics which presents the advantage of not requiring additional sensor than the keyboard at hand and which allows authentication through time (on-line authentication). It is probably the cheapest biometric modality available of a personal computer.

Biometric systems are validated thanks to datasets that are collected for this purpose and can be qualified in function of the problem that one wants
to solve. For instance, if one wants to benchmark algorithms for face recognition, the algorithms may give very different performance on a dataset which contains no variability (visage is frontal with no expression and no illumination variation) and on other dataset which contains some of these variabilities. The choice of the dataset is therefore guided by the precise problem the algorithm aims at solving. A good evaluation framework corresponds to the association of a reference system, a dataset and an associated evaluation protocol which fixes the way the dataset is used. This way, it is possible to compare different systems between them without providing any bias and to report comparative results using some error measures which very often in biometrics corresponds to EER and ROC curves [2, 3]. Such protocols have been proposed for most of the biometric modalities as described in [4]. Keystroke dynamics is a recent modality for which no such framework has been yet proposed. One of the aims of the present work is to give some report of the existing situation in terms of publicly available datasets and to suggest some criteria that could guide the construction of new datasets helpful for the research community.

Although the authentication is done in real time (i.e., online) in a real world system, scientists working on keystroke dynamics do not analyze the performance of their system online (i.e. by asking users to authenticate themselves in real time and to impersonate other users). Indeed, they work in an offline way by using samples previously collected, probably by other researchers, and stored in a benchmark dataset. Thus, data collection and algorithms evaluation are often two separated tasks. The evaluation of algorithms is eased thanks to this offline procedure. If scientists share the same common benchmark, they can fairly compare their algorithms by considering error results and time consumption. Experiments become easily reproducible, which is an important criterion in scientific studies (although datasets could contain errors). Data collection is a tedious and time consuming task, which can explain why there are only few benchmark datasets of high quality. It is important to characterize the datasets in order to be able to easily compare them, and to choose the adequate one depending on the study.

A keystroke dynamic (KD) system (KDS) is composed of two main modules: the enrollment and the verification modules. Each user must enroll himself in the KDS which computes a biometric reference given multiple samples (i.e., several inputs of the password) acquired during the enrollment step. For each input, a sequence of timing information is captured (i.e., time when each key is pressed or released) from which some features are extracted (i.e., latencies and durations) and used to learn the model which characterizes each user. During a verification request, the claimant types his/her password. The system extracts the features and compares them to the biometric reference of the claimant. If the obtained distance is below a threshold, the user is accepted, otherwise he/she is rejected. An optional module can be used to automatically update the model of the user [5]. This can be important, as the KD data is not permanent and evolves with time [5, 6]. First works on KD have been done in the eighties [7], although
the idea of using a keyboard to automatically identify individuals has first been presented in 1975 [8]. In the preliminary report of Gaines et al. [7], seven secretaries typed several paragraphs of text and researchers showed that it is possible to differentiate users with their typing patterns. Since then, several studies have been done, allowing to decrease the quantity of information needed to build the biometric reference, while improving the performances [9, 10, 11, 12, 13]. However, most studies are not comparable because they use different datasets or protocols [13, 14].

In this paper, we present a review of existing publicly accessible benchmark datasets for keystroke dynamics. We also propose a methodology to characterize these KD benchmark datasets (KDB). Although, it would be fruitful to rank them according to some criteria, it is actually difficult to give them a score because such score cannot be generic, as it would depend on the kind of study we want to do, and would be based on too many subjective points. Consequently, in this work, we aim at considering all the interesting points to analyze in order to qualify a KDB; using this information, the scientist will be able to choose the best dataset adapted to his particular experiment. Alternatively, it can also help him to create a new dataset of higher quality than the existing ones and maybe more suitable to the problem he wants to tackle with. In this work, we focus only on static password KD authentication systems (i.e., each user is authenticated thanks to the typing of an expected password, and not free text).

The originality of this work is (a) the proposition of a complete set of criteria for characterizing different datasets, which is lacking in this field, and (b) the analysis of all the existing public KDB with respects to these criteria. We think this work is important, because it is known that KD studies are not fair as (i) acquisition protocols are different between studies [13]; (ii) there is not always a comparative study [14] when authors propose new algorithms; and (iii) there are not always a valuable statistical evaluation [14]. Our work helps to solve the two first problems, while methods presented in [15] can solve the third one.

The paper is organized as follows. Section 2 presents a review of existing benchmark datasets for keystroke dynamics. Section 3 presents the various important elements to consider when characterizing KDB. Section 4 realizes a comparative study of public KDB by using all the criteria defined in the previous sections. Section 5 concludes this paper.

2. Existing Benchmark Datasets for Keystroke Dynamics

Contrary to other biometric modalities, there are only few public datasets for KD. Authors of [16] list three public KDB. However, we found 4 additional ones, but it still stays a low number, in comparison to face recognition, for example. These datasets are detailed in section 4 considering all the important criteria defined in section 3. Note that some of these datasets can be composed of several sub-datasets:
2.1. GREYC

Giot et al. propose the most important public dataset considering the number of users. It contains 133 users and, 100 of them provided samples of, at least, 5 distinct sessions [17]. Most sessions are spaced of 1 week at least. Each user typed the password “greyc laboratory” 12 times, on two distinct keyboards, during each session (which gives 60 samples for the 100 users having participated to each session). Both extracted features (hold time and latencies) and raw data are available (which allows computing other extracted features). The dataset is stored in a sqlite dataset file.

2.2. WEBGREYC{A,B}

Giot et al. propose the most important public dataset [18] in term of number of sessions [16]. 118 users had the possibility to acquire their biometric samples one time per week during 1.5 year. The maximum number of sessions for one user is 47 sessions. The best advantage of this dataset is that it contains two kinds of biometric samples: (i) imposed login and password as with all the other KD datasets, WEBGREYCA; (ii) login and password chosen by the user (several impostors are also asked to type it), WEBGREYCB. So, this is the first public dataset where each user has its own password. It is then the most realistic one. The dataset is stored in a set of text file and contains both raw and extracted features.

2.3. DSN2009

Killourhy et al. propose the most important dataset in term of number of samples per user. This dataset of 51 users provides 400 samples captured in 8 sessions (there are 50 inputs per session) [19]. The delay between each session is one day at minimum. This is the dataset having the larger number of samples per user, but a lot of them have been captured on a too short period (50 at the same time). Each biometric data has been captured when typing the following password: “.tie5Roan”. The dataset contains some extracted features: hold time, interval between two pressures, interval between the release of a key, and the pressure of the next one. The dataset is stored in raw text, csv and Excel files.

2.4. PRESSURE{0,1,2}

Allen has created a public KD dataset using a pressure sensitive keyboard [20]. It embeds the following raw data: key code, time when pressed, time when release, pressure force. 104 users are present on the dataset, but only 7 of them provided a significant amount of data (between 89 to 504 samples), whereas the
97 other have only provided between 3 to 15 samples. Three different passwords have been typed: “pr7q1z” (PRESSURE2), “jeffrey allen” (PRESSURE1) and “drizzle”. (PRESSURE3) The dataset\(^7\) is available in a csv or sql file.

2.5. BIOCHAVES\(\{A,B,C\}\)

The biochaves team has used the same KDB in several papers \cite{21, 22, 23}. There are 3 sub-datasets (A, B, C) for static-text and 1 dataset (D) for free-text\(^8\). The maximum number of users in a dataset is 15 and the number of provided samples per user is 10. Each dataset contains the raw data of some users providing 10 samples. It seems that users are different among the datasets. The dataset is composed of couples of ASCII codes of the pressed key and the elapsed time since the last key down event. Release of a key is not tracked. Each dataset is stored in raw text files.

2.6. Keystroke100

Loy \etal\ have created a public KD dataset, which also contains pressure information \cite{24}. 100 users provided 10 samples each. In our experiments, we only used the latency information, not the pressure one. The dataset\(^9\) is available in text files.

2.7. GREYC-NISLAB\(\{A,B,C,D,E\}\)

Syed Idrus \etal\ have recently released a dataset created for a study on the recognition of soft biometric traits for keystroke dynamics \cite{25}. However it can also be used for classical keystroke dynamics authentication. 110 users provided 10 inputs of 5 different passwords during several sessions typed with one hand and 10 additional ones with two hands. Acquisition has been done with the same software than the GREYC database. The dataset\(^{10}\) is available in Excel file.

2.8. Discussion

These short descriptions already show the great variability of the KD datasets. Our objective in this paper is to deeply analyze these benchmark datasets in order to give the most complete information to researchers working in the field of keystroke dynamics and who would like to test their algorithms using them. In the next section, we define the important elements to consider for the characterization of keystroke dynamics datasets.

\(^{7}\)http://jdadesign.net/2010/04/pressure-sensitive-keystroke-dynamics-dataset/
\(^{8}\)http://www.biochaves.com/en/download.htm
\(^{9}\)http://www.eecs.qmul.ac.uk/~ccloy/downloads_keystroke100.html
\(^{10}\)http://www.epaymentbiometrics.ensicaen.fr/index.php?option=com_content&view=article&id=21&catid=2&Itemid=101
3. Characterization of Biometric Datasets

In order to characterize KDB, we present a brief state of the art of on dataset characterization in biometrics.

3.1. State of the Art

Dataset characterization does not seem to be a research field deeply studied. It is a real issue for the biometric community, as the results of biometric authentication methods deeply depend on the chosen dataset.

Mau et al. analyzed the characterization of face recognition systems [26]. They reviewed large public datasets for still images and videos and listed various points of differences between datasets or studies: (i) Does the evaluation uses a single image as reference, image sets or videos? (ii) Is it an open-set or a closed set evaluation? (iii) Is the capture controlled or uncontrolled? (iv) Which kind of protocol has been used (identification, verification, screening)? (v) Which evaluation metrics are used? All these parameters must be fixed in order to compare various algorithms. They argued that several evaluation measures must be used, because none of them can be adapted to all scenarios. It is also important to analyze the relationships between dataset size and accuracy, dataset size and processing speed, and memory usage of the face recognition algorithms.

Li et al. have presented a method to characterize fingerprint datasets [27]. They compute a level of difficulty of a fingerprint dataset by doing a linear combination of various metrics: the samples quality, the relative rotation and deformation, and the common area between the reference and probe to compare. Three difficulty levels can be obtained (i) easy, (ii) normal, (iii) and difficult. They only used genuine mated pairs for computing the level of difficulty. Although their method is correlated to the Equal Error Rate (EER), we think that it is biased as it only analyses the facility of matching genuine samples, but not the difficulty for impostors to be accepted as genuine (which may explain why in two cases, EER and difficulty are not correlated). We think that EER is well correlated to this difficulty factor, most of the time because fingerprints of different users are rather different (which is less true for KD).

Veres et al. presented a method for computing the minimal number of samples, users, and samples per user to create a dataset allowing to obtain representative results for a specified error rate [28]. The optimal values are obtained from a first dataset used to compute the selected error rate. It is then necessary to acquire another dataset, under the same conditions, in order to obtain representative results. Their work is illustrated on gait recognition, but can be generalized to other modalities.

The humanID gait challenge presents a good overview of gait recognition performances [29]. HumanID proposed one gait dataset of 122 users and one
baseline verification method, which is tested among 12 different experiments. The experiments were of various difficulties corresponding to different configurations (walking surface, camera angle, time difference between captures, shoes, carrying or not a bag). The baseline system performed quite well in the simplest scenarios. The variable factors had a different impact on the recognition performance. They also showed that normalizing the scores allows to improve the verification performance. The aim of the study is to allow researchers to test their own algorithms in the same conditions in order to improve them by comparison to the baseline system. Note that the dataset is larger in number of user than previous ones.

Based on this state of the art, we propose a specific method to characterize keystroke dynamics datasets and its associated criteria.

3.2. Characterization of Keystroke Dynamics Datasets

Considering the specificities of KD, we have identified several aspects that should be analysed on KD datasets as they are expected to influence the performance of any recognition system. They are mentioned in [13, 19, 18] and are related to: (i) the acquisition procedure; (ii) the distribution of the population and samples; (iii) the specificities of the password; and (iv) the performance of a baseline authentication method on the dataset.

3.2.1. The Acquisition Procedure

Various points can vary during the acquisition procedure of a dataset and we think they can impact its quality as well as the performance of the authentication method applied on it.

Duration of the dataset acquisition. KD is a behavioral biometric modality which has an important intra-class variability over time [6, 5]. For an operational scenario, we expect to obtain better and non realistic performance on short term datasets than on long term ones. Indeed, only datasets with long term acquisition time span can be used for template update studies. Note that this information is different from the number of sessions, because several sessions can be acquired in a short amount of time. This information can be expressed in number of days between the first and last acquisition (e.g., 128 days).

Are typing errors allowed? If a user does a typing mistake during the capture of the KD, the correction of the mistake changes the way of typing the text as more keystrokes are used to correct it. Thus, the captured information does not match the model at all. As the management of keystroke dynamics authentication with typing corrections is a recently opened field of research [30], most acquisition tools force users to type correctly the text. If a user does a typing mistake, he/she must restart the capture process from scratch. This information can be expressed with a boolean (e.g., acquisition does not allow typing mistakes.)
Is the acquisition done in a quiet and stable environment? To know the acquisition environment is also an interesting information. Once again, we expect more stable patterns in quiet environments than in disturbed ones (i.e., better performance). This can be expressed using words (e.g., noisy room with people talking, but same machine with keyboard at the same place each time).

Is the acquisition controlled by an operator? When the acquisition is controlled by an operator, we assert that the dataset contains none or few erroneous data and users have respected clearly and properly the acquisition protocol. If this is not the case, we could not be totally confident on the quality of the dataset and on the results obtained on it. This information is expressed using a boolean value (e.g., yes, the acquisition is controlled).

Is there one unique password for all the users? Does each user types its own password, or a shared one? It is complex and time consuming to acquire a dataset with enough users providing a different password, that is why most of KD datasets use only one shared password. When only one password is used, genuine typing of users are also used as impostor typing for other users. So, users probably type the password for impostures more often than in a dataset with different passwords, and they learn more quickly how to type it. This information is specified using (a) a boolean value (e.g., yes, all the users share the same password), (b) a string or (c) list of strings representing the password(s) to type.

Operating System (OS) used. The OS plays a role in the accuracy of the timing capture [31]. This information can be specified (a) with a string giving the OS name (e.g., Ubuntu 13.10), (b) a number symbolising a predefined value in a list of possible OS (e.g., OS#2), or (c) a histogram if each user can launch the experiment on a different OS.

Type of Keyboard used. There is a high variability of keyboards (shape of the keyboard, position of the keys, language targeted, mechanical key technology, . . .). Although it has not been proved for all these variabilities, we can assert that several of them have an impact on the performance mainly because fingers movement are different. This information can be specified with words (e.g., AZERTY keyboard with an ergonomic shape) or an image.

Failure To Acquire Rate. FTAR could give an idea on the password typing difficulty. In KD, there is a failure to acquire when the user mistypes the password and must correct it. People not used to type on a keyboard do more typing mistakes on complex passwords. A too high FTAR is annoying for the user and increases the False Rejection Rate (FRR)\textsuperscript{11}. This error can come from

\begin{equation}
\text{FRR} = \text{FTA} + \text{FNMR} \times (1 - \text{FTA})
\end{equation}

\textsuperscript{11}
the complexity of the password, or if the shape of the keyboard is different from user’s own. The information is specified with a ratio of error (e.g., FTAR is of 12%).

**Clock resolution.** It is well known that clock resolution of the method used to capture typing times has a big impact on performances [31, 32]. That is why this information is very important to track. It can be provided using a precision in milliseconds (e.g., clock resolution of 100 milliseconds +/- 10 milliseconds).

**Captured information.** Most of the time, public datasets only provide the extracted features (latencies and durations) instead of the raw features (timestamp of press and release of a key). These features can be different from a dataset to another mainly because there are several types of latencies, and dataset creators do not always use the same, or do not explain which kind of latencies is used. As it is known that performances can slightly differ from one type of features to another one, it is important to explain which features are available in the dataset, or which features are used in the study. We also have to note that some keys can be ignored in the acquisition process (e.g, meta-keys like SHIFT) which gives wrong information. This information can be provided using the list of available extracted features (e.g, the following type of times are available: **RP, PR**).

### 3.2.2. Distribution of the Population and Samples

**Gender distribution.** Males and females can be recognized on their way of typing using keystroke dynamics [33, 34, 25]. We can wonder if there are performance differences in user verification between males and females. This information can be specified using a ratio of males involved in the dataset (e.g., there are 26.2% of males).

**Keyboard mastering.** Not all individuals are used to manipulate computers and keyboards. People not accustomed in using keyboards may worsen the recognition performance. This information can be provided by a list of typing performance specified by the user (although it is too much subjective to be reliable) (e.g., all users are professional typists). Additionally, the number of used fingers, or the presence or absence of coordination between the two hands can also be interesting.

**Left-handed and Right-handed.** So far to our knowledge, there are few studies on this aspect [34], but right-handed or left-handed people may type differently. Typing complexity can be different for these two groups of people. This information can be provided using a ratio of right-handed people involved in the dataset (e.g., there are 85.3% of right-handed people).

---

12R stands for release and P stands for pressure
Age. Elderly people may type worse than younger ones because they learn computer late or could have hand diseases. A study in 1984 (at this moment people were not used with computers as today) shows that typing behavior is different between young and old people [35]. So, we think it may affect recognition performance. This information can be provided using either (a) a list of age of involved people, (b) a histogram, or (c) mean age.

Number of individuals involved. The number of people in the dataset is one of the most important information: the bigger the population is, the more reliable the results are. The performance can decrease when the number of individuals increases, but the confidence on the results is higher. This information can be provided with an integer (e.g., here are 135 volunteers).

Number of sessions. As KD is a behavioural modality, the way of typing greatly depends on external uncontrolled parameters as the mood of the person [36], the position of the keyboard, ... Using only one session drastically reduces the variability of the samples, and unfairly improves the recognition rate. It is commonly accepted that it is better to use at least three sessions [37], but higher is better. Of course, performance decreases when the number of sessions increases. This information can be provided with (a) an integer (e.g., there are 8 sessions) or (b) a real (e.g., there are 5.3 sessions on average per user).

Number of samples per user. If we do not have enough samples per user, we cannot test the intra class variability. Of course, performance decreases when the number of samples per user increases. This information can be provided with (a) an integer (e.g., here are 400 samples per user) or (b) a real (e.g., there are 98.5 samples on average per user).

3.2.3. The Specificities of the Password

Complex passwords are in general difficult to remember [38] and could affect the performance of keystroke dynamics systems. Other factors, specific to the password, can also impact the performance of the recognition.

Is Password imposed by the protocol, or chosen by the user? If the password is chosen by the user, we expect a better impregnation of it, and a more stable and quick way of typing than an imposed password. This is a different information from “one password per user or one unique password”. This information can be provided with a boolean (e.g., password is chosen by the user).

Complexity of the password. Password complexity is a good indicator of the security of the authentication as a complex password is difficult to break. However, it can be difficult to remember and type. As various methods can compute the complexity of a password, we selected the same as in [18]. This information can be provided with a score (e.g., the complexity of the password is 25) or the mean and standard deviation when each user has a different password.
Entropy of the password. Entropy of the password gives interesting information on its related quantity of information [18]. This information can be provided with a score (e.g., the entropy of the password is 0.25) or the mean and standard deviation when each user has a different password.

Complexity of the way of typing the password. The complexity of the way of typing could have an impact on the recognition performance. A method has been recently published concerning this aspect [39]. It remains the sole approximation method for typing complexity until today. We propose to use this method with a slightly modification in order to take into account numbers or punctuation. This information can be provided with a score (e.g., the typing complexity of the password is 0.6) or the mean and standard deviation when each user has a different password.

3.2.4. The Performance of a Dataset

To compute performance figures, it is necessary to select a certain amount of data for enrollment and another amount for testing. As all the datasets are different, it is almost impossible to use the same number of training and validating samples across datasets. A good way to ease the comparison with few bias is to use the first session for the enrollment samples and the other sessions for the validating ones (we have chosen this procedure by keeping 50% of samples for training and 50% for testing for datasets having no sessions). We can see that comparison will be greatly biased between datasets having a huge difference in the amount of samples per session; but we had to make a choice. An even better procedure would be to split the dataset in three sub-datasets, forget the first one by considering it consists of user’s practicing while the two other parts serve for training and testing ; however it would reduce the amount of samples available for training and testing, which is quite problematic as most of the datasets are quite small. The information provided by this category is related to the difficulty of the dataset.

Respect of biometric properties. Hwang et al. present various indicators in order to improve the quality of the KD samples [40] and the recognition performance. Three measures are computed for each user. Note \( \mathbf{x}, \mathbf{y}, \mathbf{z} \) respectively the samples used for the enrollment of the selected user, genuine query samples and impostors query samples; \( \mathbf{m} = \sum \limits_{i=1}^{N_x} \mathbf{x}_i / N_x \) is the mean vector of the enrolled samples of the selected user; \( N_x, N_y \) and \( N_z \) respectively present the number of samples in \( \mathbf{x}, \mathbf{y}, \mathbf{z} \). The indicators are the following ones:

- **Uniqueness.** It is based on the distance of impostors samples against enrollment ones (higher is better).

\[
Uniqueness = \frac{\sum \limits_{k=1}^{N_z} \| \mathbf{z}_k - \mathbf{m} \|}{N_z} - \frac{\sum \limits_{k=1}^{N_z} \| \mathbf{x}_i - \mathbf{m} \|}{N_x}
\]  

(1)
• **Inconsistency.** It is based on the similarity between query samples against enrolled ones and depends on concentration and dexterity of the user (lower is better).

\[
Inconsistency = \frac{N_y}{\sum_{j=1}^{N_y} \|y_j - m\|} - \frac{N_z}{\sum_{k=1}^{N_z} \|x_k - m\|}
\]  

(2)

• **Discriminability.** It is based on the distance between the closest impostor sample to the mean of the genuine samples and the further genuine sample (higher is better).

\[
Discriminability = \min_k \|z_k - m\| - \max_j \|y_j - m\|
\]  

(3)

Even if these three indicators have been published in 2006 [40], to our knowledge, nobody but their creators have ever used them. This information can be provided with (a) a list of scores, (b) its histogram, or (c) a mean value among the users. They may also depend on time (to our knowledge, it has never been verified). So, it may be useful to also compute them session per session and compute their mean value.

**Performance of a baseline classifier.** The aim of KDB is to compare performance of various classifiers among various conditions. It is therefore important to give the performance of a baseline classifier using the dataset. The indicators can be the EER and the Area Under the Curve (AUC). The ROC Curve by itself is hardly interpretable by an automatic comparison tool. The EER gives a functional point often used in the literature to compare classifiers even if it is not an operational functional point of the algorithm (lower is better). The AUC is the area under the ROC curve and gives a more global performance information on the classifier (higher is better). As we characterize a dataset and not a recognition method, we do not think it is necessary to use more metrics. However, it would even be better to compute a confidence interval of the EER, because it can be quite wide. Note that this performance measure depends on the chosen baseline algorithm.

**Performance degradation over time.** It is interesting to know if a dataset is more subject to performance degradation over time [5] by (i) computing the performance (EER) of each session using the samples of the first one for enrollment; a,d (ii) computing the slope of the regression line of the EER among the sessions. The larger the slope is, the larger the degradation over time.

We consider all these criteria to compare the six benchmark datasets in the literature in the following section.
4. Comparative Study of Keystroke Dynamics Datasets

This section presents a comparative study of the keystroke dynamics (KD) benchmark datasets (KDB) publicly available. Reported evaluations come from different sources: (a) the original paper presenting the dataset; and (b) various computations made by us on the dataset. To reduce tables size and legend’s size in figures, we use a symbol per dataset (Table 1).

Several datasets have not been captured with the notion of sessions, in this case we have artificially created sessions in order to use the first session of each dataset for building the biometric reference. Others provide different passwords, but still common for all users, so we apply the characterization procedure for each password. Concerning PRESSURE\{0,1,2\}, we selected only users having provided 15 samples per password (more than 15 samples would reduce the number of users). For WEBGREYC\{A,B\} we selected only the users involved in at least 10 sessions and kept their first 10 ones. For GREYC-NISLAB we selected the subdataset typed with the two hands in order to reduce the number of subdatasets extracted from this source.

4.1. Acquisition Procedure

Table 2 presents the acquisition information for each dataset. Several co-variables stay unknown to us (they are symbolised with “??”). We observe the following points:

• Among the public datasets, WEBGREYCB is the sole dataset to provide one password per user whereas it is the closer case to an operational scenario, where each user has its own password.

• No dataset allowed individuals to correct their typing mistakes without re-typing the password from scratch.

• Clock resolution is not often specified, whereas it is known to be important [32].

• As only one dataset provides the FTAR, it is hard to know if this high rate is normal for such a modality, or related to the acquisition scenario for this specific dataset. However, our experience with keystroke dynamics tends to prove that the FTAR is commonly high.

Table 3 presents the description of the population of each dataset. Even if some papers [17, 19] give the distribution of some information on the population, these data are not publicly present for each individual of the datasets (i.e., we know the histogram of age, but not the age of each user). So, we are not able to analyze or correlate performances depending on these facts. We observe the following points:

• Few datasets provide information about users, and when it is the case the population is not well balanced (e.g. there is not 50% of males and 50% of females). This is a problem because we do not know which kind
of population is really represented by the KDB. However, this issue is understandable and recurrent in biometric authentication studies.

- Most of the time, the number of users involved in the study is quite small (less than 50, and even less than 25). UID program [41] shows that there is an also a big difference of size of iris of fingerprint datasets used in research experiments and with the number of users involved in real life, but these experimental datasets stays bigger than the ones for keystroke dynamics.

However, due to the high error rates of keystroke dynamics, this modality could only applied on small size populations. Thus, it should be better if the number of users in a dataset would be in the same order of magnitude as the number of users of the future deployed system. This information should be specified in future works of this field.

- The quantity of data provided by the datasets is really different, with regard to the number of users or samples per users.

4.2. Datasets Characterization

After having described the meta-data present in the datasets, it is interesting to analyze their content. Table 4 and Figure 1 present the information regarding the template ageing, while Figure 2 summarises the correlation between the various criteria. We observe the following points:

- The Pearson correlation factor between entropy and text complexity is 0.89. So, it would be better to only use the entropy which is well defined in comparison to the text complexity.

- Passwords are totally different between datasets, as well as their complexity and difficulty. This is a good point, which can allow testing various factors depending on these values. There is almost no correlation between the entropy or the text complexity with the typing difficulty (resp. 0.28 and 0.15). So the “strong” passwords for standard password authentication are not necessarily “strong” passwords for KD.

- There is a huge impact on the number of sessions used in the dataset and the degradation of the EER. This clearly shows that keystroke dynamics authentication systems are subject to template ageing and this point should be systematically treated in any industrialised system.

Table 5 and Figure 1 give the information related to the performance of each dataset. The baseline classifier we use is trained using user’s gallery samples (no need of impostors’ samples). It computes a distance score as explained in [42]. The reference of user $i$ of dataset $j$ consists of $\theta_j^i = (\mu_j^i, \sigma_j^i)$ with $\mu_j^i$ and $\sigma_j^i$, the mean and standard deviation of the gallery’s samples. When there are several sessions, we use the first session for training, otherwise we use half of
the samples. The distance computation method between the biometric reference \( \theta^j_i \) and a query sample \( q^j_k \) is the following one:

\[
b(\theta^j_i, q^j_k) = \frac{1}{N} \sum_{i=1}^{N} \exp \left( -\frac{|\mu^j_i - q^j_k|}{\sigma^j_i} \right)
\]

with \( N \) the size of the feature vector (it depends on the size of the password).

We can observe the following points:

- EER with the baseline classifier is really different between the datasets. Its value varies from 10% to 42%, so we can observe a relative difference of 76% between the best (BA) and the worst (EB) dataset with the same authentication method. This emphasizes the importance of using various datasets in order to validate algorithms. We could also test several algorithms because one algorithm can be more efficient on a specific dataset which corresponds to specific constraints well managed by the algorithm.

- The decreasing of performance over time is linked to the number of sessions (the Pearson correlation coefficient between the number of session and the degradation of EER is 0.73). This emphasizes two different aspects:
  - The typing changes over time are significant.
  - Once again, it is mandatory to evaluate KD methods with datasets captured under several sessions.

- The Pearson correlation coefficient between the inconsistency property and the EER degradation is about 0.901 except on WEBGREYCB (the dataset with one password per user), and is about 0.55 with WEBGREYCB. This asserts the interest of this measure in order to control the performance of user recognition (remember this measure has been created in order to ask users to create stable patterns). However, it is less true when each user has its own password.

Figures 3, 4 and 5 respectively present the distribution of the uniqueness, discriminability and inconsistency values of users for each dataset. They have been computed after normalising each dataset of score using the zscore method

\[
\text{zscore}(s^j_k) = \frac{s^j_k - \mu^j}{\sigma^j}, \text{ with } s^j_k \text{ the sample to normalize, and } \mu^j \text{ and } \sigma^j \text{ the mean samples and standard deviation sample estimated on the whole dataset).}
\]

It would be interesting to compare the obtained values with the ones provided by the creators of these indices, but sadly, the dataset they used is not public. The confusion matrix of the p-value of a Kolmogorov-Smirnov test [43] between the different distribution of the datasets is also presented in order to analyse if the distribution of values is different between the datasets (values close to 0 mean the distributions are different). We can note a correlation for datasets EA, EB and several subdatasets of G for the uniqueness, D0, D1, D2 and several subdatasets of G for the discriminability and D0, D1, D2 and EA, EB, EC and
the subdatasets of G for the inconsistency. Thus acquisition protocol, or the involvement of the user influence these metrics.

Figure 6 presents the ROC curve of each system. The biometric reference of each user is computed using some of its samples (the number is shown in Table 3). The other samples are used to make verification comparisons. Analysing the global performance on the ROC curves, we see in figure 6 that a large part of the area available for the ROC curves (from the worst at the middle line to the best at the top left corner) is used to display the complete set of ROC curves of each dataset. This figure is sufficient by itself to prove that it is mandatory to use several datasets to test new authentication methods. Otherwise researchers could develop methods which work well only on their own dataset and not on others.

Figures 7a and 7b respectively present the AUC and EER evolution over sessions of each dataset providing several sessions. The first session is used to build the references of each user. The samples of the other sessions are used to compute the performance of their session against the biometric reference of the first session. So, three sessions are needed before being able to compute evolution over time. We make the following observations:

- The performance on all datasets, except D2 (Pressure with the password “pr7q1z”), decreases over time, even when the number of samples is quite small. It shows the necessity to take into account biometric reference ageing or instability over time. An additional analysis (probably with another dataset) would be necessary in order to understand why we observe a different behaviour on one dataset.

- The decreasing speed of performance is not the same for all the datasets. As a conclusion, individuals and session delays are important factors in this decrease (each dataset has been captured with sessions separated by various amount of time).

4.3. Discussion

This analysis shows that these KDB are all different and do not share lots of common properties. This lack of common properties does not ease the task of comparison and dataset selection for assessing performance of a KD recognizer. Table 2 showed that for almost all datasets we do not have at disposal the required information about the acquisition process. No assumption can therefore be made between the performance of authentication by KD and the way the data is acquired. Table 3 showed, once again, that a lot of information is missing about the users properties. No assumption can therefore be made between KD users and KD authentication performance. By the way, most datasets have few individuals and samples. Moreover, results showed that the performance of the baseline classifier differs a lot among the various datasets.
Table 6 presents a comparison between the tested KDB. It aims at quickly showing some properties of the datasets in order to select which ones are interesting to use in a new KD study. As there is no generic and objective ways of constructing such kind of table, we have built it by considering our own concerns about KDB:

- The dataset must contain as many users as possible in order to have the most accurate error rate. 50 users seems to be an acceptable minimum, even if it is still a low number.

- The number of samples per user must be greater than 20. Indeed, we need enough samples for computing the biometric reference of the user and the recognition scores without using a Leave One Out (or similar sampling method) which would not allow keeping the sample chronology.

- The number of acquisition sessions must be greater or equal to 3 [37]: one session can therefore be used for computing the model parameters and two sessions to compute the different evaluation measures. It is a nonsense to only work with samples captured on a short time span as it is known that template ageing is quite important for KD.

With our criteria, the datasets are ranked as follows: DSL2009, GREYC, WEBGREYC, KEYSTROKE100, GREYC-NISLAB, PRESSURE, BIOCHAVES. Note that other researchers with other criteria could obtain a different ranking.

Of course, these best ranked datasets are not sufficient for all the possible studies. That is why it will be necessary, for researchers who work on specific parts not presented in Table 6, to acquire new datasets. These new datasets should match all the requirements of Table 6 as well as the additional requirements specifics to their own study. For example, a study on the impact of the shape of a keyboard on the recognition rate, should add criteria on the number of different keyboards used during the acquisition.

5. Conclusion

We have presented in this paper a review of all the public benchmark datasets in the literature for keystroke dynamics with static password. We defined a set of criteria aiming at characterizing existing and expected keystroke dynamics datasets allowing easily choosing the adequate dataset for a particular study, or helping to build high quality keystroke dynamics datasets. We have used these criteria for characterizing all the public datasets for keystroke dynamics available in the literature. We have shown that the requirements to obtain a strong password are not compatible with the requirements to obtain a good password for keystroke dynamics. As it was expected, we have this way shown that there are differences in the meta-data of these datasets, but we have also shown there are differences of performance on a baseline authentication method for keystroke dynamics. There is a relative difference of 76% in EER between
the two extreme datasets where the baseline performs the best and the worst. This result points out a huge problem as, in each keystroke dynamics paper, the keystroke authentication method is evaluated on a single dataset which is not always public. The obtained performance on this dataset can be really different from a result which would be obtained on another dataset which is more close to the targeted population. Ranking datasets of keystroke dynamics remains quite difficult because of the huge amount of differences between them (number of users, samples, presence of sessions or not, delay between sessions, . . . ). We have seen that each dataset has few strong points (according to the ideal dataset) and a lot of weaknesses. Scientists are far to have at their disposal the best datasets as possible, and we suggest that they use our criteria in order to collect the dataset which fits the need of their studies. The software provided by the GREYC lab\textsuperscript{13} could help for that.

We therefore hope that the characterization criteria that we have provided in this paper will help to build future interesting datasets. This way, we can expect a better evaluation of the on-coming works on keystroke dynamics as well as an increase of their quality.
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<table>
<thead>
<tr>
<th>A</th>
<th>GREYC</th>
<th>B</th>
<th>WEBGREYC</th>
<th>C</th>
<th>DSL2009</th>
</tr>
</thead>
<tbody>
<tr>
<td>D</td>
<td>PRESSURE</td>
<td>E</td>
<td>BIOCHAVES</td>
<td>F</td>
<td>KEYSTROKE100</td>
</tr>
<tr>
<td>G</td>
<td>GREYC-NISLAB</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 1: Symbols used for representing benchmark datasets.
Table 2: There is a great disparity in the acquisition protocol of each dataset, and information concerning the acquisition procedure remains partial ("??" symbolizes a fact not presented in the original paper, “Y” stands for “yes” and “N” stands for “no”).

<table>
<thead>
<tr>
<th>Information</th>
<th>A</th>
<th>BA</th>
<th>BB</th>
<th>C</th>
<th>D{0-2}</th>
<th>EA</th>
<th>EB</th>
<th>EC</th>
<th>F</th>
<th>G{A-E}</th>
</tr>
</thead>
<tbody>
<tr>
<td>Duration</td>
<td>3 months</td>
<td>17 months</td>
<td>17 months</td>
<td>&gt; 8 days</td>
<td>??</td>
<td>1 month</td>
<td>1 week</td>
<td>??</td>
<td>??</td>
<td>??</td>
</tr>
<tr>
<td>Error</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>??</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>Acquisition stable</td>
<td>N</td>
<td>N</td>
<td>??</td>
<td>??</td>
<td>??</td>
<td>??</td>
<td>??</td>
<td>??</td>
<td>??</td>
<td>??</td>
</tr>
<tr>
<td>Acquisition controlled</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>Y</td>
<td>??</td>
<td>??</td>
<td>??</td>
<td>??</td>
<td>??</td>
<td>??</td>
</tr>
<tr>
<td>Unique password</td>
<td>Y</td>
<td>Y</td>
<td>N</td>
<td>Y</td>
<td>3</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>OS</td>
<td>win. xp</td>
<td>browsers no control</td>
<td>browsers no control</td>
<td>win</td>
<td>??</td>
<td>??</td>
<td>??</td>
<td>??</td>
<td>??</td>
<td>??</td>
</tr>
<tr>
<td>Keyboard</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>2</td>
<td>4</td>
<td>win xp.</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Clock</td>
<td>10 milli-seconds</td>
<td>??</td>
<td>??</td>
<td>200 μseconds</td>
<td>??</td>
<td>??</td>
<td>??</td>
<td>??</td>
<td>??</td>
<td>??</td>
</tr>
<tr>
<td>FTAR</td>
<td>≈ 20%</td>
<td>??</td>
<td>??</td>
<td>??</td>
<td>??</td>
<td>??</td>
<td>??</td>
<td>??</td>
<td>??</td>
<td>??</td>
</tr>
<tr>
<td>Features</td>
<td>PP, PR, RP, RR</td>
<td>PP, PR, RP, RR</td>
<td>PP, PR, RP, RR</td>
<td>PP, PR, RP, RR</td>
<td>PP, PR, RP, RR</td>
<td>PP, PR, RP, RR</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

1. 2 AZERTY (laptop + USB), 2. 1 QWERTY laptop, 3. Brazilian keyboard, 4. AZERTY or QUWERTY
Table 3: The distribution of the individuals varies also between the various datasets. Once again, some information are missing. 8 datasets out of 11 have less than 50 users.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>A</th>
<th>BA</th>
<th>BB</th>
<th>C</th>
<th>D0</th>
<th>D{1,2}</th>
<th>EA</th>
<th>EB</th>
<th>EC</th>
<th>F</th>
<th>G{A-E}</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender (% of males)</td>
<td>73</td>
<td>80</td>
<td>80</td>
<td>59</td>
<td>??</td>
<td>??</td>
<td>??</td>
<td>??</td>
<td>??</td>
<td>??</td>
<td>??</td>
</tr>
<tr>
<td>Keyboard mastering</td>
<td>??</td>
<td>??</td>
<td>??</td>
<td>??</td>
<td>??</td>
<td>??</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>??</td>
<td>??</td>
</tr>
<tr>
<td>Handness (% of right)</td>
<td>??</td>
<td>??</td>
<td>??</td>
<td>??</td>
<td>??</td>
<td>??</td>
<td>??</td>
<td>??</td>
<td>??</td>
<td>??</td>
<td>??</td>
</tr>
<tr>
<td>Age</td>
<td>19-56</td>
<td>20-40</td>
<td>20-40</td>
<td>18-70</td>
<td>??</td>
<td>??</td>
<td>??</td>
<td>??</td>
<td>??</td>
<td>??</td>
<td>??</td>
</tr>
<tr>
<td># individuals</td>
<td>97</td>
<td>32</td>
<td>32</td>
<td>51</td>
<td>13</td>
<td>14</td>
<td>10</td>
<td>8</td>
<td>14</td>
<td>100</td>
<td>110</td>
</tr>
<tr>
<td># sessions</td>
<td>5</td>
<td>10</td>
<td>10</td>
<td>8</td>
<td>3</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>??</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td># samples per user</td>
<td>60</td>
<td>94.81</td>
<td>89</td>
<td>400</td>
<td>15</td>
<td>15</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
</tr>
</tbody>
</table>

1 not all familiar 2 students in electrical engineering and computer science
Table 4: All but one datasets have passwords imposed by the protocol. The passwords present a great disparity in term of size, complexity and
difficulty. Mean and standard deviation are presented for BB (as there is one password per user), “Y” stands for “yes” and “N” stands for “no”.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>A</th>
<th>BA</th>
<th>BB</th>
<th>C</th>
<th>D0</th>
<th>D1</th>
<th>D2</th>
<th>EA</th>
<th>EB</th>
<th>EC</th>
<th>F</th>
<th>GA</th>
<th>GB</th>
<th>GC</th>
<th>GD</th>
<th>GE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Imposed</td>
<td>Y</td>
<td>Y</td>
<td>N</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>by protocol</td>
<td>Value</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
<td>7</td>
<td>8</td>
<td>8</td>
<td>9</td>
<td>10</td>
<td>11</td>
<td>12</td>
<td>13</td>
<td>14</td>
</tr>
<tr>
<td>Entropy</td>
<td>3.3</td>
<td>3.9</td>
<td>3.4 (0.3)</td>
<td>3.3</td>
<td>2.5</td>
<td>3.0</td>
<td>2.6</td>
<td>3.7</td>
<td>3.7</td>
<td>3.3</td>
<td>3.0</td>
<td>3.4</td>
<td>3.4</td>
<td>3.3</td>
<td>3.5</td>
<td>3.6</td>
</tr>
<tr>
<td>Text complexity</td>
<td>120</td>
<td>246</td>
<td>184 (71.78)</td>
<td>187</td>
<td>7</td>
<td>102</td>
<td>40</td>
<td>324</td>
<td>324</td>
<td>132</td>
<td>126</td>
<td>156</td>
<td>156</td>
<td>132</td>
<td>204</td>
<td>216</td>
</tr>
<tr>
<td>Typing difficulty</td>
<td>8.71</td>
<td>13.3</td>
<td>9.4 (1.8)</td>
<td>11.1</td>
<td>8.1</td>
<td>7.5</td>
<td>7.6</td>
<td>8.2</td>
<td>8.2</td>
<td>9.8</td>
<td>9.3</td>
<td>6.7</td>
<td>6.6</td>
<td>9.6</td>
<td>6.6</td>
<td>6.8</td>
</tr>
</tbody>
</table>

1“greyc laboratory”, 2“laboratoire greyc” + “sésame”, 3Each user has chosen a different one, 4“tie5Roanl”, 5“drizzle”, 6“jeffrey allen”, 7“pr7qlz”, 8“chocolate, zebra, banana, taxi”, 9“computador calcula”, 10“try4-mbs”, 11“leonardo dicaprio”, 12“the rolling stones”, 13“michael schumacher”, 14“red hot chilli peppers”, 15“united states of america”
Table 5: The same baseline authentication method gives different results among the datasets. There is a relative difference in EER of 76% \(100 \times \frac{|\text{worst} - \text{best}|}{\text{worst}}\) between the best performing dataset and the worst performing one. All dataset, but one, have a performance decrease among sessions. $\emptyset$ is used when we cannot compute the required value.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>A</th>
<th>BA</th>
<th>BB</th>
<th>C</th>
<th>D0</th>
<th>D1</th>
<th>D2</th>
<th>EA</th>
<th>EB</th>
<th>EC</th>
<th>F</th>
<th>GA</th>
<th>GB</th>
<th>GC</th>
<th>GD</th>
<th>GE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Uniqueness</td>
<td>0.17</td>
<td>0.00</td>
<td>0.26</td>
<td>0.22</td>
<td>−0.00</td>
<td>0.03</td>
<td>−0.01</td>
<td>0.60</td>
<td>0.48</td>
<td>0.44</td>
<td>0.25</td>
<td>0.35</td>
<td>0.36</td>
<td>0.32</td>
<td>0.40</td>
<td>0.42</td>
</tr>
<tr>
<td>(mean)</td>
<td>0.09</td>
<td>0.03</td>
<td>0.12</td>
<td>0.06</td>
<td>0.11</td>
<td>0.08</td>
<td>0.08</td>
<td>0.13</td>
<td>0.25</td>
<td>0.21</td>
<td>0.10</td>
<td>0.15</td>
<td>0.16</td>
<td>0.15</td>
<td>0.16</td>
<td>0.18</td>
</tr>
<tr>
<td>Uniqueness</td>
<td>0.02</td>
<td>0.00</td>
<td>0.02</td>
<td>0.05</td>
<td>−0.03</td>
<td>0.02</td>
<td>−0.03</td>
<td>0.13</td>
<td>0.08</td>
<td>0.10</td>
<td>0.04</td>
<td>0.10</td>
<td>0.08</td>
<td>0.09</td>
<td>0.10</td>
<td>0.08</td>
</tr>
<tr>
<td>(std)</td>
<td>0.06</td>
<td>0.03</td>
<td>0.10</td>
<td>0.04</td>
<td>0.08</td>
<td>0.13</td>
<td>0.07</td>
<td>0.10</td>
<td>0.14</td>
<td>0.11</td>
<td>0.06</td>
<td>0.15</td>
<td>0.15</td>
<td>0.15</td>
<td>0.15</td>
<td>0.15</td>
</tr>
<tr>
<td>Inconsistency</td>
<td>0.17</td>
<td>0.00</td>
<td>0.26</td>
<td>0.22</td>
<td>−0.00</td>
<td>0.03</td>
<td>−0.01</td>
<td>0.60</td>
<td>0.48</td>
<td>0.44</td>
<td>0.25</td>
<td>0.35</td>
<td>0.36</td>
<td>0.32</td>
<td>0.40</td>
<td>0.42</td>
</tr>
<tr>
<td>(mean)</td>
<td>0.09</td>
<td>0.03</td>
<td>0.12</td>
<td>0.06</td>
<td>0.11</td>
<td>0.08</td>
<td>0.08</td>
<td>0.13</td>
<td>0.25</td>
<td>0.21</td>
<td>0.10</td>
<td>0.15</td>
<td>0.16</td>
<td>0.15</td>
<td>0.16</td>
<td>0.18</td>
</tr>
<tr>
<td>Inconsistency</td>
<td>0.02</td>
<td>0.00</td>
<td>0.02</td>
<td>0.05</td>
<td>−0.03</td>
<td>0.02</td>
<td>−0.03</td>
<td>0.13</td>
<td>0.08</td>
<td>0.10</td>
<td>0.04</td>
<td>0.10</td>
<td>0.08</td>
<td>0.09</td>
<td>0.10</td>
<td>0.08</td>
</tr>
<tr>
<td>(std)</td>
<td>0.06</td>
<td>0.03</td>
<td>0.10</td>
<td>0.04</td>
<td>0.08</td>
<td>0.13</td>
<td>0.07</td>
<td>0.10</td>
<td>0.14</td>
<td>0.11</td>
<td>0.06</td>
<td>0.15</td>
<td>0.15</td>
<td>0.15</td>
<td>0.15</td>
<td>0.15</td>
</tr>
<tr>
<td>Discriminability</td>
<td>0.17</td>
<td>0.00</td>
<td>0.26</td>
<td>0.22</td>
<td>−0.00</td>
<td>0.03</td>
<td>−0.01</td>
<td>0.60</td>
<td>0.48</td>
<td>0.44</td>
<td>0.25</td>
<td>0.35</td>
<td>0.36</td>
<td>0.32</td>
<td>0.40</td>
<td>0.42</td>
</tr>
<tr>
<td>(mean)</td>
<td>0.09</td>
<td>0.03</td>
<td>0.12</td>
<td>0.06</td>
<td>0.11</td>
<td>0.08</td>
<td>0.08</td>
<td>0.13</td>
<td>0.25</td>
<td>0.21</td>
<td>0.10</td>
<td>0.15</td>
<td>0.16</td>
<td>0.15</td>
<td>0.16</td>
<td>0.18</td>
</tr>
<tr>
<td>Discriminability</td>
<td>0.02</td>
<td>0.00</td>
<td>0.02</td>
<td>0.05</td>
<td>−0.03</td>
<td>0.02</td>
<td>−0.03</td>
<td>0.13</td>
<td>0.08</td>
<td>0.10</td>
<td>0.04</td>
<td>0.10</td>
<td>0.08</td>
<td>0.09</td>
<td>0.10</td>
<td>0.08</td>
</tr>
<tr>
<td>(std)</td>
<td>0.06</td>
<td>0.03</td>
<td>0.10</td>
<td>0.04</td>
<td>0.08</td>
<td>0.13</td>
<td>0.07</td>
<td>0.10</td>
<td>0.14</td>
<td>0.11</td>
<td>0.06</td>
<td>0.15</td>
<td>0.15</td>
<td>0.15</td>
<td>0.15</td>
<td>0.15</td>
</tr>
<tr>
<td>Classifier</td>
<td>0.18</td>
<td>0.14</td>
<td>0.18</td>
<td>0.24</td>
<td>0.25</td>
<td>0.18</td>
<td>0.31</td>
<td>0.36</td>
<td>0.42</td>
<td>0.34</td>
<td>0.20</td>
<td>0.16</td>
<td>0.11</td>
<td>0.16</td>
<td>0.10</td>
<td>0.10</td>
</tr>
<tr>
<td>EER</td>
<td>0.90</td>
<td>0.93</td>
<td>0.89</td>
<td>0.84</td>
<td>0.82</td>
<td>0.90</td>
<td>0.74</td>
<td>0.69</td>
<td>0.61</td>
<td>0.70</td>
<td>0.89</td>
<td>0.92</td>
<td>0.95</td>
<td>0.92</td>
<td>0.96</td>
<td>0.97</td>
</tr>
<tr>
<td>Classifier</td>
<td>74.86</td>
<td>93.34</td>
<td>56.93</td>
<td>49.98</td>
<td>−26.90</td>
<td>28.00</td>
<td>17.17</td>
<td>∅</td>
<td>∅</td>
<td>∅</td>
<td>∅</td>
<td>∅</td>
<td>∅</td>
<td>∅</td>
<td>∅</td>
<td>∅</td>
</tr>
<tr>
<td>EER degradation</td>
<td>−71.60</td>
<td>−109.34</td>
<td>−50.94</td>
<td>−44.67</td>
<td>36.15</td>
<td>−57.75</td>
<td>−30.20</td>
<td>∅</td>
<td>∅</td>
<td>∅</td>
<td>∅</td>
<td>∅</td>
<td>∅</td>
<td>∅</td>
<td>∅</td>
<td>∅</td>
</tr>
</tbody>
</table>
Table 6: Comparison and ranking of the datasets for selecting the adequate dataset. The results show that most of the dataset do not match enough requirements to be used efficiently. For each score or rank line, the best(s) dataset is (are) presented in bold.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
<th>E</th>
<th>F</th>
<th>G</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nb users ≥ 50</td>
<td></td>
<td>Y</td>
<td>N</td>
<td></td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>Nb of samples/user ≥ 30</td>
<td></td>
<td>Y</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>Nb of session ≥ 3</td>
<td></td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>Score</td>
<td>3</td>
<td>2</td>
<td>3</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>I = Rank by score</td>
<td>1</td>
<td>3</td>
<td>1</td>
<td>4</td>
<td>7</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>II = Rank per number of valid users</td>
<td>3</td>
<td>5</td>
<td>4</td>
<td>7</td>
<td>6</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>III = Rank per number of samples/user</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>4</td>
<td>5</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>IV = Rank per number of sessions</td>
<td>3</td>
<td>1</td>
<td>2</td>
<td>4</td>
<td>5</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>V = Rank sum (II+III+IV)</td>
<td>8</td>
<td>7</td>
<td>6</td>
<td>14</td>
<td>15</td>
<td>11</td>
<td>11</td>
</tr>
<tr>
<td>VI = Total rank sum (I + V)</td>
<td>9</td>
<td>10</td>
<td>7</td>
<td>18</td>
<td>21</td>
<td>15</td>
<td>15</td>
</tr>
</tbody>
</table>

1 At least with the subset of 10 sessions we have selected. Using less sessions would have increased the number of users.
Figure 1: Impact of the time on the performance with the regression line to ease comparison.
<table>
<thead>
<tr>
<th>nb_indiv</th>
<th>nb_sessions</th>
<th>entropy</th>
<th>text_complexity</th>
<th>typing_difficulty</th>
<th>eer</th>
<th>unicity</th>
<th>consistency</th>
<th>discriminability</th>
</tr>
</thead>
<tbody>
<tr>
<td>-0.34</td>
<td>0.17</td>
<td>0.049</td>
<td>-0.3</td>
<td>0.72</td>
<td>0.23</td>
<td>0.32</td>
<td>0.23</td>
<td></td>
</tr>
</tbody>
</table>

Figure 2: Pearson correlation between various criteria among all the tested datasets.
Figure 3: The “uniqueness” distribution between the various datasets differs.
Figure 4: The “discriminability” distribution between the various datasets most often differs. The discriminability distribution of the sub-datasets of the PRESSURE dataset are similar.
Figure 5: The “inconsistency” distribution between some sub-datasets sharing the same users is similar. This property may be user dependant.
Figure 6: ROC curves for the same baseline keystroke dynamics authentication method on the different datasets. Its performance on one dataset is even close to random.
Figure 7: Performances are likely to decrease with time (i.e. AUC decreases while EER increases). The more recent the samples are, the less similar to the biometric reference they are.


