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Ultrasonic Sensor Triangulation for accurate 3D Relative Positioning of Humanoid Robot Feet

L. Chassagne, Member, IEEE, O. Bruneau, A. Bialek, C. Falguière, E. Broussard and O. Barrois

Abstract— A simple measurement system with a set of six ultrasonic piezoelectric transducers is presented for direct 3D positioning of humanoid robot limbs. A configuration with three emitters and three receivers leads to millimetric estimation of the distances. Millimetric resolution achievement over 70 cm range is aimed with high angular tolerance in order to mount the sensor on a humanoid robot. Sampling frequency up to 60 Hz is obtained. The sensor is then used to estimate relative positions and orientations in the space of each foot of the robot with regard to the pelvis. The principle and experimental performances of the sensor are presented in the first part with uncertainty estimations and discussions. In the second phase, the sensor has been set up on the ROBIAN humanoid robot to illustrate an application case and test the performances.

Index Terms— ultrasonic sensor, 3D positioning, sensor for humanoid robots.

I. INTRODUCTION

O N E of the most important properties that one can expect from humanoid robots is their fast and fluid walking in an environment that is rather adapted to humans. In this context, the generation of dynamic movements and control of bipedal locomotion, both theoretically and experimentally studied by many researchers, are still fundamental to improve. The aim is to make functional these humanoids and give them a genuine ability to adapt to changing environments through reactive and predictive skills. One of the main challenges is to enhance the walking motion for slow displacement or at the best in highly dynamic stable walking, even in perturbed terrain through reactive and adaptive capabilities based on sensor measurements. For many years, sensors have been used to accomplish many tasks in robotic fields because they are easily integrable, cheap and of high accuracy.

In this field, ultrasonic sensors are well suited for low cost and integration capabilities since their principle is quite simple, based on Time-Of-Flight (TOF) principle. Some of them are simple TOF systems with receiver and emitter physically distinct and separated by a distance d, needing few resources. But, the majority of the past developments are mainly external sonar systems, with emitter and receiver located at the same place, used to position the robot in a room or in a map [1-7] and to sense obstacles or the environment [8-10]. In the case of the sonar option, the three main drawbacks are the blind zone due to the active cone of the sensor [10], echoes that perturb the useful signal and inefficiency for small distances. In the case of TOF operation, these three problems are less sensitive because the active signal has the benefits of higher amplitudes. Furthermore, in general, the adopted configurations are either one emitter and several receivers or one receiver and several emitters but, rarely a set of emitters and receivers functioning at the same time.

In both systems, the accuracy is linked to the measurement of the response time between the emitted and received or reflected signals and many techniques have been developed [2;11-16]. In the case of sonar systems, these measurements can be highly sensitive because the useful signal can be merged with echoes due to surrounding obstacles. Powerful algorithms have been developed but they need digital signal treatments and then introduction of embedded Analog to Digital Converter (ADC). In the case of TOF solutions, most of the case aim Local Positioning Systems (LPS) with metric ranges and are mainly dedicated to positioning in a room environment then the limitation can be issued from air disturbances.

In humanoid robotics, to obtain the relative position of the limbs and orientations of the robot, researchers prefer other systems: embedded camera associated with targets, magnetometer for absolute orientation on earth, angular encoders for limb angles associated to force sensors [17-22]. However, the camera option often needs external infrastructures and is then not a fully embedded system. Artificial vision using image processing is used today to roughly evaluate the ego-motion of the robot with regard to the environment but is not used to calculate the relative position and orientation between two parts of the robot. Furthermore this kind of a system has, generally speaking, poor resolution. The joint and force options are indirect measurements coupled to mechanical models that can be degraded with mechanics defects and geometrical uncertainties. The most used option is probably the gathering of inertial sensors like accelerometers, gyroscopes, and attitude sensors. With these kind of sensors, position, speed, acceleration are available and by calculation the system can also sense angles like yaw, pitch and roll. However, these
sensors can present some drifts for slow displacements and sometimes angles are not so easy to build. The yaw is often quite difficult to calculate or has high uncertainties. In addition, this method cannot be used in a static case or for slow motions because the resolution is very poor. Moreover, even in a dynamic case, another important point is that we want to obtain relative positioning of one part with regard to another; inertial sensors, mounted on one part of the robot, give absolute (and not relative) data with regard to a fix reference frame. To our knowledge, the main humanoid robots that embed a lot of sensors (ASIMO [23], HRP2 [24], HRP3 [25], HRP4 [26], JOHNIE [17], M2V2 [27], CB [28] PETMAN [29], LOLA [30] and NAO [31] robots, for example) do not use relative position and orientation measurements of their own limbs by triangulation process. Generally speaking, they use either encoders associated with inverse kinematics of the legs, or inertial systems that measure absolute motions and sophisticated sensor fusion algorithms.

In this paper, we propose a very simple system composed of a set of ultrasonic emitters and receivers for direct sensing of 3D relative position and orientation between two limbs of the robot. The principle is direct multiple TOF measurements and the home-made electronic part ensures millimetric performances for a range from 1 mm up to 70 cm, with a sampling frequency up to 60 Hz. The principle is depicted in the first part of the paper and then performances are estimated with experimental data in the second part. In a first step of experimental studies, the ultrasonic sensor has been validated by comparison with respect to an external measurement on a benchmark test. In a second step, the system has been mounted on a prototype of the ROBIAN humanoid robot to sense the relative position and orientation of the foot with regard to the pelvis. However, mounted on the robot, the full system cannot be really compared with others external sensors for the reasons described here after.

Indeed, the primary reason for the existence of this new sensor system stems from the fact that all robots have joint backlash errors that are not included in the data of motor sensor system stems from the fact that all robots have joint backlash errors that are not included in the data of motor encoders not taking into account the joint backlashes of the kinematic chain forming the limb (from the pelvis to the foot for instance). This advantage of direct measurements make difficult the comparison between different kinds of sensors, we then focus on the performances of our system.

II. PRINCIPLE OF THE SENSOR

A. Setup description

The sketch of the prototype of the sensor is illustrated in the Fig. 1. It is composed of three ultrasonic sensors (Murata - MA40S4S) for the emitting part. These sensors are fed by an embedded microcontroller board that generates a frame of pulses. The three emitters ($E_1$, $E_2$, $E_3$) constitute an equilateral triangle with a side of size $b_e$. The receiver is composed of three sensors ($R_1$, $R_2$, $R_3$, same models from Murata) disposed also in an equilateral geometry with a side of $b_e$. The outputs of the receiver are sent to a home-made electronic board for numerical conditioning and then looped to the microcontroller board for TOF measurements. The pulses frame and the electronic conditioning are detailed further. The microcontroller board generates the frames and calculates the TOF before sending the results to a personal computer via a RS232 link. The calculation of distances, positions and orientations of the planes in the space are done with LabVIEW software.

![Fig. 1. Schematic diagram of the system. The left-hand-side insert is photography of the emitter part fixed on the right foot of the ROBIAN robot, and the right-hand-side photography of the receiver part. It is composed of three ultrasonic sensors for both emitting and receiving parts, disposed in equilateral configurations. A microcontroller generates pulse frames and home-made electronics ensures the conditioning of the signals for TOF measurements. The calculi are made on a personal computer with LabVIEW software.](image)

The frames are operated thanks to the microcontroller board. It generates one or several pulses at a 40 kHz frequency for the emitter $E_1$, $E_2$ and $E_3$ respectively with a delay time $t_d$ between each (Fig. 2). $t_d$ is long enough to ensure the wave to propagate toward $R_j$ ($j=1,2,3$) even at the maximum of the aimed range (70 cm), including the delays of the signal in the electronics. Each receiver measures the propagation time, leading then to a set of nine measurements $t_{ij}$, depending on the relative positions and orientations between emitter and receiver planes.
The conditioning electronics is quite simple because the signal to noise ratio is quite good. A high amplification associated to a threshold stage ensures a digitalization of the signal. We make sure that the amplification and the threshold are performing at short distance and long distance and that the slope of the signal is high enough to neglect the rise time compared to the aimed resolution (measured rise time << 3 µs after the amplification, which is the necessary time resolution to achieve 1 mm resolution on the distance). To avoid multiple pulses phenomena, a complementary stage ensures that the received sine form signal is transferred in a single digital pulse that is sent to the microprocessor with the information of the propagation time enclosed in the delay of the rise time. The microcontroller board calculates with three independent inputs the three delays of the three received signals (t11, t12, t13, see Fig. 2). The system has been calibrated in the three emitters plane (Fig. 1).

![Fig. 2. Details on the electronic part. An amplification stage associated to a threshold ensures digitalization of received signals. The microcontroller makes the measurements of the TOF with an algorithm that also surveys the consistency of the data and compensates calibrated dead times.](image)

The TOF method can suffer of a classical drawback: the threshold stage can trigger not on the first sine edge but on the second. It leads to a mistake of one period of the resonant signal (25 µs), inducing afterward a mistake on the positioning of one wavelength λ, equal to 8 mm. When the electronics jumps to the second edge, there is then a jump of 8 mm on the calculated position at the output of the sensor. To prevent this phenomenon, we add a software module in the sensor positioning calculation. Each position p_i at the time t_i, noted (p_i,t_i) is then compared to the previous one (p_{i-1},t_{i-1}). If the difference is higher than λ/2, a second sub-program is launched. The position (p_i,t_i) is then compared to a predicted position, based on the n previous points (p_{i-n},t_{i-n}) to (p_{i-1},t_{i-1}). The predicted position takes into account the calculated speed and a polynomial fit. If the difference between the predicted position and the calculated position is out of confidence, the calculated position is compensated of one wavelength jump. This module has been tested and is performing, but it imposes then a maximum speed of the robot depending on the sample frequency: the robot has to move less than λ/2 during one sample period. With a 60 Hz sample frequency, it leads to a maximum speed around 240 mm/s. Considering the present capability of the ROBIAN prototype, it is largely enough.

B. Calculus of the position and orientation

The set of the nine data t_i is then sent by a RS232 link to the central unit that manages all the system. A home-made LabVIEW program calculates the nine corresponding distances L_{ij}. Based on the nine distances between the three emitters and the three receivers, the final objective is to calculate analytically T^{EB}, the 4*4 homogeneous matrix simultaneously containing position and orientation of one part R of the robot with regard to another part E of the robot. In order to carry out this, four frames are defined (see Fig. 1): \( f_E^R (B, x_B, y_B, z_B) = f_E^R (B, E_1, E_2, E_3) \) is associated with the part E of the robot, which is linked with the three emitters E_1, E_2 and E_3. The origin B of this frame is a fictive point placed above the plane formed by points E_1, E_2, E_3. \( f_E^R (O_k, x_E, y_E, z_E) \) is associated with the part E of the robot too, but its axes are aligned with the natural axes of this physical part of the robot. For instance in our example, O_k is the centre of the robot pelvis, \( \vec{x}_E, \vec{y}_E \) and \( \vec{z}_E \) are along the longitudinal, transversal and vertical axes of the pelvis respectively. \( f_E^R (C, x_C, y_C, z_C) \) is associated with the part R of the robot, which is linked with the three receivers R_1, R_2 and R_3. \( f_E^R (O_k, x_E, y_E, z_E) \) is associated with the part R of the robot too, but its axes are aligned with the natural axes of this physical part of the robot.

For instance in our example, O_k is the centre of the robot ankle, \( \vec{x}_R, \vec{y}_R \) and \( \vec{z}_R \) are along the longitudinal, transversal and vertical axes of the foot respectively.

The objective is to calculate \( T^{EB} \) the 4*4 homogeneous matrix simultaneously containing position and orientation of \( f_E^R (O_k, x_E, y_E, z_E) \) with regard to \( f_E^R (O_k, x_E, y_E, z_E) \). We have:

\[
T^{EB} = T^{EB} T^{BC} T^{CS}
\]

Since \( T^{EB} \) and \( T^{CS} \) are known matrices which are structurally constant, the aim is reduced to calculate the matrix \( T^{BC} \). The algorithm can be roughly synthesized in three steps:

**Step 1:** Knowing the nine distances \( L_{ij} = \| E_i R_j \| \) for \( i = 1, 2, 3 \), and \( j = 1, 2, 3 \), and the three structural known vectors \( \overrightarrow{BE}_i = (x_{E_i}^T y_{E_i}^T z_{E_i}^T)_{j=1,2,3} \) for \( i = 1, 2, 3 \):

\[
\overrightarrow{BE}_i = (1 \quad 0 \quad 0)^T \quad (3)
\]

Then:

\[
\overrightarrow{BE}_i = (0 \quad 1 \quad 0)^T \quad (4)
\]

\[
\overrightarrow{BE}_i = (0 \quad 0 \quad 1)^T \quad (5)
\]
the aim is to find the vectors $\vec{BR}_j = \left( x_{R_j} \ y_{R_j} \ z_{R_j} \right)^T_{f_s}$ for $j = 1, 2, 3$.

The equalities:
\[
L_{ij}^2 = \left\| E_j \vec{R}_i \right\| \text{ for } i = 1, 2, 3 \text{ and } j = 1, 2, 3
\]  
(3)

lead to 9 equations with 9 unknown where $L_{ij}$ are known.

The coordinates of $\vec{BR}_j = \left( x_{R_j} \ y_{R_j} \ z_{R_j} \right)^T_{f_s}$ for $j = 1, 2, 3$ (coordinates of the receivers with regard to the frame linked with the emitters) are thus determined:
\[
x_{R_j} = f_j \left( L_{1j}, L_{2j}, L_{3j} \right), \quad \forall j = 1, 2, 3
\]  
\[
y_{R_j} = g_j \left( L_{1j}, L_{2j}, L_{3j} \right), \quad \forall j = 1, 2, 3
\]  
\[
z_{R_j} = h_j \left( L_{1j}, L_{2j}, L_{3j} \right), \quad \forall j = 1, 2, 3
\]  
(4)

Step 2: Knowing $\vec{BR}_j = \left( x_{R_j} \ y_{R_j} \ z_{R_j} \right)^T_{f_s}$ for $j = 1, 2, 3$ with (4), the aim is to calculate $\vec{BC} = \left( x_C \ y_C \ z_C \right)^T_{f_s}$. Since $\mathcal{F}_C \left( C, \vec{x}_C, \vec{y}_C, \vec{z}_C \right) = \mathcal{F}_C \left( C, \vec{CR}_1, \vec{CR}_2, \vec{CR}_3 \right)$ is an orthonormal frame, $\left\| \vec{CR}_j \right\| = 1$ for $j = 1, 2, 3$. Thus we have the three following equations:
\[
\left\| \vec{CR}_j \right\| = 1 = \left( x_{R_j} - x_C \right)^2 + \left( y_{R_j} - y_C \right)^2 + \left( z_{R_j} - z_C \right)^2
\]  
(5)

for $j = 1, 2, 3$.

Using (4) and (5), it allows to obtain the three coordinates of point C in the frame $\mathcal{F}_B \left( B, \vec{x}_B, \vec{y}_B, \vec{z}_B \right)$:
\[
x_C = f_s \left( x_{R_1}, y_{R_1}, z_{R_1} \right), \quad \forall j = 1, 2, 3
\]  
\[
y_C = f_s \left( x_{R_2}, y_{R_2}, z_{R_2} \right), \quad \forall j = 1, 2, 3
\]  
\[
z_C = f_s \left( x_{R_3}, y_{R_3}, z_{R_3} \right), \quad \forall j = 1, 2, 3
\]  
(6)

Step 3: Knowing $\vec{BC} = \left( x_C \ y_C \ z_C \right)^T_{f_s}$ with (6), $\vec{BR} = \left( x_{R_j} \ y_{R_j} \ z_{R_j} \right)^T_{f_s}$ with (4) and $\vec{BE} = \left( x_E \ y_E \ z_E \right)^T_{f_s}$ with (2), the matrix $T^{BC}$ can be obtained analytically:
\[
T^{BC} = \begin{pmatrix}
(A^{BC})^T & (B^C)_{f_s} \\
0_{3x3} & 1
\end{pmatrix}
\]
\[
= \begin{pmatrix}
\vec{x}_C - \vec{x}_E & \vec{y}_C - \vec{y}_E & \vec{z}_C - \vec{z}_E \\
\vec{x}_B - \vec{x}_E & \vec{y}_B - \vec{y}_E & \vec{z}_B - \vec{z}_E \\
0 & 0 & 0 & 1
\end{pmatrix}
\]
(7)

The matrix $T^{EB} = T^{BC}T^{CR}T^{FR}$ is thus perfectly known. These analytical results have been systematically validated by simulation for a wide range of positions and orientations of the frame $\mathcal{F}_E \left( O_e, \vec{x}_e, \vec{y}_e, \vec{z}_e \right)$ with regard to the frame $\mathcal{F}_B \left( O_b, \vec{x}_b, \vec{y}_b, \vec{z}_b \right)$ in the 3D space. The calculations above are generic and intended to calculate the relative position and orientation of any segment of the robot (on which the three receivers are placed) with respect to any other segment of the robot (on which the three emitters are placed).

In the context of humanoid robotics involving bipedal locomotion, it is essential to situate: a) on the one hand the position and the orientation of the swing foot relative to the pelvis and the stance foot. This information allows to establish a feedback to control the landing of the next stance foot on the ground; b) on the other hand, the position and the orientation of the pelvis relative to the stance foot. This information allows to contribute to the balance control of the robot relative to the ground (position of center of gravity relative to the stance foot and orientation relative to the ground). For these two main reasons, we focus in this article on a system composed by transducers (3 emitters and 3 receivers) placed on the pelvis and the feet of the robot.

In addition, many movements should be measured during walking. The larger and faster walking movements that strongly influence the overall dynamic behavior (velocity, length and step frequency, front-rear balance) are located in the sagittal plane (Fig. 7), defined by the gravity (Z-axis) and the main direction of displacement (X-axis). This is why we focus in this article on the movement of the foot relative to the pelvis in this plane.

Note also that the calculus above is a method allowing to calculate relative positions even if the sensors do not form equilateral triangles. However these calculations which are more generic are very time consuming and not efficient in real time, so we do not implemented them.

III. EXPERIMENTAL RESULTS AND DISCUSSIONS

This system has been implemented; photographs are shown in the inserts of Fig. 1. For relative compactness considerations, we choose the inter-distances $b_E$ and $b_R$ equal to 48 mm.
A. Evaluation of the sensor performances

In a first evaluation part of the performances of the sensor, the emitter modulus has been mounted on a linear displacement stage from OWIS company, with a highly accurate positioning command (few micrometer uncertainties on the axial positioning, negligible).

The receiver modulus is positioned in front of the stage on an optical breadboard and can be also manually moved either in distance, either with angular deviation. The nominal distance between the emitter number \( i \) and the receiver number \( j \) is called \( L_{ij} \). This setup is then used to several experiments described hereunder. The number of combinations between the 3 emitters and the 3 receivers is 9, so the following plots are representative ones.

First, the resolution is estimated by the standard deviation on the measured distance. The system is fixed and a set of 4200 records is launched over few seconds delay. The Fig. 3a represents the histogram of the distance between a pair of emitter-receiver. The conversion TOF-distance has been integrated with the speed of the ultrasonic wave and the accuracy of measurements is discussed in §III.C; we focus here on the resolution estimation.

![Fig. 3. Histograms. a: dispersion of a static distance on a set of 4200 measurements; b: consequence on the dispersion of the position of the centre of the set of axes. Standard deviation is 0.53 mm for each.](image)

The standard deviation for Fig. 3a is 0.53 mm and the distribution is quite Gaussian form. The remaining noise is due to the electronic noise on the edge detections. Once the set of the nine measurements distances are recorded, the software can calculate the relative positions of the centres \( O_E \) and \( O_R \) expressed in a Cartesian sets of axes. The Fig. 3b plot concerns the distribution of the calculated abscissa position of \( O_R \). The propagation of uncertainties of the analytical calculus given in §2.2 is not the point here and depends on the value of \( b_E \) and \( b_R \), the relative orientation of the planes and can be very scalable depending on the angles. The Fig. 3b shows that in some configurations, it can be also limited to final standard deviation less than 1 mm. In less favourable configurations, depending on the uncertainty propagations in the formulae, we experimentally verified that the standard deviation remains lower than 2 mm.

The second step of estimation of the sensor performances is the distance response, plotted in Fig. 4 for two independent pairs of emitter-receiver. It is also useful to estimate non-linearities and uncertainties. The two curves have been spaced of 30 mm for clarity. The emitter-receiver are moved each other along the axis from 0 cm up to 70 cm. The “true” distance is measured accurately with standard means on the optical breadboard and compared to the sensor measurements.

![Fig. 4. Plot of the distances measured by the sensor versus the true distance, ie the distance measured by traditional ways. Two pairs of sensors have been plotted, separated on the plot by a distance of 30 mm in order to make the figure clearer. One can see that the useful range is almost up to 70 cm. It could be more if desired by changing the electronic gain. Discrepancies and non-linearities are visible at short distances but remain very slight (insert in the bottom right hand side). Compared to a theoretical slope of 1 (true distance = measured distance), the non-linearity is lower than 1% above a distance of 2 cm and lower than 0.1% above 30 cm.](image)

The Figure 4 shows clearly that the full stroke is linear and that the sensor is useful even at very short distances. Some slight non-linearities appear at distances lower than 2 cm (zoom in the Figure 4), probably because the model of far-field theory of the ultrasonic wave is not realistic and the emitter-receiver pair functions in near-field cone emission. The non-linearity is lower than 1% above 2 cm distance of the zero and lower than 0.1% above 30 cm. Furthermore, it is noteworthy that the useful minimum working distance is down near to zero, unlike in most of commercial ultrasonic sensors where the useful working distance is few centimeters, generally for oscillating phenomena. Note that the actual maximum distance of 70 cm can be enhanced by two means:
either increasing the emitting power, or increasing the gain and decreasing the detection level of the receivers. In the first case, it can bring oscillating phenomena at short distance because of a coupling between emitters and receivers; in the second case, increasing the gain is likewise leading to oscillating process. Because if we decrease too much the detection level, it can make the system too sensitive to noise, we did then a compromise; whatever, 70 cm remains enough for a humanoid robot. Furthermore, the more the maximum stroke is enlarged, the less the sample-frequency is possible (because of the propagation time delay), it is then a compromise.

The third evaluation test concerns the field of view of the system. The Fig. 5a describes the sketch up of the experiment. Initially the emitter and the receiver systems are face to face at an initial distance. Then the receiver is orthogonally moved, with no re-orientation towards the emitter. The distance then increases and is measured, conjointly to the angle, also easily measurable on the optic breadboard by conventional ways. The maximum angle $\theta$ can be then measured and is considered as half the field of view. The protocol has been conducted at several initial distances.

![Fig. 5. Measurement of the field of view: a) Sketch up of the experiment: the receiver is started axially with regard to the emitter and moved orthogonally (without re-orientation); the distance and the angle $\theta$ are measured until the dead zone is reached; this protocol has been reproduced for several initial distances and the results are plotted in b). One can see that the maximum angle is around 71° at short distances (up to 10 cm) and lower than 44° for longer useful distances. These performances are fully compatible with the positioning of the sensors on the humanoid robot, considering that the full field of view is twice. There is also a second drawback for large angle: the uncertainty of the final results depends on the analytical calculus of section 2.2, coming from the triangulation process and for large angle, these uncertainties are growing and the accuracy of the calculus of the coordinates can be degraded. We checked that the standard deviation in worth cases remains lower than 2 mm. Finally a dynamic record is performed to explore the performances during a displacement. The receiver part is fixed on a moving stage along the axis of the emitting modulus, and is programmed for a saw tooth motion. The data are recorded continuously by the LabVIEW software and plotted on the Fig. 6.](image)

![Fig. 6. Record and plot of a dynamic displacement. The system is fixed to an axially moving stage that performs a saw tooth motion. The sample period is around 20 ms.](image)

One can see on the measured results that the saw tooth displacement is well tracked with high linearity and uncertainty. Some small noise peaks are appearing but the curve on the figure is shown without signal treatment and can be easily enhanced by numerical filtering to avoid these peaks.

### B. Implementation on the humanoid robot "ROBIAN"

The sensor has been set up on the ROBIAN robot. ROBIAN is composed of the bottom part of a humanoid (pelvis, legs and flexible feet) and is developed in the laboratory to test walking behaviour with several dynamic control laws and embedded sensors [32-34]. The photograph of Fig. 7 shows the ROBIAN prototype with the ultrasonic sensor mounted. In the humanoid set of axis, the X-axis is the direction of the walk, the Z-axis is the vertical axis, and the Y-axis is the lateral direction. The nominal distance between the centre of the emitter part and centre of the receiver part is 41 cm along the Z-axis, 14 cm along the X-axis and 8 cm along the Y-axis. In the photograph, the robot is hooked and hanged
10 cm up to the floor but can move its legs to simulate walking behaviours. An electronic board allows us to control motions and theoretical movements can be predicted with the knowledge of actuators and inverse kinematics models of the legs. These predicted movements are not accurate because of the uncertainties on the geometrical parameters and mechanical backlash in the joints along the legs.

The first experiment aims to estimate the static noise in this robot configuration. The foot is controlled to be static in its rest position as if the robot was standing in vertical position. The Fig. 8 illustrates the records of the sensor outputs, once the coordinates X, Y and Z axis have been calculated with the sensor data. The centre of the set of axis is at the emitter level, but for convenience the origins have been shifted to plot the three curves on the same graph. The sample frequency is around 50 Hz, and the total record is plotted over 10 seconds. The standard deviations for X, Y and Z positions are respectively 1.10, 0.96 and 0.83 mm. It is higher than the one obtained in Fig. 3 because of the analytical calculus of section 2.2 that can propagate some uncertainties due to slight shifts of the emitter and receiver axis, but it remains at the millimetre order of magnitude which is enough for the aimed application.

The second demonstrative experiment is illustrated in Fig. 9. The robot is controlled to stretch its right legs at a final position that is around 45°. According to the Fig. 5, 45° is quite the maximum angle of visibility for the nominal axis distance of 41 cm (clear blue-lozenge curve in Fig. 5). The trajectory is quite well measured, unless at the end of the stretching motion where the uncertainties are growing because of the error propagation in the analytical calculus of section 2.2 based on the triangulation principle. Furthermore, we can see that the predicted trajectory using robot modelling is different from the measured one. The theoretical one is based on the predicted behaviour of the actuators, but remains a theoretical equation that can be modified in reality by backlash, geometrical uncertainties in the model and approximation in the inverse geometrical models calculus of the legs. This curve illustrates the interest to develop a direct sensing system that picks up directly the information of the position in order to correct the theoretical prediction. The control laws and the adaptive behaviour used to control the walk of the robot can be more robust with reliable data.
In the third experiment, the robot is programmed to make a stride in three phases. In an ascending phase, the robot raises its right foot from its standing rest point. In a second time, the leg is moving toward its rest point in a two-phases sequence. The measurements are shown in the Fig. 10, that represents the motion in the \((O_x, O_y, O_z)\) plane. It has been extended several times successively but plotted one time for clarity.

![Fig. 10. Plot of the projection in the vertical plane \((X, Z)\) of the stride movement composed of three phases. Three photographs show the main points: the standing point, the end of the rising step and the mid-point of the return. One can see that the motion is quite small and that it is important to have a good resolution.](Image)

The trajectory seems noisy but as in previous figures, data are original data without treatments and filtering should improve the response of the sensor. One can see that the standing rest points at the beginning and at the end of the step are quite coherent. The noise is due to the backlash in the joints, the gearing and the motors of the legs. Note also that the speeds of the three phases are different. In the first phase, the mean speed is around 85 mm.s\(^{-1}\). The sample frequency is 60 Hz, which leads to 1.4 mm between two points. In second and third phases, the speeds are respectively 37 mm.s\(^{-1}\) and 35 mm.s\(^{-1}\) which conduce to 0.6 mm between two measurements points. This sample frequency is compatible with the objective of a resolution below 1 mm, but it is a limitation for faster motions and explains that the curves are noisier than in static positioning experiments.

C. Discussions

The main objective of this sensor is to make a direct measurement of the relative position and orientation between two frames, for being useful on robot applications. The analytical models presented in section 2.2 are not discussed here because we focus on the sensor part. It is based on triangulation theory and can be accurate in a certain range of angles. We consider that this method is a quite direct measurement, compared to a method that involves joint sensors and inverse kinematics or inverse geometrical models of the legs, because the backlashes and geometrical uncertainties are less controllable.

We focus on the resolution, the bandwidth, the linearity on the full range and the field of view which are the major concern. The electronics board has been specifically designed to guarantee a workable response in the full stroke. A lot of ultrasonic sensors encounter problems at short distance because of feedback signals. Here, the electronics select and arrange the first rising front ensuring the immunity to those phenomena (see Fig. 4). The total range could be easily longer with a higher electronic gain on the emitter amplifier or on the pre-amplification stage of the receiver but we choose around 70 cm because it is a good compromise and is sufficient enough for the application on a humanoid robot. Samely, the critical angle that depends on the nominal distance of measurement is compatible with walking behaviour of humanoid robots today; 45° is quite large because the ROBIAN robot prototype is used to make small steps. The non-linearity is quite low, less than 1% or even 0.1% at nominal distance higher than 30 cm.

The resolution is presently limited by several factors: for static or low motion (quasi-static behaviour), the resolution is limited mainly by electronic noise. In the best configuration, where transmitter and receiver are in the same axis, it can be as low as 0.5 mm; this value can grow up to 1 or 2 mm in worth cases of large tilt. For dynamic motions, the resolution can be also limited by the propagation time delay of the ultrasonic wave; but presently, the majority of humanoid robots have walking sequences quite cautious and slow and the sensor is compatible.

Today, even if are satisfied of the obtained accuracy, we assume that the accuracy of the measurement is limited mainly by three factors: the variations of the sound speed, the calibration phase, and the knowledge of the initial relative positioning of the couple emitter-receiver that can induce some uncertainties propagation in the triangulation process. Firstly, in all the experiments presented in this paper, the sound speed has been calibrated before each measurement during a calibration phase of the sensor and has been adjusted by the software. Nevertheless, at room temperature, an error of 5°C induces an error around 1% on the speed of sound, and then on the measurement of the distance (for instance 4 mm error on a nominal distance of 40 cm). A measurement of the temperature to the level of 1° can be enough to lower accuracy error down to the millimeter level. To enhance the calibration phase to be fully automatic, we plan to mount a temperature sensor directly on the robot to compensate in real time the variation of the sound speed [35-37]. Secondly, the calibration step includes the electronic delay of the couple emitter-receiver. Thirdly, the relative position between emitters and receivers has been carefully measured by traditional means. The overall uncertainty is then presently estimated lower than 1 mm with this manual calibration process.

IV. CONCLUSION

An accurate sensor for direct 3D positioning and orientation measurements has been developed. It can be useful for many applications but, it has been fully designed for robotics uses. The principle is based on ultrasonic wave time-of-flight measurements and triangulation process. The home-made
electronics has been optimized for resolution, large range and linearity performances. The sensor has been tested on specific benchmark test and resolution lower than 1 mm has been demonstrated. Others characteristics have been also estimated: bandwidth, linearity, field of view mainly. The sensor has also been used on the ROBIAN humanoid robot to test its capability to be implemented in walking behaviour. Its performances are fully compatible with the scope of positioning the limbs of the robot. In this work, the sensor has been set up with the emitter part fixed on the pelvis, and the receiver part on the foot. Some other versions are planned to be mounted to measure the distance left foot – right foot, useful in the control to annointed the backlash in the hip and ankles. We plan to study with geometrical simulation what are the best configurations, which is a complex problem [30]. Finally, we plan to use the sensor data in a closed loop configuration of the robot to improve the confidence in the motion of the walking stride, and improve the robustness of the walking process, even in perturbed terrain where cautious behaviours have to be implemented.
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