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Switching rules for stabilization of linear systems of conservation laws

Pierre-Olivier Lamare† Antoine Girard† Christophe Prieur‡

Abstract

In this paper, the exponential convergence in $L^2$-norm is analyzed for a class of switched linear systems of conservation laws. The boundary conditions are subject to switches. We investigate the problem of synthesizing stabilizing switching controllers. By means of Lyapunov techniques, three control strategies are developed based on steepest descent selection, possibly combined with a hysteresis and a low-pass filter. For the first strategy we show the global exponential stabilizability, but no result for the existence and uniqueness of trajectories can be stated. For the other ones, the problem is shown to be well posed and global exponential convergence can be obtained. Moreover, we consider the robustness issues for these switching rules in presence of measurement noise. Some numerical examples illustrate our approach and show the merits of the proposed strategies. Particularly, we have developed a model for a network of open channels, with switching controllers in the gate operations.

1 Introduction

Physical networks may be represented by hyperbolic partial differential equations in one space dimension, yielding systems of conservation laws or balance laws. Among the different networks, we have in mind hydraulic networks (see [2], [6], [7]), road traffic networks (see [15]), or gas pipeline networks (see [10]). Due to the range of these applications in the engineering field, an important research on the theoretical aspects in modelling and control of such systems is in progress. The present paper deals with switched linear systems of conservation laws, and their control.

In such systems, some parameters may evolve in time. For example, it can be the boundary conditions in an open channel controlled by mobile spillways, or the state equations of a road where the speed limitation changes during the time. Of course, the state equations and the boundary conditions can both be subject to abrupt changes. In these cases, a switched system occurs: a system where there is both a continuous dynamics (given by partial differential equation) and a discrete dynamics (given by a switching rule). In the present work, only the boundary conditions are subject to switches.

Some results are available in literature for the stability and stabilizability of switched hyperbolic systems of balance laws or conservation laws. In [23] some sufficient conditions for the exponential stability are stated, uniformly with respect to a class of switching signals. In [1], a result of stability is given under an arbitrary switching signal using the propagation of the solution along the characteristics. In [11] a star-shaped network with a central node, and the wave equation governing on each edge, is studied. It is shown that a switching feedback stabilization at the exterior end of the edge is effective under some sufficient conditions. Moreover it is proved that the problem has solutions under the proposed switching rule. The well-posedness issue and the dependence of the solutions on the initial data for networked transport systems defined on directed
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graph is explored in [12], while an analysis based on functions of bounded variation in an extended way is used in [13] to prove well-posedness for a quasilinear system of first-order hyperbolic PDEs. In this last two references, the switching modeling is viewed as a tool for systems for which different time and spatial scales interact. It is also the approach used in [25], where a result of well-posedness is obtained for transport equation, in which the velocity term is subject to a closed-loop switching strategy.

An approach commonly used to study the stability and to design the boundary control of system of conservation laws is the Lyapunov analysis (see [4], [6]). In this paper we use this approach to design three switching rules for our switched hyperbolic system of conservation laws. They are based on steepest descent selection, possibly combined with a hysteresis and a low-pass filter. We show that under a sufficient condition the global exponential convergence in $L^2$-norm is obtained. Moreover, we give a result of well-posedness of the problem for two of them. The sufficient condition takes the form of a matrix inequality. Hence the verification of this condition can be expressed as an optimization program, which can be solved numerically. Moreover an upper bound on the speed of convergence is given, and it is possible to numerically optimize it. Besides these results on stability we show that robustness with respect to measurement noise is obtained with mild modifications of the switching rules based on the hysteresis. The hysteresis properties were used for robustness as in [21], [22], [24] for non-linear finite-dimensional systems.

The paper is organized as follows. In Section 2, we introduce the class of switched linear hyperbolic systems of conservation laws considered in this paper and the question of existence of solutions in a general framework is discussed. In Section 3, the common Lyapunov function used in our analysis is introduced, and some preliminary results are derived, then the three switching rules are proposed and analyzed. In Section 4, an abstract example is studied to illustrate our main results and show the effectiveness of switched systems, and finally a more realistic case is studied with a network of open-channels modelled with the so-called Saint-Venant equations.

This work is an extension of [17] where the results are stated without proofs and the well posedness is not investigated. Moreover the abstract example illustrates the new robustness results and the application to the control of a network of open channel has also been added in the present paper.

**Notation.** The set $\mathbb{R}^+$ is the set of nonnegative real numbers. The set of square real matrices of dimension $n$ is denoted by $\mathbb{R}^{n \times n}$. Given a matrix $A$, the transpose of the matrix $A$ is denoted by $A^\top$. Given $n$ real numbers $a_1, \ldots, a_n$ the diagonal matrix $A \in \mathbb{R}^{n \times n}$ whose elements are these numbers is denoted by $\text{diag}(a_1, \ldots, a_n)$. The identity matrix of dimension $n$ is denoted by $I_n$, $0$ denoted the zero matrix of suitable dimension according to the context. The entry $(i, j)$ of a matrix $A$ is denoted by $A[i, j]$. For a symmetric matrix $A \in \mathbb{R}^{n \times n}$, $A$ being positive definite is denoted $A > 0$, while $A$ being positive semi-definite is denoted $A \geq 0$. The usual Euclidian norm in $\mathbb{R}^n$ is denoted by $\| \cdot \|$, and the associated matricial norm in $\mathbb{R}^{n \times n}$ is denoted by $\| \cdot \|_\text{op}$. Let $I \subseteq \mathbb{R}$ and $J \subseteq \mathbb{R}^n$ for some $p \geq 1$. The set of functions $y : I \to J$ such that $\| y \|_{\text{loc}}^{p} = \int_I \| y(x) \|^p \, dx < \infty$, is denoted by $L^p(I, J)$. We denoted $y \in L^p_{\text{loc}}(I, J)$ if $y1_K \in L^p(I, J)$ for all compact subset $K$ of $I$, where $1_K$ is the indicator function of $K$. The restriction of a function $y : I \to J$ on an open interval $(x_1, x_2) \subseteq I$ is denoted by $y|_{(x_1, x_2)}$.

## 2 Switched Linear Hyperbolic System

### 2.1 Statement of the problem

First let us define two function spaces with which we will deal in this paper.

**Definition 1.** Given an interval $I \subseteq \mathbb{R}$ and a set $J \subseteq \mathbb{R}^n$ for some $n \geq 1$, a **piecewise left-continuous function** (resp. a **piecewise right-continuous function**) $y : I \to J$ is a function continuous on each compact subset of $J$ except maybe on a finite number of points $x_0 < x_1 < \cdots < x_p$ such that for all $l \in \{ 0, \ldots, p - 1 \}$ there exists $y_l$ continuous on $[x_l, x_{l+1}]$ and $y_l = y|_{(x_l, x_{l+1})}$. Moreover at the points $x_1, \ldots, x_p$ (resp. $x_0, \ldots, x_{p-1}$) the function is continuous from the left (resp. from the right). The set of all piecewise left-continuous functions (resp. piecewise right-continuous functions) is denoted by $C_{\text{lpw}}(I, J)$ (resp. $C_{\text{rpw}}(I, J)$).

Note that we have the following inclusions $C_{\text{rpw}}([0, 1], \mathbb{R}^n)$, $C_{\text{lpw}}([0, 1], \mathbb{R}^n) \subseteq L^2([0, 1], \mathbb{R}^n).$
**Definition 2.** Let $\mathcal{I} = \{1, \ldots, N\}$ be a finite set of modes. A switching signal is an element of $C_{lpw}([0, 1], \mathcal{I})$. The times of discontinuities are called switching times.

The $n \times n$ switched linear hyperbolic system of conservation laws is then

$$\partial_t y(t, x) + \Lambda(t) \partial_x y(t, x) = 0, \quad t \in \mathbb{R}^+, x \in [0, 1],$$  \hspace{1cm} (1)

$$y(t, 0) = G_{\sigma(t)} y(t, 1), \quad t \in \mathbb{R}^+, \quad \sigma : \mathbb{R}^+ \rightarrow \mathcal{I}$$  \hspace{1cm} (2)

$$y(0, x) = y^0(x), \quad x \in [0, 1],$$  \hspace{1cm} (3)

where $y : \mathbb{R}^+ \times [0, 1] \rightarrow \mathbb{R}^n$, $\sigma : \mathbb{R}^+ \rightarrow \mathcal{I}$ is the switching signal, and $y^0 \in C_{lpw}([0, 1], \mathbb{R}^n)$.

For all $i \in \mathcal{I}$, $G_i$ belongs to $\mathbb{R}^{n \times n}$, for all $t \in \mathbb{R}^+$, $\Lambda(t)$ is a diagonal positive definite matrix in $\mathbb{R}^{n \times n}$ i.e. \( \Lambda(t) = \text{diag}(\lambda_1(t), \ldots, \lambda_n(t)) \) where $\lambda_1(t), \ldots, \lambda_n(t)$ are in $L^1_{\text{loc}}(\mathbb{R}^+, \mathbb{R})$ and there exist $n$ pairs of real positive coefficients $(\lambda_d, \overline{\lambda}_d)$, $d = 1, \ldots, n$ such that

$$0 < \lambda_d \leq \lambda_d(t) \leq \overline{\lambda}_d, \quad \forall t \in \mathbb{R}^+, \forall d \in \{1, \ldots, n\}. \hspace{1cm} (4)$$

In the sequel, we denote by $\underline{\Lambda}$ the diagonal matrix whose elements are the infimum bound of the velocities $\Lambda(t)$ that is

$$\underline{\Lambda} = \text{diag} (\lambda_1, \ldots, \lambda_n),$$  \hspace{1cm} (5)

and we denote $\overline{\Lambda}$ the diagonal matrix whose elements are the supremum bound of the velocities $\Lambda(t)$ that is

$$\overline{\Lambda} = \text{diag} (\overline{\lambda}_1, \ldots, \overline{\lambda}_n).$$  \hspace{1cm} (6)

We denote by $\underline{\lambda}$ and $\overline{\lambda}$ respectively the smallest eigenvalues of $\underline{\Lambda}$ and the largest eigenvalues of $\overline{\Lambda}$

$$\underline{\lambda} = \min_{1 \leq i \leq n} \{\lambda_i\},$$  \hspace{1cm} (7)

$$\overline{\lambda} = \max_{1 \leq i \leq n} \{\overline{\lambda}_i\}. \hspace{1cm} (8)$$

The aim of this work is to design a switching rule which depends only on the measurement at the boundary of the domain, in order to stabilize the system.

Indeed, hyperbolic systems, provided sensors are locally distributed, can be described with measurements at the boundaries. In our case, the system is only observed at the point $x = 1$ at any time. The output is thus defined as

$$w(t) = y(t, 1). \hspace{1cm} (9)$$

The output function is defined as soon as $y(t, \cdot) \in C_{lpw}([0, 1], \mathbb{R}^n)$, since the evaluation of a function in $C_{lpw}([0, 1], \mathbb{R}^n)$ is well-defined at every point in $[0, 1]$.

The switching rule $\sigma$ is given as an output feedback law defined as follows

$$\sigma[w] : \mathbb{R}^+ \rightarrow \mathcal{I} \quad \sigma[w](t) : t \mapsto \sigma[w](t).$$  \hspace{1cm} (10)

To summarize, the process evolves in a mode, a sensor measures the state $w(t)$ of the process at the boundary, then depending on this output, a switching rule imposes the mode in which the system must evolve afterwards. We make the following causality assumption on $\sigma$. For all $T \in \mathbb{R}^+$, for all $w, w' \in C_{lpw}([0, T], \mathbb{R}^n)$, if

$$w(t) = w'(t), \quad \forall t \in [0, T],$$  \hspace{1cm} (11)

then we get

$$\sigma[w](t) = \sigma[w'](t), \quad \forall t \in [0, T]. \hspace{1cm} (12)$$

Let us conclude this section with a last remark.
Remark 1. In the system of equations (1), the matrix \( \Lambda(t) \) is diagonal positive definite. This assumption is made only for the sake of simplicity in our analysis. Indeed we can consider more general diagonal matrices for \( \Lambda(t) \). Suppose that there exists \( m > 0 \) such that for all \( t \in \mathbb{R}^+ \), \( \Lambda(t) \) is a diagonal matrix satisfying \( \Lambda(t) = \text{diag}(\lambda_1(t), \ldots, \lambda_n(t)) \) with \( \lambda_k \in L^1_{\text{loc}}(\mathbb{R}^+, \mathbb{R}^+) \) for \( k \in \{1, \ldots, n\} \), and \( 0 < \Lambda^+ \leq \lambda_k(t) \leq \Lambda^- \) for \( k \in \{1, \ldots, m\} \), \( \Lambda^- \leq \lambda_k \leq \Lambda^+ \) for \( k \in \{m+1, \ldots, n\} \). The matrix \( \Lambda(t) \) is written as

\[
\Lambda(t) = \begin{pmatrix} \Lambda^+(t) & 0_{m,n-m} \\ 0_{m-m,m} & \Lambda^-(t) \end{pmatrix},
\]

where \( \Lambda^+(t) \) and \( \Lambda^-(t) \) are respectively diagonal positive definite matrix and diagonal negative definite matrix. We introduce the notations \( y^+ = (y_1, \ldots, y_m)^\top \), \( y^- = (y_{m+1}, \ldots, y_n)^\top \) such that \( y = (y^+, y^-)^\top \). The system in its general form is

\[
\begin{align*}
\partial_t y(t,x) + \Lambda(t) \partial_x y(t,x) &= 0, & t \in \mathbb{R}^+, \, x \in [0,1], \\
y^+(t,0) &= G_{\sigma(t)} \begin{pmatrix} y^+(t,1) \\ y^-(t,0) \end{pmatrix}, & t \in \mathbb{R}^+, \\
y^+(0,x) &= y^0(x), & x \in [0,1],
\end{align*}
\]

where for all \( i \in \mathcal{I}, G_i = \begin{pmatrix} G_i^{++} & G_i^{-+} \\ G_i^{+0} & G_i^{00} \end{pmatrix} \), such that \( G_i^{++}, G_i^{-+}, G_i^{+0} \) and \( G_i^{00} \) are matrices respectively in \( \mathbb{R}^{m \times m}, \mathbb{R}^{(n-m) \times (n-m)}, \mathbb{R}^{n \times (n-m)} \) and \( \mathbb{R}^{(n-m) \times m} \). The expression of (9) is

\[
w(t) = \begin{pmatrix} y^+(t,1) \\ y^-(t,0) \end{pmatrix}.
\]

By the change of variable \( z(t,x) = \begin{pmatrix} y^+(t,x) \\ y^-(t,1-x) \end{pmatrix} \) we obtain a new system in the same form as (1)-(2)-(3).

2.2 Solution of the system

In this section we define the solution of the Cauchy problem associated with (1)-(2)-(3).

The solution will be defined with the classical method of characteristics (see [8] amongst other references). Let us recall the definition of characteristic curves.

Definition 3. Given \( d \in \{1, \ldots, n\} \), the \( d \)-th characteristic is an absolutely continuous function \( s \mapsto X_d(s; t^*, x^*) \) which satisfies \( X_d(t^*, t^*, x^*) = x^* \) and the ordinary differential equation

\[
\frac{d}{ds} X_d(s; t^*, x^*) = \lambda_d(s),
\]

almost everywhere on the domain where \( X_d(t; t^*, x^*) \) is defined.

Definition 4. Let \( y^0 \in C_{\text{lw}}([0,1], \mathbb{R}^n) \) be given with \( \sigma \in C_{\text{lw}}(\mathbb{R}^+, \mathcal{I}) \). A solution to the Cauchy problem associated with (1)-(2)-(3) is a function \( y : \mathbb{R}^+ \times [0,1] \rarr \mathbb{R}^n \) such that, for every \((t^*, x^*) \in \mathbb{R}^+ \times [0,1] \), the components of \( y \) are satisfying the ordinary differential equations

\[
\frac{d}{dt} y_d(t, X_d(t; t^*, x^*)) = 0,
\]

for every \( t \geq t^* \), such that \( X_d(t; t^*, x^*) \in [0,1] \), for all \( d = 1, \ldots, n \). Moreover the function \( y \) satisfies the initial condition for \( t = 0 \)

\[
y_d(0, \cdot) = y^0_d,
\]

together with the left boundary condition

\[
y_d(\cdot, 0) = \sum_{k=1}^n G_{\sigma(t)}[d, k] y_k(\cdot, 1),
\]

for all \( d = 1, \ldots, n \).
Before stating any results on existence and uniqueness let us give some useful notations. Let $\kappa$ be the minimum time for a characteristic whose celerity is $\lambda$ to cross the spatial domain $[0, 1]$

$$\kappa = \frac{1}{\lambda}.$$ 

For $p \in \mathbb{N}$, let $\Delta_p \subset \mathbb{R}^+$ be defined by

$$\Delta_p = [pk, (p+1)\kappa].$$ 

**Proposition 1.** Let $y^0 \in C_{lpw}([0, 1], \mathbb{R}^n)$, assume the strategy $\sigma$ is such that $\sigma[v] \in C_{lpw}(\mathbb{R}^+, \mathbb{I})$ for all $v \in C_{lpw}(\mathbb{R}^+, \mathbb{R}^n)$. Then there exists a unique solution $y$ to the closed loop switched system (1)-(2)-(3)-(9)-(10), and $w \in C_{lpw}(\mathbb{R}^+, \mathbb{R}^n)$.

**Proof.** We proceed by induction over the time interval $\Delta_p$. The first step consists to prove that $w \in C_{lpw}(\Delta_0, \mathbb{R}^n)$.

For all $(t, x) \in \Delta_0 \times [0, 1]$ such that $\int_0^t \lambda_d(s)ds \leq x$ one gets, by the method of the characteristics,

$$y_d(t, x) = y_d(0, x - \int_0^t \lambda_d(s)ds) = y_d^0(x - \int_0^t \lambda_d(s)ds), \quad d = 1, \ldots, n.$$ 

Let $t \in \Delta_0$. Since for all $d = 1, \ldots, n$ and for all $s \in [0, t]$, we have $\lambda_d(s) \leq \lambda$, one gets $\int_0^t \lambda_d(s)ds \leq 1$. Thus, the expression of $w$ on $\Delta_0$ is given by

$$w_d(t) = y_d(t, 1) = y_d^0(1 - \int_0^t \lambda_d(s)ds), \quad d = 1, \ldots, n.$$ 

Since $y^0$ is in $C_{lpw}([0, 1], \mathbb{R}^n)$ it is clear that $w$ is in $C_{lpw}(\Delta_0, \mathbb{R}^n)$, hence by assumption and using the causality property $[11], [12]$, $\sigma[w] \in C_{lpw}(\Delta_0, \mathbb{I})$ is uniquely defined. The solution on $\Delta_0$ is given by

$$y_d(t, x) = \begin{cases} \sum_{k=1}^n G_{\sigma[w][t-\tau_d(t,x)]}(d, k)w_k(t - \tau_d(t, x)) , & \forall (t, x) \in \Delta_0 \times [0, 1] \text{ such that } \int_0^t \lambda_d(s)ds > x, \\ y_d^0(x - \int_0^t \lambda_d(s)ds) , & \forall (t, x) \in \Delta_0 \times [0, 1] \text{ such that } \int_0^t \lambda_d(s)ds \leq x. \end{cases}$$

The function $\tau_d(t, x)$ is uniquely defined by the solution of the following equation

$$\int_{t-\tau_d(t,x)}^t \lambda_d(s)ds = x.$$ 

Applying the implicit function theorem we can show that $\tau_d$ is continuous w.r.t. the time and space variables. Let $t \in \Delta_0$, since $w$ (resp. $\sigma[w]$, $y^0$, $\tau_d$) belongs to $C_{lpw}(\Delta_0, \mathbb{R}^n)$ (resp. to $C_{lpw}(\Delta_0, \mathbb{I})$, $C_{lpw}([0, 1], \mathbb{R}^n)$, and $C^0(\Delta_0 \times [0, 1], \mathbb{R}^+)$), it follows from $(24)$ that $y(t, \cdot)$ is in $C_{lpw}([0, 1], \mathbb{R}^n)$ for all $t \in \Delta_0$. This concludes the initial step of the induction.

Suppose for $p \geq 0$, $w \in C_{lpw}(\Delta_p, \mathbb{R}^n)$ and $y(t, \cdot) \in C_{lpw}([0, 1], \mathbb{R}^n)$ for all $t \in \Delta_p$. Taking $y((p+1)\delta, \cdot)$ as the initial condition of the system and applying the same arguments as above we prove that $w \in C_{lpw}(\Delta_{p+1}, \mathbb{R}^n)$ hence by assumption and using the causality property $[11], [12]$, $\sigma[w] \in C_{lpw}(\Delta_{p+1}, \mathbb{I})$ is uniquely defined, and $y$ exists on $\Delta_{p+1}$ with $y(t, \cdot)$ belongs to $C_{lpw}([0, 1], \mathbb{R}^n)$ for all $t \in \Delta_{p+1}$. Thus, we proved by induction that, for each $p \in \mathbb{N}$, $w \in C_{lpw}(\Delta_p, \mathbb{R}^n)$ and $y(t, \cdot)$ exists on $\Delta_p$ and $y(t, \cdot)$ belongs to $C_{lpw}([0, 1], \mathbb{R}^n)$. Therefore, there exists a unique solution to the switched system (1)-(2)-(3)-(9)-(10), and $w \in C_{lpw}(\mathbb{R}^+, \mathbb{R}^n)$. It concludes the proof of Proposition 1.

**Remark 2.** The solution $y$ of Proposition 1 in general, does not depend continuously on the initial state $y^0$. This issue may be resolved by considering set-valued solution as in [12]. The robustness of our control strategies will be discussed in Section 3.

5
3 Stabilization

In this paper we propose three control strategies. For the first one presented below, we are able to give only a result of global exponential stabilizability in $L^2$-norm and the existence of solution is not obtained in a general framework. For the next two strategies derived from the first one, we state existence, uniqueness of solution and global convergence in $L^2$-norm.

Let us start this section by a definition which will make clear what is meant by “convergence” for our switched system.

**Definition 5.** Given a switching rule $\sigma$, the closed loop system (1)-(2)-(3)-(9)-(10) is said to be globally exponentially convergent (in $L^2$-norm), if there exists a positive constant $\alpha$ and a function $g : \mathbb{R}^+ \rightarrow \mathbb{R}^+$, such that for all $y^0 \in C_{lw}([0,1], \mathbb{R}^n)$, the solution of (1)-(2)-(3)-(9)-(10) exists for all $t \in \mathbb{R}^+$ and

$$|y(t, \cdot)|_{L^2([0,1])} \leq e^{-\alpha t} g \left( |y^0|_{L^2([0,1])} \right),$$

for all $t \in \mathbb{R}^+$. System (1)-(2)-(3)-(9)-(10) is said to be globally exponentially stabilizable (GES) if $g$ can be chosen linear.

With Definition 5 at hand, the next step is the analysis and the design of switching rules.

3.1 Lyapunov function

In this section, preliminary results on Lyapunov functions are derived. Following [4], the candidate Lyapunov function that is considered in this paper is written as, for all $y \in C_{lw}([0,1], \mathbb{R}^n)$,

$$V(y) = \int_0^1 y(x)^\top Q y(x) e^{-\mu x} dx,$$

for a given diagonal positive definite matrix $Q \in \mathbb{R}^{n \times n}$ and a given $\mu > 0$.

Let $y$ be a solution of system (1)-(2)-(3). We shall denote in the following

$$\forall t \in \mathbb{R}^+ , \ V = V(y(t, \cdot)) \text{ and } \dot{V} = \frac{d}{dt} V(y(t, \cdot)).$$

With this notation we are able to state our first lemma, giving an inequality for the time derivative of $V$ along the solution of the switched system of conservation laws (1)-(2)-(3)-(9)-(10). This inequality will be useful to design the switching rules, and to give the proof of global exponential convergence of the system with them.

**Lemma 1.** The time derivative of the candidate Lyapunov function $V$ along a solution of (1)-(2)-(3)-(9)-(10) satisfies

$$\dot{V} \leq -2\alpha V + q_{\sigma}[w(t)](w(t)),$$

where $q_i(w) = w^\top [G_i^\top Q G_i - e^{-\mu Q} w]$ and $\alpha = \frac{1}{2}\mu \lambda$.

**Proof.** The time derivative of $V$ along the solutions of the switched system of conservation laws (1)-(2)-(3)-
\[ V = 2 \int_0^1 y(t, x)^\top Q \partial_t y(t, x) e^{-\mu x} dx \]
\[ = -2 \int_0^1 y(t, x)^\top Q \Lambda(t) \partial_x y(t, x) e^{-\mu x} dx \]
\[ = -[y(t, x)^\top Q \Lambda(t) y(t, x) e^{-\mu x}]_{x=0} - \mu \int_0^1 y(t, x)^\top Q \Lambda(t) y(t, x) e^{-\mu x} dx \]
\[ = y(t, 0)^\top Q \Lambda(t) y(t, 0) - y(t, 1)^\top Q \Lambda(t) y(t, 1) e^{-\mu} - \mu \int_0^1 y(t, x)^\top Q \Lambda(t) y(t, x) e^{-\mu x} dx \]
\[ = y(t, 1)^\top \left[ G_{\sigma[w](t)}^\top Q \Lambda(t) y(t, 1) - Q \Lambda(t) e^{-\mu} \right] y(t, 1) - \mu \int_0^1 y(t, x)^\top Q \Lambda(t) y(t, x) e^{-\mu x} dx. \]

Since \( Q \) is diagonal positive definite, using (7) it holds \( Q \Lambda(t) \geq \lambda Q \). Thus, using (5) and (6) we have
\[ \dot{V} \leq -2 \alpha \int_0^1 y(t, x)^\top Q y(t, x) e^{-\mu x} dx + y(t, 1)^\top \left[ G_{\sigma[w](t)}^\top Q \Lambda G_{\sigma[w](t)} - Q \Lambda e^{-\mu} \right] y(t, 1) = -2 \alpha V + q_{\sigma[w](t)}(w(t)), \]
using the notation in (9). This concludes the proof of Lemma 1. \( \Box \)

**Remark 3.** Lemma 1 still holds when \( Q \) is a symmetric, positive definite matrix such that \( Q \) and \( \Lambda(t) \) commute for all \( t \in \mathbb{R}^+ \).

### 3.2 Switching strategies

#### 3.2.1 Argmin

In this section, we consider the closed-loop dynamics of the switched system of conservation laws (1)-(2)-(3) when using output controller (10). Following the idea developed in [9] and recalling the notation \( q_i \) in Lemma 1, we define the memoryless switching rule
\[ \sigma[w](t) = \arg \min_{i \in I} q_i(w(t)). \quad (30) \]

The idea of the argmin switching rule is to choose the mode which optimizes the decrease of the Lyapunov function at any time. So we need a condition which ensures that there always exists a mode for which the system is decreasing.

To study the convergence of the switched system of conservation laws (1)-(2)-(3)-(9)-(10) we need the following assumption.

**Assumption 1.** Let \( \Gamma := \{ \gamma \in \mathbb{R}^N : \sum_{i=1}^N \gamma_i = 1, \gamma_i \geq 0 \} \). There exist \( \gamma \in \Gamma \), a diagonal definite positive matrix \( Q \) and a parameter \( \mu > 0 \) such that
\[ \sum_{j=1}^N \gamma_j \left( G_j^\top Q \Lambda G_j - e^{-\mu} Q \Lambda \right) \leq 0. \quad (31) \]

Assumption 1 implies that there always exits a mode \( i \in I \) such that \( q_i(w(t)) \leq 0 \). Thus we can give our first result of global exponential stabilizability of the system (1)-(2)-(3)-(9)-(10) with the argmin switching rule.
Remark 4. An important issue is the numerical computation of $\gamma \in \Gamma$, $\mu > 0$ and of a diagonal positive definite matrix $Q$ such that Assumption 1 holds. The problem is bilinear in $Q$, $\gamma$ and $e^{-\mu}$ and the numerical verification of Assumption 1 can be quite complex especially for larger $N$, since we need to solve a Bilinear Matrix Inequalities (BMI) in $\gamma$, $e^{-\mu}$ and $Q$. A special case is when $N = 2$, a solution consists in performing a line search over the parameters $\gamma$ and $\mu$ and, for each pair $(\gamma, \mu)$, to solve a convex problem in the variables $Q$ written in terms of the Linear Matrix Inequality (LMI) (31). This can be done numerically in polynomial time. It is the approach taken for the two examples given in Section 4. See [27] for a tutorial on LMI and BMI problems.

Proposition 2. Under Assumption 1 system (1)-(2)-(3)-(9)-(10) with switching rule (30) is globally exponentially stabilizable (taking $g(r) = \sqrt{2\nu}r$ with the argmin startegy. This conludes the proof of Proposition 2).

Remark 5. The major drawback of this switching rule is the possibility of a finite time of existence for the solution, as illustrated by the following example. Let us consider the two transport equations

$$\partial_t \begin{pmatrix} y_1 \\ y_2 \end{pmatrix} + \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} \partial_x \begin{pmatrix} y_1 \\ y_2 \end{pmatrix} = 0,$$

with the boundary matrices

$$G_1 = \begin{pmatrix} 0.99 & -0.99 \\ 0 & 0 \end{pmatrix}, \quad G_2 = \begin{pmatrix} 0 & 0 \\ -0.99 & -0.99 \end{pmatrix}. \quad (33)$$

The initial condition is chosen as

$$y^0(x) = \begin{pmatrix} f(x) \\ x \end{pmatrix}, \quad x \in [0, 1],$$

where

$$f(x) = \begin{cases} 0 & \text{if } x = 0, \\ x \sin(\frac{1}{x}) & \text{if } x \neq 0. \end{cases} \quad (34)$$

Assumption 1 is checked with $Q = I_2$, $\mu = 10^{-3}$ and $\gamma_1 = \gamma_2 = 0.5$

$$\sum_{i=1}^{2} 0.5 (G_i^\top Q A G_i - e^{-\mu} Q \Lambda) = \begin{pmatrix} -0.0189 & 0 \\ 0 & -0.0189 \end{pmatrix}. \quad (35)$$
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On Figure 1, the conic regions corresponding to \( q_i(w) < 0, \ i = 1, 2 \) are depicted, giving for the switching rule (30),

\[
\sigma[w](t) = \begin{cases} 
1 & \text{if } w_1 w_2 > 0, \\
2 & \text{if } w_1 w_2 < 0. 
\end{cases}
\]  

(37)

Moreover the system trajectory for \( t \in [0, 1) \) is depicted on Figure 1.

One can see that when the time approaches 1, with the switching rule (30), the solution cross an infinite number of times the thin overlap region, leading to the Zeno behavior (see [18]), that is an accumulation of switching event at a particular instant. Thus the solution is not defined for all positive time but only on \([0, 1)\).

### 3.2.2 Argmin with hysteresis

The first result shows that under Assumption 1, the switched system of conservation laws (1)-(2)-(3)-(9)-(10) with the argmin switching rule is globally exponentially stabilizable. The limitation of this rule is a possible fast switching behavior (see [17] and the example therein for an illustration of such behavior), and from a theoretical point of view leading to the absence of solution beyond a given time. From a practical point of view this fast switching is undesirable. So the goal is to use strategies to slow down the switching. The first one is the hysteresis strategy.

First, we will show that under this switching rule and Assumption 1 the system is well-posed.

For all \( t > 0 \) we denote by \( \sigma[w](t^-) \) the limit from the left of \( t \) of the value of \( \sigma[w](t) \). Roughly speaking, it is the value of \( \sigma[w] \) “just before \( t \”).

The strategy is the following

\[
\sigma[w](t) = \begin{cases} 
\sigma[w](t^-) & \text{if } q_{\sigma[w](t^-)}(w(t)) < \varepsilon(t), \\
\arg \min_{j \in \{1, \ldots, N\}} q_j(w(t)) & \text{if } q_{\sigma[w](t^-)}(w(t)) \geq \varepsilon(t), 
\end{cases}
\]  

(38)

\[
\sigma[w](0) = \arg \min_{j \in \{1, \ldots, N\}} q_j(w(0)) ,
\]  

(39)

\[
\dot{\varepsilon}(t) = -\eta \varepsilon(t), \quad \varepsilon(0) > 0 ,
\]  

(40)
where $\eta$ is a positive coefficient such that $\eta > 2\alpha$.

**Lemma 2.** Under Assumption 1 with the strategy defined in (38)-(40), if $w \in C_{rpw} ([0,1], \mathbb{R}^n)$ then $\sigma[w] \in C_{rpw} (\mathbb{R}^+, I)$.

**Proof.** Let $K$ be a compact subset of $\mathbb{R}^+$. Let us show that the number of discontinuities of $\sigma[w]$ is finite in $K$. By hypothesis $w$ has a finite number of discontinuities on $K$. Let $t_1, \ldots, t_M \in K$ be these times of discontinuity, and $t_0$ and $t_{M+1}$ are respectively the lower bound and the upper bound of the interval $K$.

Pick $i \in \{0, \ldots, M\}$. We need to estimate the number of discontinuities of $\sigma[w]$ on each time interval $[t_i, t_{i+1}]$. We can define $\tilde{w}$ as the continuation of $w$ to the time interval $[t_i, t_{i+1}]$ with the left limit of $w$ in $t_{i+1}$, that is

$$\tilde{w}(t) = w(t), \quad \text{if } t \in [t_i, t_{i+1}),$$

$$\tilde{w}(t_{i+1}) = \lim_{t \to t_{i+1}^-} w(t).$$

The definition of $C_{rpw} (\mathbb{R}^+, \mathbb{R}^n)$ insures that the left limit of $w$ exists and that $\tilde{w}$ is continuous on $[t_i, t_{i+1}]$. The number of discontinuities of $\sigma[w]$ on the time interval $[t_i, t_{i+1}]$ is less than or possibly equal to the number of discontinuities when considering $\sigma[\tilde{w}]$ on $[t_i, t_{i+1}]$.

Now observe that on $\mathbb{R}^n$, $q_k$ is continuous, as $\tilde{w}$ on $[t_i, t_{i+1}]$, thus the functions $q_k(\tilde{w})$ are continuous on the compact $[t_i, t_{i+1}]$ and therefore uniformly continuous. Using the fact that there is a finite number of functions $q_k(\tilde{w})$ and the uniform continuity, there exists $\tau^*_i > 0$ such that

$$\forall k \in I, \quad \forall \tilde{t}_i, \tilde{t}_i \in [t_i, t_{i+1}] : \quad |\tilde{t}_i - \tilde{t}_i| \leq \tau^*_i \Rightarrow |q_k(\tilde{w}(\tilde{t}_i)) - q_k(\tilde{w}(\tilde{t}_i))| \leq \varepsilon(t_{i+1}).$$

Due to Assumption 1 at a switching time $t$, $q_{\sigma[w](t)}(\tilde{w}(t)) \leq 0$, and therefore the parameter $\tau^*_i$ gives a lower bound for the distance between two switches. Thus an upper bound for the maximal number of switches on $[t_i, t_{i+1}]$ is given by

$$\bar{s}_i = \frac{t_{i+1} - t_i}{\tau^*_i} + 1.$$

To conclude we get that the number of discontinuities of $\sigma[w]$ on $K$ is bounded by

$$\bar{S} = \sum_{i=1}^M \bar{s}_i,$$

which is finite. Note that the right continuity of $\sigma[w]$ follows from the strict inequality in the first line of (38). It concludes the proof of Lemma 2. \qed

With the above lemma, the following theorem can be stated.

**Theorem 1.** Under Assumption 1, system (1)-(2)-(3)-(9)-(10) with an initial condition $y^0 \in C_{rpw} ([0,1], \mathbb{R}^n)$ and the switching rule (38)-(40) is globally exponentially convergent with $\alpha = \frac{1}{2} \mu \Lambda$ and $g(r) = c \left( r + \sqrt{\varepsilon(0)} \right)$ with $c > 0$.

**Proof.** The existence and uniqueness of a solution to the system (1)-(2)-(3)-(9)-(10) with the switching rule (38)-(40) is given by Lemma 2 and Proposition 1. Now to show that the system is globally exponentially convergent we have to establish relation (26). Thanks to Lemma 1 the time derivative of $V$ along the solution of (1)-(2)-(3)-(9)-(10) is

$$\dot{V} \leq -2\alpha V + q_{\sigma[w](t)}(w(t)).$$

Since the invariant in the argmin with hysteresis switching rule is that $q_{\sigma[w](t)}(w(t)) \leq \varepsilon(t)$ at any time $t \in \mathbb{R}^+$, it gives

$$\dot{V} \leq -2\alpha V + \varepsilon(t). \quad (44)$$
Then using the Gronwall’s Lemma, one gets
\[ V \leq e^{-2\alpha t}V(y^0) + e^{-2\alpha t} \int_0^t e^{2\alpha s} \varepsilon(s) ds. \] (45)

Using the expression of \( \varepsilon \) it follows
\[ V \leq e^{-2\alpha t}V(y^0) + e^{-2\alpha t} \int_0^t e^{2\alpha s} \varepsilon(s) ds. \] (46)

Letting \( c = \max \left\{ \sqrt{\frac{2}{\mu_2}}, \frac{1}{\sqrt{\mu_2(\eta - 2\alpha)}} \right\} \) one gets (26) with \( g(r) = c \left( r + \sqrt{\varepsilon(0)} \right) \), and thus the exponential convergence of (1)-(2)-(3)-(9)-(10) with the switching rule (38)-(40) follows. This concludes the proof of Theorem 1.

\[ \text{(46)} \]

Remark 6. Let us note that the function \( \varepsilon(t) > 0 \) is essential to have the existence of solution for all time. Indeed, looking at the example given in Remark 5, one can see that the argmin with hysteresis strategy for which \( \varepsilon(t) = 0 \) leads to the same problem as for the argmin strategy alone.

Robustness with respect to measurement noise

The switching rule (38)-(40) depends on the measurements at the boundary. A natural question which arises is how the system reacts in presence of measurement noise. In order to establish a result of stability in presence of measurement noise, let us consider system (1)-(2)-(3) with
\[ \sigma(w + \delta)(t) = \arg \min_{j \in \{1, \ldots, N\}} q_j(w(t) + \delta(t)) + \beta(w(t) + \delta(t))^2 + \varepsilon(t), \] (50)

where \( \beta \) and \( \eta \) are positive constants and \( \eta > 2\alpha \). Let us define the parameter
\[ \beta = \sup \max_i \| G_i^T Q A(t) G_i - e^{-\mu} QA(t) + \zeta I_n \|, \] (53)
**Remark 7.** Note that $\beta$ is the supremum of a time-dependent matrix norm. Nonetheless, this value is finite due to the bounds \[1\] on the matrix $\Lambda$. For instance, one has
\[\beta \leq \max_{i \in I} \|Q\| \|\Lambda_i\| |G_i|^2 + e^{-\mu} \|Q\| \|\Lambda\| + \zeta. \] (54)

Let us state the following result.

**Proposition 3.** Under Assumption 2, system (1)-(4), (5) with an initial condition $y^0 \in C_{lpw}([0,1], \mathbb{R}^n)$ and a disturbance $\delta \in C_{lpw}(\mathbb{R}^+, \mathbb{R}^n)$ satisfying
\[|\delta(t)| \leq \rho |w(t)|, \quad \forall t \in \mathbb{R}^+, \] (55)
for a positive constant $\rho$ such that
\[0 < \rho \leq \sqrt{1 + \frac{\zeta}{\beta}} - 1, \] (56)
with the switching rule (50)-(52) is globally exponentially convergent.

**Proof.** First note that Lemma 2 is still valid in the context of the switching rule (50)-(52) instead of (38)-(40), for any $\delta \in C_{lpw}(\mathbb{R}^+, \mathbb{R}^n)$. Hence the existence and uniqueness of a solution to the system (1)-(2)-(3)-(9)-(10) with the switching rule (50)-(52) is given by Lemma 2 and Proposition 1. Due to Lemma 1, the time derivative of $V$ is given by
\[
\dot{V} \leq -2\alpha V + q_{\sigma[w+\delta](t)}(w(t)).
\] (57)
The quadratic term in the right-hand part of (57) can be written as
\[
q_{\sigma[w+\delta](t)}(w(t)) = q_{\sigma[w+\delta](t)}(w(t) + \delta(t)) - \delta(t)^T \left( G_{\sigma[w+\delta](t)}^T \Lambda(t) G_{\sigma[w+\delta](t)} - e^{-\mu} \Lambda(t) \right) (2w(t) + \delta(t)).
\] (58)
By Assumption 2 and (49), (50) one gets
\[
q_{\sigma[w+\delta](t)}(w(t)) \leq -\zeta |w(t) + \delta(t)|^2 + \varepsilon(t) - \delta(t)^T \left( G_{\sigma[w+\delta](t)}^T \Lambda(t) G_{\sigma[w+\delta](t)} - e^{-\mu} \Lambda(t) \right) (2w(t) + \delta(t)).
\] (59)
Expanding $-\zeta |w(t) + \delta(t)|^2$ one has
\[
q_{\sigma[w+\delta](t)}(w(t)) \leq -\zeta |w(t)|^2 + \varepsilon(t) - \zeta |\delta(t)|^2 - 2\zeta \delta(t)^T w(t) - \delta(t)^T \left( G_{\sigma[w+\delta](t)}^T \Lambda(t) G_{\sigma[w+\delta](t)} - e^{-\mu} \Lambda(t) \right) (2w(t) + \delta(t)).
\] (60)
Rearranging the three last terms of (60) as follows
\[
-\zeta |\delta(t)|^2 - 2\zeta \delta(t)^T w(t) - \delta(t)^T \left( G_{\sigma[w+\delta](t)}^T \Lambda(t) G_{\sigma[w+\delta](t)} - e^{-\mu} \Lambda(t) \right) (2w(t) + \delta(t))
\]
\[= -\delta(t)^T \left( G_{\sigma[w+\delta](t)}^T \Lambda(t) G_{\sigma[w+\delta](t)} - e^{-\mu} \Lambda(t) + \zeta I_n \right) 2w(t)
\]
\[= -\delta(t)^T \left( G_{\sigma[w+\delta](t)}^T \Lambda(t) G_{\sigma[w+\delta](t)} - e^{-\mu} \Lambda(t) + \zeta I_n \right) \delta(t)
\]
we get
\[
q_{\sigma[w+\delta](t)}(w(t)) \leq -\zeta |w(t)|^2 + \varepsilon(t) - \delta(t)^T \left( G_{\sigma[w+\delta](t)}^T \Lambda(t) G_{\sigma[w+\delta](t)} - e^{-\mu} \Lambda(t) + \zeta I_n \right) (2w(t) + \delta(t))
\] (62)
Using \((62), (53)\) and \((55)\) we get
\[
q_{\sigma[w(t)]}(w(t)) \leq (\beta \rho^2 + 2\beta \rho - \zeta) |w(t)|^2 + \varepsilon(t).
\]
In order to have \(q_{\sigma[w(t)]}(w(t)) \leq \varepsilon(t)\) we need \(\beta \rho^2 + 2\beta \rho - \zeta \leq 0\). This expression is a polynomial in \(\rho\).
Computing the discriminant one gets
\[
\Delta = 4\beta^2 + 4\beta \zeta > 0.
\]
Then there exists two real roots for this polynomial. Since the constant term is negative, the two roots have opposite sign. Hence there exists \(\rho\) such that
\[
0 < \rho \leq \sqrt{1 + \frac{\zeta}{\beta}} - 1,
\]
for which one has \(q_{\sigma[w(t)]}(w(t)) \leq \varepsilon(t)\). The end of the proof follows the proof of Theorem 1. This concludes the proof of Proposition 3.

3.2.3 \textbf{Argmin, hysteresis and filter}

Thanks to Lemma 1 it holds along the solutions of \((1) - (2) - (3) - (9) - (10)\)
\[
\dot{V} \leq -2\alpha V + q_{\sigma[w(t)]}(w(t)).
\]

Keeping in mind the objective of decreasing the number of switches, a low-pass filter is added to the switching rule \((58) - (60)\): instead of imposing that \(q_{\sigma[w(t)]}(w(t)) \leq \varepsilon(t)\) at any time \(t \geq 0\), we just impose that a weighted averaged value of \(q_{\sigma[w(t)]}(w(s))\) is less than \(\varepsilon(t)\).

Let us define a function \(m \in C_{rpw}(\mathbb{R}^+, \mathbb{R})\) and a switching rule \(\sigma[w]\) such that
\[
m(0) = 0,
\]
\[
\lim_{\tau \to t^+} m(\tau) = \begin{cases} m(t) & \text{if } m(t) < \varepsilon(t), \\ 0 & \text{if } m(t) = \varepsilon(t), \end{cases}
\]
\[
\sigma[w](t) = \begin{cases} \sigma[w](t^-) & \text{if } m(t) < \varepsilon(t), \\ \arg\min_{j \in \{1, \ldots, N\}} q_j(w(t)) & \text{if } m(t) = \varepsilon(t), \end{cases}
\]
\[
\sigma[w](0) = \arg\min_{j \in \{1, \ldots, N\}} q_j(w(0)),
\]
\[
\dot{\varepsilon}(t) = -\eta \varepsilon(t), \quad \varepsilon(0) > 0,
\]
where \(\eta\) is such that \(\eta > 2\alpha, \alpha = \frac{1}{2\mu\lambda}\). On the intervals where \(m\) is continuous, the time derivative of \(m\) is the solution of the following Cauchy problem
\[
\dot{m}(t) = -2\alpha m(t) + q_{\sigma[w(t)]}(w(t)), \quad t \in [t_k, t_{k+1}),
\]
\[
m(t_k) = 0.
\]
Thus the solution is
\[
m(t) = e^{-2\alpha t} \int_{t_k}^t e^{2\alpha s} q_{\sigma[w(t)]}(w(s)) ds, \quad t \in [t_k, t_{k+1}).
\]

To sum up the control consists in keeping \(m(t)\) negative or zero at any time. The motivation for the choice of the function \(m\) comes from Gronwall’s inequality [see for example [8, pages 708-709]].

The following lemma holds for the switching rule \((67) - (71)\).

\textbf{Lemma 3.} Under Assumption \(I\) with the strategy \((67) - (71)\), if \(w \in C_{rpw}(\mathbb{R}^+, \mathbb{R}^n)\) then \(\sigma[w] \in C_{rpw}(\mathbb{R}^+, I)\).
Proof. Let $K$ be a compact subset of $\mathbb{R}^+$. Let us show that the number of discontinuities of $\sigma[w]$ is finite in $K$. By hypothesis $w$ has a finite number of discontinuities on $K$. Let $t_1, \ldots, t_M \in K$ be these times of discontinuity, and $t_0$ and $t_{M+1}$ respectively the lower bound and the upper bound of the interval $K$.

The lines to prove the result are similar to those of the proof of Lemma 2. In the same fashion we consider the continuation of $w$, instead of $w$ itself. But for the sake of simplicity we keep $w$ in our notation.

Pick $i \in \{0, \ldots, M\}$. Observe that on $\mathbb{R}^n$, $q_k$ is continuous, as $w$ on $[t_i, t_{i+1}]$, thus the functions $q_k(w)$ are continuous on the compact $[t_i, t_{i+1}]$ and therefore uniformly continuous. Using the fact that there is a finite number of functions $q_k(w)$ and the uniform continuity, there exists $\tau^*_i > 0$ such that

$$\forall k \in \mathcal{I}, \quad \forall \hat{t}, \hat{t} \in [t_i, t_{i+1}]: \quad |\hat{t} - \hat{t}| \leq \tau^*_i \Rightarrow |q_k(w(\hat{t})) - q_k(w(\hat{t}))| \leq \varepsilon(t_{i+1}).$$

Without loss of generality we can choose $\tau^*_i$ such that $1 - 2\alpha \leq e^{-2\alpha \tau^*_i}$. Assume $\bar{t} \in [t_i, t_{i+1}]$ is a switching time, hence by Assumption it holds $q_{\sigma[w](\bar{t})}(w(\bar{t})) \leq 0$, and one gets

$$\forall \hat{t} \in [\bar{t}, t_{i+1}]: \quad |\hat{t} - \bar{t}| \leq \tau^*_i \Rightarrow |q_{\sigma[w](\bar{t})}(w(\hat{t})) - q_{\sigma[w](\bar{t})}(w(\bar{t}))| \leq \varepsilon(t_{i+1}).$$

The last inequality is equivalent to

$$-\varepsilon(t_{i+1}) + q_{\sigma[w](\bar{t})}(w(\bar{t})) \leq q_{\sigma[w](\bar{t})}(w(\hat{t})) \leq \varepsilon(t_{i+1}) + q_{\sigma[w](\bar{t})}(w(\bar{t})).$$

Since $q_{\sigma[w](\bar{t})}(w(\bar{t})) \leq 0$ one gets

$$q_{\sigma[w](\bar{t})}(w(\hat{t})) \leq \varepsilon(t_{i+1}).$$

With (77) one gets

$$e^{-2\alpha \bar{t}} \int_{\bar{t}}^{\hat{t}} e^{2\alpha s} q_{\sigma[w](\bar{t})}(w(s)) \, ds \leq e^{-2\alpha \bar{t}} \int_{\bar{t}}^{\hat{t}} e^{2\alpha s} \, ds, \quad \forall \hat{t} \in [\bar{t}, \bar{t} + \tau^*_i].$$

From (78) it follows

$$m(\bar{t}) \leq \frac{1 - e^{-2\alpha (\bar{t} - \bar{t})}}{2\alpha} \varepsilon(t_{i+1}) \leq \varepsilon(t_{i+1}), \quad \forall \bar{t} \in [t_i, t_{i+1}].$$

Thus, the next switching time after $\bar{t}$ cannot appear before a time $\tau^*_i$. Then an upper bound for the maximal number of switches on $[t_i, t_{i+1}]$ is given by

$$\bar{\sigma}_i = \frac{t_{i+1} - t_i}{\tau_i} + 1.$$

To conclude we get that the number of discontinuities of $\sigma[w]$ on $K$ is bounded by

$$\bar{\sigma} = \sum_{i=1}^{M} \bar{\sigma}_i,$$ (80)

which is finite. The right continuity of $\sigma[w]$ follows from the strict inequality in the first line of (69). This concludes the proof of Lemma 3.

As in the last strategy we are able to give a result of global exponential convergence with the switching rule (67)–(71).

Theorem 2. Under Assumption 1, system (1)–(2)–(3)–(9)–(10) with an initial condition $y^0 \in C_{lipw}([0, 1], \mathbb{R}^n)$ and the switching rule (67)–(71) is globally exponentially convergent with $\alpha = \frac{1}{2} \mu \lambda$ and $g(r) = c \left(r + \sqrt{\varepsilon(0)}\right)$ with $c > 0$. 
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Motivated by the idea to insure the stability with respect to measurement noise, we consider system (1)-(2)-(3)-(9)-(10) with the switching rule (67)-(71) is given by

\[ \dot{V} \leq -2\alpha V + q_{\sigma[w]}(w(t)). \]

Thanks to differential form of Gronwall’s Lemma one gets

\[ V \leq e^{-2\alpha t} V(y^0) + e^{-2\alpha t} \int_0^t e^{2\alpha s} q_{\sigma[w]}(w(s))ds. \]  

(81)

Using the linearity of the integral one gets

\[ V \leq e^{-2\alpha t} V(y^0) + e^{-2\alpha t} \left( \sum_{i=0}^{k-1} \int_{t_i}^{t_{i+1}} e^{2\alpha s} q_{\sigma[w]}(w(s))ds + \int_{t_k}^t e^{2\alpha s} q_{\sigma[w]}(w(s))ds \right), \]  

(82)

where the \( t_i \)s are the switching times of \( \sigma[w] \), \( t \) lies in a interswitching interval \( (t_k, t_{k+1}) \). Let us point out that the number of them is finite thanks to Lemma 3. Since \( \varepsilon(t_{i+1}) = e^{-2\alpha t_{i+1}} \int_{t_i}^{t_{i+1}} e^{2\alpha s} q_{\sigma[w]}(w(s))ds \), one gets

\[ V \leq e^{-2\alpha t} V(y^0) + e^{-2\alpha t} \left( \sum_{i=0}^{k-1} e^{2\alpha t_{i+1}} \varepsilon(t_{i+1}) + \int_{t_k}^t e^{2\alpha s} q_{\sigma[w]}(w(s))ds \right). \]  

(83)

Using the positivity and the continuity of \( \varepsilon \), and the switching rule (67)-(71) we have the following inequality for all \( t \in (t_k, t_{k+1}) \)

\[ V \leq e^{-2\alpha t} V(y^0) + e^{-2\alpha t} \left( \int_0^{t_k} e^{2\alpha s} \varepsilon(s)ds + e^{2\alpha t} \varepsilon(t) \right) . \]  

(84)

Using the positivity of \( \varepsilon \) one gets

\[ V \leq e^{-2\alpha t} V(y^0) + e^{-2\alpha t} \left( \int_0^{t_k} e^{2\alpha s} \varepsilon(s)ds + \int_{t_k}^t e^{2\alpha s} \varepsilon(s)ds + e^{2\alpha t} \varepsilon(t) \right) , \]

\[ V \leq e^{-2\alpha t} V(y^0) + \left( 1 + \frac{1}{2\alpha - \eta} \right) \varepsilon(0)e^{-\eta t} - \frac{\varepsilon(0)}{2\alpha - \eta} e^{-2\alpha t}. \]

Letting \( c = \max \{ \sqrt{\frac{\eta}{2\alpha}}, \sqrt{\frac{2\alpha - \eta}{2\alpha}} \} \) one gets (26) with \( g(r) = c \left( r + \sqrt{\varepsilon(0)} \right) \), and thus the global exponential convergence of (1)-(2)-(3)-(9)-(10) with the switching rule (69) follows.

This concludes the proof of Theorem 2.

\[ \square \]

Robustness with respect to measurement noise

Motivated by the idea to insure the stability with respect to measurement noise, we consider system (1)-(2)-(3)-(9)-(10) with the switching rule

\[ m(0) = 0, \]  

\[ \lim_{\tau \to t^+} m(\tau) = \begin{cases} m(t), & \text{if } m(t) < -\zeta e^{-2\alpha t} \int_t^\infty e^{2\alpha s} |w(s) + \delta(s)|^2 ds + \varepsilon(t), \\ 0, & \text{if } m(t) = -\zeta e^{-2\alpha t} \int_t^\infty e^{2\alpha s} |w(s) + \delta(s)|^2 ds + \varepsilon(t), \end{cases} \]  

\[ \sigma[w + \delta](t) = \begin{cases} \sigma[w + \delta](t), & \text{if } m(t) < -\zeta e^{-2\alpha t} \int_t^\infty e^{2\alpha s} |w(s) + \delta(s)|^2 ds + \varepsilon(t), \\ \arg\min_{j \in (1, \ldots, N)} q_j(w(t) + \delta(t)), & \text{if } m(t) = -\zeta e^{-2\alpha t} \int_t^\infty e^{2\alpha s} |w(s) + \delta(s)|^2 ds + \varepsilon(t), \end{cases} \]  

\[ \sigma[w + \delta](0) = \arg\min_{j \in (1, \ldots, N)} q_j(w(0) + \delta(0)), \]  

\[ \dot{\varepsilon}(t) = -\eta \varepsilon(t), \quad \varepsilon(0) > 0, \]  

(85)
where \( t_k \) is the first instant before \( t \) for which \( m \) vanishes and \( \eta \) is such that \( \eta > 2\alpha, \alpha = \frac{1}{2} \mu \lambda \). On the intervals where \( m \) is continuous, the time derivative of \( m \) is the solution of the following Cauchy problem

\[
\dot{m}(t) = -2\alpha m(t) + q_{\sigma[w+\delta]}(t_k)(w(t) + \delta(t)), \quad t \in [t_k, t_{k+1}) ,
\]

\[
m(t_k) = 0 .
\]

Thus the solution is

\[
m(t) = e^{-\alpha t} \int_{t_k}^{t} e^{\alpha s} q_{\sigma[w+\delta]}(s)(w(s) + \delta(s)) \, ds , \quad t \in [t_k, t_{k+1}) .
\]

Let us state the following result.

**Proposition 4.** Under Assumption 2, system \((1)-(2)-(3)-(9)-(47)\) with an initial condition

\[
y^0 \in C_{pw}([0,1], \mathbb{R}^n)
\]

and a disturbance \( \delta \in C_{pw}(\mathbb{R}^+, \mathbb{R}^n) \) satisfying

\[
|\delta(t)| \leq \rho |w(t)| , \quad \forall t \in \mathbb{R}^+ ,
\]

for a positive constant \( \rho \) such that

\[
0 < \rho \leq \sqrt{1 + \frac{\zeta}{\beta}} - 1 ,
\]

with the switching rule \( (85)-(89) \) is globally exponentially convergent.

**Proof.** First note that Lemma 3 is still valid in the context of the switching rule \( (85)-(89) \) instead of \( (67)-(71) \), for any \( \delta \in C_{pw}(\mathbb{R}^+, \mathbb{R}^n) \). Hence the existence and uniqueness of a solution to the system \((1)-(2)-(3)-(9)-(47)\) with the switching rule \( (85)-(89) \) is given by Lemma 3 and Proposition 1. Due to Lemma 4 the time derivative of \( V \) is given by

\[
\dot{V} \leq -2\alpha V + q_{\sigma[w+\delta]}(t)(w(t)) .
\]

Thank to differential form of Gronwall’s Lemma one gets

\[
V \leq e^{-2\alpha t} V (y^0) + e^{-2\alpha t} \int_0^t e^{2\alpha s} q_{\sigma[w+\delta]}(s)(w(s)) \, ds .
\]

Using \( (58) \), relation \( (96) \) becomes

\[
V \leq e^{-2\alpha t} V (y^0) + e^{-2\alpha t} \int_0^t e^{2\alpha s} q_{\sigma[w+\delta]}(s)(w(s) + \delta(s)) \, ds
\]

\[
- e^{-2\alpha t} \int_0^t e^{2\alpha s} \delta(s)^T \left( G_{\sigma[w+\delta]}(Q\Lambda(t)) G_{\sigma[w+\delta]}(s) - e^{-\alpha t} Q\Lambda(t) \right) (2w(s) + \delta(s)) \, ds .
\]

Let us denote the second term in the right-hand side of \( (97) \) by \( R(t) \). Using the linearity of the integral one gets

\[
R(t) = e^{-2\alpha t} \left( \sum_{i=0}^{k-1} \int_{t_i}^{t_{i+1}} e^{2\alpha s} q_{\sigma[w+\delta]}(s)(w(s) + \delta(s)) \, ds + \int_{t_{k}}^{t} e^{2\alpha s} q_{\sigma[w+\delta]}(s)(w(s) + \delta(s)) \, ds \right) .
\]

where the \( t_i \)s are the switching times of \( \sigma[w+\delta] \), \( t \) lies in a interswitching interval \( (t_{k}, t_{k+1}) \). Let us point out that the number of them is finite thanks to Lemma 3. Since \( m(t_{i+1}) = -\zeta e^{-2\alpha t_{i+1}} \int_{t_i}^{t_{i+1}} e^{2\alpha s} |w(s) + \delta(s)|^2 \, ds + \zeta e^{-2\alpha t_{i+1}} e^{2\alpha (t_{i+1})} \xi(t_{i+1}) + \int_{t_{k}}^{t} e^{2\alpha s} q_{\sigma[w+\delta]}(s)(w(s) + \delta(s)) \, ds \), \( (99) \) becomes

\[
R(t) = e^{-2\alpha t} \left( \sum_{i=0}^{k-1} \int_{t_i}^{t_{i+1}} e^{2\alpha s} |w(s) + \delta(s)|^2 \, ds + e^{2\alpha t_{i+1}} \xi(t_{i+1}) + \int_{t_{k}}^{t} e^{2\alpha s} q_{\sigma[w+\delta]}(s)(w(s) + \delta(s)) \, ds \right)
\]

\[
- e^{-2\alpha t} \int_0^t e^{2\alpha s} |w(s) + \delta(s)|^2 \, ds
\]

\[
+ e^{-2\alpha t} \left( \sum_{i=0}^{k-1} e^{2\alpha t_{i+1}} \xi(t_{i+1}) + \int_{t_{k}}^{t} e^{2\alpha s} q_{\sigma[w+\delta]}(s)(w(s) + \delta(s)) \, ds \right) .
\]
Using the positivity and the continuity of $\varepsilon$, and the switching rule (85)–(89) we have the following inequality for all $t \in (t_k, t_{k+1})$

$$R(t) \leq -\zeta e^{-2\alpha t} \int_0^t e^{2\alpha s} |w(s) + \delta(s)|^2 ds + e^{-2\alpha t} \int_0^t e^{2\alpha s} \varepsilon(s)ds .$$

(100)

Hence

$$V \leq e^{-2\alpha t} V(y^0) - \zeta e^{-2\alpha t} \int_0^t e^{2\alpha s} |w(s) + \delta(s)|^2 ds + e^{-2\alpha t} \int_0^t e^{2\alpha s} \varepsilon(s)ds$$

(101)

$$-e^{-2\alpha t} \int_0^t e^{2\alpha s} \delta(s)^T \left( G_{\sigma[w+\delta](s)}^\top Q \Lambda(t) G_{\sigma[w+\delta](s)} - e^{-\mu} Q \Lambda(t) \right) (2w(s) + \delta(s)) ds .$$

(102)

By the proof of Proposition 3, we know that

$$-e^{-2\alpha t} \int_0^t e^{2\alpha s} \delta(s)^T \left( G_{\sigma[w+\delta](s)}^\top Q \Lambda(t) G_{\sigma[w+\delta](s)} - e^{-\mu} Q \Lambda(t) \right) (2w(s) + \delta(s)) ds$$

$$-\zeta e^{-2\alpha t} \int_0^t e^{2\alpha s} |w(s) + \delta(s)|^2 ds \leq (\beta \rho^2 + 2\beta \rho - \zeta) e^{-2\alpha t} \int_0^t e^{2\alpha s} |w(s)|^2 ds .$$

(103)

Analogously to the proof of Proposition 3, the polynomial $\beta \rho^2 + 2\beta \rho - \zeta$ in $\rho$ has a positive root given by

$$\rho = \sqrt{1 + \frac{\zeta}{\beta} - 1} .$$

(104)

Hence for all choice of $\rho$ such that (104) holds we get

$$V \leq e^{-2\alpha t} V(y^0) + e^{-2\alpha t} \int_0^t e^{2\alpha s} \varepsilon(s)ds .$$

(105)

The end of the proof follows the proof of Theorem 2. This concludes the proof of Proposition 4.

\[\square\]

4 Examples

4.1 Abstract example

The merits of the three switching rules have been illustrated in [17], though the velocities were constant and $\varepsilon(t) \equiv 0$. To illustrate Proposition 3 and 4, let us consider system (1)–(2)–(3) with two modes ($I = \{1, 2\}$). The initial conditions are selected as the first three elements of an orthonormal basis of $L^2([0, 1], \mathbb{R}^2)$. More specifically the following three initial conditions

$$y_k^0(x) = \begin{pmatrix} \sqrt{2} \sin((2k - 1)\pi x) \\ \sqrt{2} \sin(2k\pi x) \end{pmatrix}, \quad k = 1, 2, 3,$$

(106)

are considered. The matrix of the system (1) is given by

$$\Lambda(t) = \text{diag}(0.5 + 0.05 \sin(10t), 0.5 + 0.05 \cos(10t)), \quad t \in \mathbb{R}^+. $$

(107)

Thanks to a result of [4], boundary matrices $G_i$ which destabilize the unswitched system must satisfy $\rho(|G_i|) > 1$. The instability of the system with the proposed matrices is checked numerically with a Weighted Essentially Non Oscillatory scheme (see [19]). Boundary matrices $G_1$ and $G_2$ are proposed as

$$G_1 = \begin{pmatrix} 1.1 & 0 \\ -0.3 & 0.1 \end{pmatrix}, \quad G_2 = \begin{pmatrix} 0 & 0.2 \\ 0.1 & -1.05 \end{pmatrix} . $$

(108)

For the time-invariant velocity case that is $\Lambda(t) \equiv \Lambda$, one has: if $\rho(|G|) < 1$ then the system (1), (2) is exponentially stable (see for instance [4]). Since the velocity perturbation is “small” it is natural to search matrices $G$ which do not satisfy the previous condition in order to destabilize the system. For more discussions about conditions on $G$ see [4].
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The respective spectrum of $|G_1|$ and $|G_2|$ is $\{0.1; 1.1\}$ and $\{-0.0187; 1.0687\}$.

To illustrate our result of robustness let us set $\zeta = 0.07$, $\mu = 0.01$, $Q = \text{diag}(1.1231, 1)$. With $\gamma_1 = 0.5$ (hence $\gamma_2 = 0.5$) it is obtained

$$\sum_{i=1}^{2} \gamma_i (G_i^T Q X G_i - e^{-\mu}Q \Lambda + \zeta I_2) = \begin{pmatrix} -0.0292 & -0.0371 \\ -0.0371 & -0.0572 \end{pmatrix}.$$ 

The eigenvalues of the previous matrix are -0.0829 and -0.0035. Therefore it is a symmetric negative definite matrix, and Assumption 2 is satisfied. The computation of $\beta$ gives 0.5405. One set the error margin as the maximum margin allowed by Proposition 3 that is $\rho = 6.28\%$.

See Figure 2 for the time evolution of the solution with constant control input $\bar{t} = 1$ and the initial condition $y_2^0$ where the instability is observed.

The function $\varepsilon$ used in the switching rules (50)–(52) and (85)–(89) is chosen to be

$$\varepsilon(t) = 10^{-3} e^{-t}, \quad t \in \mathbb{R}^+.$$

The measurement noise is chosen as follows

$$\delta(t) = \|w(t)\| \rho (\cos(t), \sin(t))^T.$$

As it was expected the solution is stabilized when switching rules (50)–(52) and (85)–(89) are applied to the system under measurement noise. Figure 3 shows the time evolution of the two components of the solution with the switching rules (50). Numerically the rate of convergence $\alpha$ is equal to 0.4327.

![Figure 2: Time evolution of the first component $y_1$ (left) and of the second component $y_2$ (right) of the solution of the unswitched system (1)-(2)-(3) with the active mode $\bar{t} = 1$.](image-url)
For a discussion on the impact of the $\mu$ parameter on the rate of convergence, and the number of switches per time unit, see [17].

4.2 Application: switched boundary controllers for the Saint-Venant equations

4.2.1 Saint-Venant equations for a network of open channels

The previous illustration was motivated by theoretical objectives. In this section, we introduce a more physical system. Let us consider a cascade of $\mathcal{M}$ canal reaches. Each reach is a one-dimensional pool with a rectangular cross-section, a unit width and a zero slope. Moreover we suppose that each reach has the same length $L$. Besides, the friction effects due to the walls are neglected. The dynamics of the system in each reach is then given by the so-called Saint-Venant equations

$$
\frac{\partial}{\partial t} \left( H_i V_i \right) + \frac{\partial}{\partial x} \left( H_i V_i V_i^2 + gH_i \right) = 0, \quad x \in (0, L), \quad i = 1, \ldots, \mathcal{M},
$$

where $H_i$ and $V_i$ denoted respectively the water depth and the velocity in the reach $i$. In those equations $g$ is the gravity constant. Moreover the flow-rate in these pools can be defined by

$$
Q_i(t, x) = H_i(t, x)V_i(t, x), \quad i = 1, \ldots, \mathcal{M}.
$$

In order to have a linear hyperbolic system in the form (1)-(2)-(3), we linearized the system around a steady-state and made the system dimensionless in the space variable. A steady-state solution is a constant solution

$$
H_i(t, x) = H_i^*, \quad V_i(t, x) = V_i^*, \quad i = 1, \ldots, \mathcal{M}, \quad \forall t \in \mathbb{R}^+, \forall x \in [0, L].
$$

The steady-state flow is assumed to be subcritical or fluvial that is

$$
gH_i^* - V_i^{*2} > 0 .
$$

4.2.2 Linearization

We define the deviations of the state $H_i(t, x), V_i(t, x), i = 1, \ldots, \mathcal{M}$, w.r.t. the steady-state as

$$
h_i(t, x) = H_i(t, x) - H_i^*,
$$

$$
v_i(t, x) = V_i(t, x) - V_i^*.
$$
Let us turn to dimensionless form. We define the new variable
\[ \tilde{x} = \frac{x}{L}. \] (116)

Then, for each reach \( i \), the system (111) linearized around the steady-state, is expressed with the new space variable \( \tilde{x} \) as
\[ \partial_t \tilde{\zeta}_i + \tilde{A}_i (\tilde{\zeta}_i^* ) \partial_{\tilde{x}} \tilde{\zeta}_i = 0, \quad i = 1, \ldots, M, \] (117)

where
\[ \tilde{\zeta}_i = \begin{pmatrix} \tilde{h}_i \\ \tilde{v}_i \end{pmatrix}, \quad \tilde{A}_i (\tilde{\zeta}_i^* ) = \begin{pmatrix} \frac{V_i^*}{L} & \frac{H_i^*}{L} \\ \frac{g}{L} & \frac{V_i^*}{L} \end{pmatrix}, \quad \tilde{h}_i(t, \tilde{x}) = h_i(t, L\tilde{x}), \quad \tilde{v}_i(t, \tilde{x}) = v_i(t, L\tilde{x}). \]

The eigenvalues \( \lambda_i \) and \( \lambda_{i+M} \), \( i = 1, \ldots, M \), of \( \tilde{A}_i (\tilde{\zeta}_i^* ) \) are
\[ \lambda_i = \frac{1}{L} \left( V_i^* + \sqrt{gH_i^*} \right), \quad \lambda_{i+M} = \frac{1}{L} \left( V_i^* - \sqrt{gH_i^*} \right). \]

Under the condition (113) the system is strictly hyperbolic with
\[ \lambda_{i+M} < 0 < \lambda_i, \quad i = 1, \ldots, M. \]

The corresponding left eigenvectors of \( \tilde{A}_i \) are
\[ l_i = \left( \sqrt{\frac{g}{H_i^*}}, 1 \right), \quad l_{i+M} = \left( -\sqrt{\frac{g}{H_i^*}}, 1 \right). \]

Multiplying (117) by \( l_i \) and \( l_{i+M} \), the subsystems (117) are rewritten in the characteristic coordinates
\[ \partial_t y_i + \tilde{A}_i (y_i^* ) \partial_{\tilde{x}} y_i = 0, \] (118)

where \( y_i = (y_i, y_{i+M})^T \) is such that
\[ y_i = \sqrt{\frac{g}{H_i^*}} \tilde{h}_i + \tilde{v}_i, \] (119)
\[ y_{i+M} = -\sqrt{\frac{g}{H_i^*}} \tilde{h}_i + \tilde{v}_i, \] (120)

and \( \tilde{A}_i (y_i^* ) = \text{diag} (\lambda_i, \lambda_{i+M}) \). Conversely \( \tilde{v}_i \) and \( \tilde{h}_i \) can be expressed in function of \( y_i \) and \( y_{i+M} \)
\[ \tilde{h}_i = \frac{1}{2} \sqrt{\frac{H_i^*}{g}} (y_i - y_{i+M}), \] (121)
\[ \tilde{v}_i = \frac{1}{2} (y_i + y_{i+M}). \] (122)

We introduce the vectors \( y^+ = (y_1, \ldots, y_M)^T \) and \( y^- = (y_{1+M}, \ldots, y_{2M})^T \), and we denoted \( y = (y^+, y^-)^T \) the solution to the whole system
\[ \partial_t y + \Lambda \partial_{\tilde{x}} y = 0, \] (123)

where \( \Lambda = \text{diag} (\lambda_1, \ldots, \lambda_{2M}) \).
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4.2.3 Boundary conditions

System (123) is subject to a set of boundary conditions, as in [2]. First of all there are \( \mathcal{M} - 1 \) conditions which express the flow conservation between the pools

\[
H_i(t, 1)V_i(t, 1) = H_{i+1}(t, 0)V_{i+1}(t, 0), \quad i = 1, \ldots, \mathcal{M} - 1.
\]  

(124)

Then one adds a condition which imposes the inflow rate

\[
H_1(t, 0)V_1(t, 0) = Q_0(t).
\]  

(125)

In the next we impose a constant inflow rate, that is \( Q_0(t) = Q^* = H_i^*V_i^* \). The last \( \mathcal{M} \) boundary conditions are given by the gate operations. We are considering underflow sluice gates with corresponding gate openings \( u_j^t \) for each \( i \in \{1, \ldots, \mathcal{M}\} \) in mode \( j \in \mathcal{I} \). The discharge relationship is given by

\[
H_i(t, 1)V_i(t, 1) = u_j^t\mu_0\sqrt{2g \left( H_i(t, 1) - H_{i+1}(t, 0) \right)}, \quad i = 1, \ldots, \mathcal{M} - 1,
\]  

(126)

where \( \mu_0 \) is a positive constant coefficient and \( l \) is the channel width (here \( l = 1 \) m). For the last gate we have

\[
H_M(t, 1)V_M(t, 1) = u_{M}^t\mu_0\sqrt{2g \left( H_M(t, 1) - H_{down} \right)},
\]  

(127)

where \( H_{down} > 0 \) denotes the constant downstream water level. In the Riemann coordinates, boundary conditions [126] and [127] are equivalent to

\[
y_{i+\mathcal{M}}(t, 1) = -k_j^t y_i(t, 1), \quad i = 1, \ldots, \mathcal{M}, \quad j = 1, \ldots, N,
\]  

(128)

for a suitable choice of the control actions \( u_j^t(t) \),

\[
u_j^t(t) = \left( \frac{H_i(t, 1) \left( \frac{1-k_i^t}{1+k_i^t} \sqrt{\frac{g}{\pi_i^t}} \left( H_i(t, 1) - H_{i+1}^* \right) + V_i^* \right)}{\mu_0 l \sqrt{2g \left( H_i(t, 1) - H_{i+1}(t, 0) \right)}}, \quad i = 1, \ldots, \mathcal{M} - 1,
\]  

(129)

\[
u_{M}^t(t) = \frac{H_M(t, 1) \left( \frac{1-k_M^t}{1+k_M^t} \sqrt{\frac{g}{\pi_M^t}} \left( H_M(t, 1) - H_{M}^* \right) + V_M^* \right)}{\mu_0 l \sqrt{2g \left( H_M(t, 1) - H_{down} \right)}}.
\]  

(130)

The values \( k_j^t \) are tuning parameters. Obviously the control actions are well defined only if \( H_i(t, 1) > H_{i+1}(t, 0) \) for all \( i = 1, \ldots, \mathcal{M} - 1 \) and \( H_M(t, 1) > H_{down} \). The linearization of the boundary conditions provided \( N \) matrices such that

\[
\begin{pmatrix}
  y^+(t, 0) \\
  y^-(t, 0)
\end{pmatrix} = \begin{pmatrix}
  G_j^{++} & G_j^{+-} \\
  G_j^{-+} & G_j^{--}
\end{pmatrix} \begin{pmatrix}
  y^+(t, 1) \\
  y^-(t, 0)
\end{pmatrix}, \quad t \in [t_j, t_{j+1}].
\]  

(131)

Denoted \( G_j = \begin{pmatrix} G_j^{++} & G_j^{+-} \\ G_j^{-+} & G_j^{--} \end{pmatrix} \). The matrices \( G_j^{++} \) and \( G_j^{--} \) are given by conditions (128) as

\[
G_j^{++} = \text{diag} \{ -k_i, i = 1, \ldots, \mathcal{M} \}, \quad G_j^{--} = 0, \quad j = 1, \ldots, N.
\]  

(132)

The conditions (124) and (125) give the following expression for the matrices \( G_j^{+-} \)

\[
G_j^{+-} = \text{diag} \left\{ \frac{\lambda_{i+M}}{\lambda_i}, i = 1, \ldots, \mathcal{M} \right\}, \quad j = 1, \ldots, N.
\]  

(133)

Finally, the matrices \( G_j^{++} \) are obtained thanks to the conditions (124) and (128) as

\[
G_j^{++}[i+1, i] = \left( \frac{\lambda_i + k_i^t \lambda_{i+M}}{\lambda_i+1} \right) \frac{H_{i}^*}{H_{i+1}^*} \quad \text{and} \quad 0 \text{ elsewhere}, \quad i = 1, \ldots, \mathcal{M}.
\]  

(134)
4.2.4 Simulation experiments

The switched strategies developed in this paper are now tested with some numerical simulations in the case presented above. To this end, we consider two pools whose parameters are \( L = 1000 \) m, width \( l = 1 \) m, \( H_{\text{down}} = 0.2 \) m, \( \mu_0 = 0.4 \), \((H_1^*, H_2^*) = (2.5, 1)\) m and \( Q^* = 1\) m\(^3\)s\(^{-1}\). The initial conditions are, for \( x \in [0, L] \), \((H_1(0, x), H_2(0, x)) = (4, 1.4)\) m, \( Q(0, x) = 2\) m\(^3\)s\(^{-1}\). There are two modes. The control gains associated to each mode are \((k_1^1, k_2^1) = (1, 0.2)\) and \((k_1^2, k_2^2) = (0.2, 1)\). The velocities are constant.

Assumption 1 is satisfied with \( \mu = 0.775 \), \( Q = 10^3 \text{diag}(1.448, 0.001, 2.674, 0.001)\) and \( \gamma_1 = 0.95 \).

The Saint-Venant equations are integrated numerically using the same scheme as in the Section 4.1. In Figure 4, the evolution of the function \( V \) is represented for the argmin and the argmin with hysteresis switching rules, with the constant mode \( \sigma(t) = 1 \) and with the constant mode \( \sigma(t) = 2 \). In this figure, we can observe that the switching strategies stabilize the system, and more importantly seem to improve the convergence of the system to the desired steady-state. Moreover, the switching signal for the argmin with hysteresis switching rule is displayed. It can be observed that the system keeps the mode 1 during the first 1200 s, and then start to switch. Numerically, we observe that this behavior corresponds to the choice of stabilizing the first pool then the second one. Indeed the mode \( i = 1 \) is the most efficient to stabilize the first pool. The argmin with hysteresis and filter keeps the mode 2.

![Figure 4: Evolution of the function V (semilog scale) and of σ[w] for the argmin with hysteresis switching rule. Legend: square marker for constant mode σ(t) = 1, star marker for constant mode σ(t) = 2, circle marker for the argmin with hysteresis switching rule and diamond marker for the argmin switching rule.](image)

5 Conclusion

In this paper, three switching rules to stabilize hyperbolic systems of conservation laws of the form (1)-(2)-(3) have been derived. These switching rules correspond to an output feedback law. The analysis of global exponential convergence is based on Lyapunov technique. This method has been adapted to the design problem of a stabilizing switching rule. The three switched controllers gave different performances which have been discussed and compared by some numerical simulations, especially with a network of open-channels governed by the Saint-Venant equations.

The first switching rule is based on an argmin computation. It allows to maximize the decay rate of the Lyapunov function at any time. In order to decrease the number of switches in a time interval, a hysteresis strategy to this rule was added. It means that the system stays in the current mode, as long as the Lyapunov function decreases. In order to reduce again the number of switches a low-pass filter was added to the former rule. We have proved the well-posedness with the argmin with hysteresis strategy and with the argmin,
hysteresis and filter strategy. A sufficient condition on the matrices $G_i$, $\bar{X}$ and $\bar{A}$ has been derived to get the global exponential convergence of the system with these three switching rules. With mild modifications on the former sufficient condition, and on the argmin with hysteresis and argmin, hysteresis and filter, it has been proved that the system is exponentially convergent in presence of measurement noise with these switching rules.
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