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Thanks to their compactness and unique properties, laser-wakefield accelerators are currently considered
for several innovative applications. However, many of these applications—and especially those that require
beam transport—are hindered by the large divergence of laser-accelerated beams. Here we propose a
collimating concept that relies on the strong radial electric field of the laser-wakefield to reduce this
divergence. This concept utilizes an additional gas jet, placed after the laser-wakefield accelerator. When
the laser pulse propagates through this additional gas jet, it drives a wakefield which can refocus the trailing
electron bunch. Particle-in-cell simulations demonstrate that this approach can reduce the divergence by at
least a factor of 3 for realistic electron bunches.

DOI: 10.1103/PhysRevSTAB.17.121301 PACS numbers: 52.38.Kd, 52.65.Rr, 41.75.Jv

I. INTRODUCTION

Laser-wakefield accelerators (LWFA) can generate
electron beams with hundreds of MeV over only a few
millimeters [1–3]. Therefore, they have been considered for
many applications, including compact colliders (using
staged LWFA) [4], as well as compact synchrotron sources
and free-electron lasers [5–8]. Yet, the feasibility of these
two applications partly relies on the ability to focus the
electron beam in the device. For instance, in the context of
multi-stage LWFA, if the electron beam is not matched to
the focusing fields in each stage, its emittance will quickly
deteriorate [9]. Since the beam diverges at the end of each
stage, it should be refocused before entering the next stage.
Similarly, when combining a LWFA and an undulator to
produce synchrotron radiation, it is important to collimate
the electron bunch in order to obtain an intense photon flux
[5]. This is even more crucial for a free-electron laser (FEL)
[6], for which a low divergence and high charge density is
critical to the FEL process itself.
In this context, it was suggested that the bunch could

be collimated by an adiabatic matching section, at the end
of the accelerator [10,11]. However, this solution may be
difficult to implement as it requires a long, well-controlled
density gradient at the accelerator end, and could be very
sensitive to laser depletion and diffraction [10].
Alternatively, the electrons can be focused by quadru-

pole lenses. Yet, because of their relatively low field
gradients, quadrupole lenses typically have to be placed
several decimeters behind the accelerator [5]. This raises

several issues for laser-accelerated electron bunches.
For example, due to the relatively high divergence and
energy spread of these bunches, the duration and normal-
ized emittance can strongly increase in the drift length
[12–14]. Moreover, in the context of a multi-stage LWFA,
the inter-stage transport lines would be considerably longer
than the accelerating stages themselves [4], thereby leading
to a substantial overall length for the collider. A compact
focusing device is thus highly desirable.
A plasma lens [15], which could typically be placed only

millimeters behind a LWFA, could be this compact alter-
native. In a plasma lens, the bunch travels into a gas jet,
where it can ionize and radially expel the gas electrons–
thereby surrounding itself with a focusing ion cavity. This
effect was studied theoretically [15–18] and experimentally
[19–24], in the context of conventional accelerators.
However, in a plasma lens, there is always a finite length
at the bunch head over which the focusing is very
nonuniform [18,21,24] (this effect typically gives rise to
head erosion). This is a major drawback for the short LWFA
bunches, because this finite length can be comparable to the
length of the bunch itself [25].
In this article, we propose an alternative focusing scheme,

the laser-plasma lens, which is compact but avoids the
drawbacks of plasma lenses. It can be used to refocus the
beam (e.g., in a multistage accelerator) or to collimate it (e.g.,
before sending it into a wiggler or into quadrupole lenses).
For definitiveness, we will concentrate here on the collimat-
ing case, but a refocusing configuration can be obtained by
changing the lens parameters.

II. SINGLE-PULSE LASER-PLASMA LENS

The idea of the proposed laser-plasma lens is to place a
low-density gas jet after the one in which laser-wakefield
acceleration took place. The two jets are separated by a
millimeter-scale drift space, in which both the laser and the
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electron bunch naturally diverge. When entering the second
gas jet, the laser drives a wakefield, in which the trailing
electron bunch can be focused and collimated.
First, we notice that, because the laser diverges in the drift

space (the typical Rayleigh length is ZR ∼ 200 μm), a0 is
low in the second jet, and the wakefield is close to the linear
regime. Considering a Gaussian pulse and neglecting beam-
loading effects, the equation of transverse motion for an
electron in this jet is (see Appendix A for a demonstration):

dpx

dt
¼ −

ηmec2a0ðzÞ2
wðzÞ2 sinðkpdÞxe−2ðx2þy2Þ=wðzÞ2 ; ð1Þ

where z is the propagation coordinate, x and y the transverse
coordinates, wðzÞ the laser waist, d the distance between the
electron and the center of the laser pulse, n2 and kp ¼ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4πren2

p
are the density and plasma wave vector of the

second jet. By definition, η≡ ffiffiffiffiffiffi
2π

p ðkpσzÞe−k2pσ2z=2 with σz
the RMS length of the laser pulse. To be collimated, the
electron must be in a focusing phase of the wakefield
(kpd < π), which imposes an upper bound on the density
of the second jet: n2 < π=ð4red2Þ.
Equation (1) can be integrated under a few approxima-

tions. First, we assume that the density is step-like:

nðzÞ ¼

8>><
>>:

n1 for z < 0 ðFirst jetÞ
0 for 0 < z < Ld ðDrift spaceÞ
n2 for Ld < z < Ld þ L2 ðSecond jetÞ

ð2Þ

with Ld the drift length and L2 the length of the second jet.
Since typically ZR ≪ Ld, we assume wðzÞ ≈ wð0Þ × z=ZR
and a0ðzÞ ≈ a0ð0Þ × ZR=z in the second jet. We further
neglect the variation of the electrons’ γ factor in the second
jet (due to the low a0 in this jet), and assume that
xðzÞ; yðzÞ ≪ wðzÞ. Equation (1) then leads to

d2x
dz2

¼ −
k2focZ

2
R

z4
x with k2foc ¼

ηa0ð0Þ2
γwð0Þ2 sinðkpdÞ: ð3Þ

Let us consider an electron that exits the first jet with a
transverse position x0 and propagation angle θ0, and freely
propagates in the drift space. By integrating Eq. (3), its
propagation angle θx ¼ dx=dz is found to be

θx ¼ χθ0

�
cos

�
kfocZ2

R

Ld
−
kfocZ2

R

z
þ φ

�

−
kfocZ2

R

z
sin

�
kfocZ2

R

Ld
−
kfocZ2

R

z
þ φ

��
ð4Þ

where φ ¼ arg ½1þ x0=ðθ0LdÞ þ ix0=ðkfocZ2
Rθ0Þ� and χ ¼

j1þ x0=ðθ0LdÞ þ ix0=ðkfocZ2
Rθ0Þj. This expression is rep-

resented in Fig. 1 for arbitrary values of x0 and θ0.

Ideally, for collimation, the second jet should end exactly
at a z for which the electron exits with a zero angle i.e.,
θxðLd þ L2Þ ¼ 0. According to Eq. (4), this happens when
kfocZ2

R
LdþL2

tan ðkfocZ2
R

Ld
− kfocZ2

R
LdþL2

þ φÞ ¼ 1. However, in practice,
this relation cannot be satisfied simultaneously by all
electrons, since kfoc depends on γ and since φ depends
on x0 and θ0. Yet, in a typical LWFA, φ ≪ 1 for most
electrons and a good compromise is

hkfociZ2
R

Ld þ L2

tan

�hkfociZ2
R

Ld
−
hkfociZ2

R

Ld þ L2

�
¼ 1; ð5Þ

where the brackets denote an average over the energy
distribution of the bunch. Equation (5) demonstrates that
the density n2 (which controls the value of η and thus of
kfoc) and the length L2 of the second jet have to be tuned in
relation with the drift length Ld, for optimal collimation.
Experimentally, these parameters may not be known
precisely, but the tuning can still be done by observing
the evolution of the final divergence as one of the
parameters (e.g., n2) is varied. This tuning procedure
can also compensate the impact of finite density gradients
or of a non-Gaussian laser pulse, which were not consid-
ered in the above calculations. [Notice that our scheme is
still valid for non-Gaussian pulses, provided that these
pulses induce a focusing wakefield force proportional to x
close to the axis, as is the case in Eq. (3). In practice, this is
true for most realistic laser profiles after a few Rayleigh
length.]
Obviously, even if Eq. (5) is satisfied and even if the

bunch is monoenergetic, it will still have a finite RMS
divergence due to its finite emittance. Assuming that the
emittance ϵx ≡

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
hx2ihp2

xi − hxpxi2
p

=mec is conserved, its
value imposes a lower bound on the final divergence:ffiffiffiffiffiffiffiffiffi
hθ2xi

p
≥ ϵx=γ

ffiffiffiffiffiffiffiffi
hx2i

p
—which is reached when the bunch is

optimally collimated. Incidentally, this last inequality
shows that the drift space is key to the collimating scheme,
since it allows hx2i to increase and thus reduces the lower
bound on

ffiffiffiffiffiffiffiffiffi
hθ2xi

p
.

FIG. 1. Evolution of the propagation angle of individual
electrons, as predicted by Eq. (4) for several (x0, θ0), and for
γ ¼ 400, ZR ¼ 180 μm, a0ð0Þ ¼ 5, wð0Þ ¼ 6.7 μm, and η ¼ 1.
In the drift space (z < Ld), Eq. (4) does not apply, and instead θx
remains constant.
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Three other effects can further increase the final RMS
divergence. These aberrations induce a varying kfoc across
the bunch, which can prevent the electrons from simulta-
neously reaching θx ¼ 0. The first aberration is caused by
the energy spread, and leads to a spread in kfoc through
its relation with γ in Eq. (3). The second aberration is the
high-radius nonlinearity of the focusing fields [which was
neglected in Eq. (3) and Eq. (4)]. Due to the factor
expð−2ðx2 þ y2Þ=w2Þ in Eq. (1), the electrons that are
far from the axis experience a weaker focusing field, and
thus have a lower effective kfoc. Finally, the third aberration
is transverse beamloading. If the bunch has a high charge,
it can drive a high-amplitude plasma wakefield within
the linear laser wakefield [26,27]. In this case, the tail of
the bunch experiences the focusing force of this plasma
wakefield in addition to that of the laser wakefield,
and thus has a higher effective kfoc than the head of the
bunch [25].
Particle-in-cell (PIC) simulations were run to confirm

these results. We used the quasicylindrical code CALDER

CIRC [28], with a resolution Δz ¼ 0.016 μm, Δr ¼
0.1 μm, Δt ¼ 0.96Δz, two azimuthal modes and 20 macro-
particles per cell. An extended-stencil Maxwell solver
similar to that of [29] was used, so as to limit the spurious
growth of emittance due to numerical Cherenkov. Finally,
we used a third-order interpolation in time when calculating
the B field for the Boris pusher, so as to ensure proper
compensation of the E and v × B terms in the Lorentz force
(see appendix B for more information on this point).
The double-jet density profile used in the simulation is

shown in Fig. 2. A 0.7 J, 30 fs (FWHM) laser pulse is
focused into the first gas jet, and then further self-focuses
and compresses to a0 ¼ 5, w0 ¼ 6 μm, before diverging in
the drift space with ZR ¼ 150 μm. A 70 pC, 1 fs (RMS)

bunch is self-injected and accelerated up to γ ¼ 450 with a
10% energy spread. With these values, the criterion (5) for
optimal collimation is approximately satisfied. The evolu-
tion of the RMS divergence of the bunch is represented in
Fig. 2. Its value oscillates in the first jet (due to the betatron
oscillations), remains constant in the drift space, and
decreases in the second jet. Overall, the laser-plasma lens
reduces the divergence by roughly a factor of 3. Further
analysis revealed that the emittance did not grow signifi-
cantly in the drift space (which is too short for the effects
described in [12–14] to be important) but became twice
larger after the second jet. This analysis also showed that
this increase was due to the above-mentioned beamloading
effect. Consistently, an additional simulation featuring a
lower charge (1 pC) showed no substantial increase in
emittance. Finally, the simulations confirmed that the
energy of the bunch was not significantly modified in
the second jet.
Although the simulations show that the laser-plasma lens

concept is well suited for beams with γ ∼ 400 (i.e.,
E ∼ 200 MeV), we notice that it may not be as efficient
for much higher energies. This is because the linear
wakefield driven by the diffracting laser pulse may be
two low to deflect and collimate high-energy beams. In
fact, it can be shown that, if γ > 0.6a0ð0Þ2Z4

R=L
2
dwð0Þ2,

then no value of n2 and L2 can satisfy the criterion (5) for
optimal collimation (see Appendix C for a demonstration).

III. DOUBLE-PULSE LASER-PLASMA LENS

To avoid this, we propose an alternative setup for the
laser-plasma lens, which is better adapted to high energies.
The principle is to focus a second laser pulse into the
second gas jet, in order to create a fully evacuated bubble.
This second pulse copropagates with the first pulse, but
precedes it by a few tens of femtoseconds. As can be seen in
Fig. 3, the second pulse can drive a bubble, whereas the first
pulse alone can only drive a weak, linear wakefield.

FIG. 2. Upper panel: density profile (blue), laser waist (red),
and trajectories of a few injected electrons (black) in the PIC
simulation. Lower panel: RMS divergence of the bunch in the x
and y directions. (The laser is polarized along x.)

FIG. 3. Aspect of the wakefield in the second jet, during a PIC
simulation with (left panel) and without (right panel) a second
laser pulse. The electron density and the laser intensity are
represented in blue and red respectively. The dark blue spot
represents the electron bunch.
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Inside the bubble, the radial force is Fr ¼ −mec2k2pr=2
[30]. This force is much stronger than that of the linear
wakefield, and can therefore collimate high-energy elec-
trons. Moreover, the above expression of Fr is always linear
in r and constant along the bunch—even for high-charge
bunches [31]. (This is because the bunch cannot drive its
own wakefield inside the fully evacuated bubble, as can be
seen in Fig. 3.) Therefore, another advantage is the absence
of high-radius and beamloading aberrations with this setup.
With the above expression ofFr, and the density profile of

Eq. (2), the equation ofmotion in the second jet isd2x=dz2 ¼
−k2βx where kβ ¼ kp=

ffiffiffiffiffi
2γ

p
is the betatron wave vector.

The corresponding solution for an individual electron is
θx ¼ θ0 cos½kβðz − LdÞ� − kβðx0 þ θ0LdÞ sin½kβðz − LdÞ�.
Ideally, the electron should have a zero angle at the end of
the second jet, but again, due to the finite energy spread and
emittance of the bunch, this relation cannot be satisfied
simultaneously by all the electrons. Thus, a reasonable
compromise consists in satisfying

hkβiLd tanðhkβiL2Þ ¼ 1 ð6Þ

since, in realistic conditions, x0 ≪ θ0Ld for most electrons.
With typical parameters (n2 ∼ 1018 cm−3, γ ∼ 103,
Ld ∼ 500 μm), the above relation imposes to use a very thin
jet (L2 ∼ 100 μm). In practice, such a gas jet is difficult
to producewith a standard nozzle, but could be obtainedwith
a free-flowing capillary [32].
To confirm this analysis, we ran a corresponding PIC

simulation. The resolution was Δz ¼ 0.03 μm, Δr ¼
0.2 μm, Δt ¼ 0.96Δz, and this simulation was run with
a 1.6 J driving laser pulse and a longer first gas jet, so as to
accelerate higher energy electrons. An additional copro-
pagating 1.0 J laser pulse was focused into the second jet,
which had a length L2 ≃ 100 μm.
Figure 4 displays the density profile along with the waist

of each pulse. The first pulse (red solid line) self-focuses in
the first jet and triggers self-injection. Conversely, the
second pulse (orange dashed line) self-focuses only at
the end of the first jet. Thus it reaches the second jet with a
low waist, and therefore drives a fully evacuated bubble.
After the first jet, the energy distribution of the electron

bunch is wide, and here we consider only its high-energy
part (consisting of a ∼50 pC peak around γ ¼ 900 with
16% energy spread). The trajectories of the corresponding
electrons and their RMS divergence are shown in Fig. 4.
This divergence progressively decreases in the first jet (due
to the adiabatic acceleration of the beam [33]), and sharply
drops in the second jet. Here again, the second jet reduces
the divergence by a rough factor of 3. In addition, the
emittance and the mean energy of the peak were observed
to remain roughly unchanged as the bunch went through
the second jet.
Notice that the two-pulse laser-plasma lens could in

principle also collimate multi-GeV bunches. For a 10 GeV

beam for instance, the criterion (6) is satisfied with, e.g.,
n2 ¼ 3 × 1018 cm−3, L2 ¼ 400 μm, and Ld ¼ 800 μm—
which are reasonable, realistic values indeed.

IV. CONCLUSION

In conclusion, we proposed two experimental schemes,
which can both efficiently collimate LWFA electrons.
The first scheme uses one laser pulse, is relatively easy
to implement experimentally, and is well suited for elec-
trons around 200 MeV. The second scheme uses two laser
pulses, and can collimate electrons with energies from
∼500 MeV to ∼10 GeV. PIC simulations showed that both
schemes can realistically divide the final divergence by 3;
larger reductions could be possible, using a longer drift
length. The obtained low-divergence bunches could then be
used directly (e.g., in synchrotron sources) or sent into
quadrupole lenses for further collimation. In the latter case,
the initial collimation by the laser-plasma lens would
drastically reduce the subsequent emittance increase and
bunch lengthening that occurs in the drift space of the
quadrupole lens [12–14].
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APPENDIX A: DERIVATION OF THE EQUATION
OF TRANSVERSE MOTION EQ. (1)

In this appendix, let us rederive the equation of trans-
verse motion for a relativistic electron that experiences the
laser-wakefield in the second jet [Eq. (1)]. In its general
form, the equation of motion for a relativistic electron
propagating along the z axis (i.e., v≃ cez) reads

FIG. 4. Upper panel: density profile (blue), waists of the first
(red, solid) and second (orange, dashed) laser pulse, and
trajectories of a few injected electrons (black) in the PIC
simulation. Lower panel: divergence of the bunch.

LEHE et al. Phys. Rev. ST Accel. Beams 17, 121301 (2014)

121301-4



dp
dt

¼ −eðEþ v × BÞ≃ −eðEþ cez × BÞ:

In our case, the fields E and B are the fields generated in
the wake of the laser pulse, as it propagates in the second
jet. This pulse is considered here to be Gaussian:

aðr; tÞ ¼ a0e
−x2þy2

w2
−ðz−ctÞ2

4σ2z cos½k0ðz − ctÞ�ex

with a0 ≪ 1 (linear regime). In this case, it can be shown
[34,35] that the electric and magnetic field in the wakefield
are, respectively, of order a20 and a40, and thus that the term
cez × B is negligible compared to E. Moreover, the electric
field in the wake of the laser pulse is given by [35]:

E ¼ −
mec2ωp

e

Z
t

−∞
dt0 sin½ωpðt − t0Þ�∇haðr; t

0Þ2i
2

where the brackets denote an average over the fast laser
oscillations.
Thus, when projected along the transverse x direction,

the equation of motion reads:

dpx

dt
¼ mec2ωp

Z
t

−∞
dt0 sin½ωpðt − t0Þ� ∂xhaðr; t0Þ2i

2

¼ −
mec2ωpa20x

w2

Z
t

−∞
dt0 sin½ωpðt − t0Þ�e−

2ðx2þy2Þ
w2

−ðz−ct0Þ2
2σ2z :

Carrying out the integration under the assumption that the
electron considered is behind the laser pulse (i.e.,
ct − zð≡dÞ ≫ σz) leads to

dpx

dt
¼ −

mec2ωpa20x

w2

ffiffiffiffiffiffi
2π

p
σz

c
sinðkpdÞe−

2ðx2þy2Þ
w2

−k2pσ2z=2

¼ −
ηmec2a20

w2
xe−

2ðx2þy2Þ
w2

with η≡ ffiffiffiffiffiffi
2π

p ðkpσzÞe−k2pσ2z=2.

APPENDIX B: COMPENSATION OF THE
ELECTRIC AND MAGNETIC FORCE
TERMS IN THE PIC SIMULATIONS

In standard PIC simulations of the laser-plasma lens, we
observed a strong interaction between the back of the laser
pulse and the bunch, which resulted in a progressive growth
of divergence throughout the simulation. This effect could
have been a major problem for the laser-plasma lens
concept if it was indeed physical, but we found that it
was in fact of numerical origin. This section describes this
artifact, explains its origin, and shows how we corrected it
by a better time interpolation of the B field.

1. Observation of a spurious laser-induced
transverse force

In order to illustrate the above-mentioned interaction
between the laser and the electron bunch, let us consider
the simulation results of Fig. 5. This figure shows the
double-jet density profile (blue curve), along with the
evolution of the transverse position (upper panels) and
transverse momentum (lower panels) of the accelerated
electrons in the x and y directions. Note that, in this
simulation, the laser pulse was linearly polarized along
the x direction. (This simulation was run with CALDER

CIRC and an extended-stencil, Cherenkov-free Maxwell
solver, with two azimuthal modes and with Δz ¼
0.03 μm, Δr ¼ 0.2 μm and cΔt ¼ 0.96Δz.) In the drift
space, in Fig. 5, the y component of the momenta (py)
appears to remain roughly constant, but the x component
(px) varies considerably. As can be seen in the lower left
panel, this unexpected variation of px prevents the electrons
from being properly collimated by the second jet, and results
in a large final RMS divergence. Thus, this variation
represents a major hurdle for the laser-plasma lens concept.
The fact that px varies while py remains constant

suggests that the observed variations are due to the
Lorentz force of the linearly-polarized laser. This is con-
firmed by Fig. 6, which shows that the electrons are indeed
located in a zone where the laser field is relatively
important. (The left panel of this figure even shows that
the bunch is modulated at the laser wavelength.) In
principle, the Lorentz force of the laser pulse can indeed
accelerate the electrons transversely and cause their

FIG. 5. Results of a standard PIC simulation for the laser-
plasma lens. Upper panels: Density profile of the two jets (blue
curves) and evolution of the transverse coordinates x (left panel)
and y (right panel) for some of the accelerated electrons (black
lines). (In the simulation the laser is polarized along x.) Lower
panels: Evolution of the transverse momenta px (left panel) and
py (right panel) for the same electrons. For more clarity, the
trajectory of one of these electrons has been singled out and
colored in red.
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momentum to vary along the direction of polarization.
However, the amplitude of these variations in the lower left
panel of Fig. 6 are strikingly high.
In order to determine whether these variations are of

physical or numerical origin, let us estimate the variation of
px that the electrons should physically experience. For
an individual electron, the equation of motion in the
x direction is (in SI units):

dpx

dt
¼ −eðEx − vzBy þ vyBzÞ:

Since the laser propagates along the z axis and since the
back of the bubble propagates nearly in vacuum (i.e., in
the blown-out ion cavity), its fields satisfy Bz ¼ 0 and
By ¼ Ex=c. This yields:

dpx

dt
¼ −eExð1 − βzÞ ∼ −

eEx

2γ2

where βz ¼ vz=c and where 1 − βz was evaluated by
assuming that the electrons propagate essentially along
the z axis. This shows that, for relativistic electrons, the
Lorentz force of the laser is proportional to 1=2γ2, which
can be very low, since in this simulation γ ∼ 300. Using
these estimations, it is possible to evaluate the total physical
variation of px across the drift space. Since the electric
field at the position of the electrons is of the order

jExj ∼ 0.5mcω0=e (see Fig. 6) and since the drift length
is of the order Ld ∼ 500 μm, the corresponding variation of
px evaluates as:

jΔpxj ∼
ejExj
2γ2

Ld

c
∼ 10−2mc:

This value is 500 times lower than the typical variation
observed in the simulation: jΔpxj ∼ 5mc (see the lower left
panel of Fig. 5). This implies that, because of a numerical
artifact, the Lorentz force felt by the electrons in the
simulation is unphysically high. Importantly, this unphys-
ical force was observed both with the Cherenkov-free
Maxwell solver and the standard Yee solver [36].

2. A hypothetical origin for the spurious force

In the above physical calculation, the terms Ex and vzBy

compensate each other almost entirely (Ex − vzBy is of the
order of 10−5Ex). In practice, this implies that Ex and vzBy

should be calculated with a precision of more than 10−5 in
the simulation, in order to properly capture this compen-
sation. Although this required precision is coarser than
machine precision, the intrinsic discretization of the equa-
tions in a PIC code can still introduce errors of this order of
magnitude.
For instance, Vay [37] showed that, assuming that B is

accurately calculated in PIC codes (i.e., in our case that By
equals Ex=c with a very good precision), the discretization
error on v can lead to an important error on the final force
Eþ v × B. (This error can be corrected for instance by
using the Vay pusher [37], instead of the standard Boris
pusher [38].) However, in the case of the simulation of
Fig. 5, this error was estimated analytically and found to be
negligible.
Since the observed spurious force is not due to the

discretization error on v, it is likely to be due to the
calculation of B, i.e., to the fact that By does not equal Ex=c
with enough precision in the simulation. Here it is
important to note that, in the standard Yee algorithm, the
relation By ¼ Ex=c is satisfied exactly on the grid [39] for a
sinusoidal wave propagating along z. However, when
computing the Lorentz force Ex − vzBy on the particles,
the fields Ex and By are interpolated from the grid to the
macroparticles. In particular, the magnetic field By needs
to be interpolated in time, since By is defined at half time
steps in the Yee lattice, whereas the Lorentz force
Ex − vzBy is calculated at integer time steps. In the standard
PIC algorithm, this interpolation in time is performed by a
simple time average, i.e., the field Bn

y at integer time step

nΔt is computed through Bn
y ¼ ðBnþ1=2

y þ Bn−1=2
y Þ=2. As

shown in Fig. 7, this method of interpolation typically
introduces an error in the calculation of Bn

y , and thus
Bn
y does not equal En

x=c when interpolated on the
macroparticles.

FIG. 6. Top panel: Snapshot of the simulation at z ¼ 550 μm
(i.e., inside the drift space), showing the laser pulse (red and blue)
and the trailing electron bunch (black dots). Bottom panel: Zoom
on the electron bunch. (Notice that the electric field Ex has also
been rescaled.)
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This error can be directly evaluated through a
Taylor expansion. Assuming that the fields En

x and
Bnþ1=2
y are of the form En

x ¼ E0 cos½ω0nΔt�, Bnþ1=2
y ¼

E0

c cos½ω0ðnþ 1
2
ÞΔt�, the interpolated field at integer time

step Bn
y is of the form:

Bn
y ¼

Bnþ1=2
y þ Bn−1=2

y

2

¼ E0

c
cos½ω0nΔt� ×

�
1 −

ðω0ΔtÞ2
8

�
þOðΔt3Þ

where ω0 is the laser frequency. Thus Bn
y is only second-

order accurate in Δt. In the simulation, the corresponding
computed force on the electrons is

Fn
x ¼ −eðEn

x − vzBn
yÞ

¼ −eE0

�
ð1 − βzÞ − βz

ðω0ΔtÞ2
8

�
cosðω0nΔtÞ:

Here the first term is physical, but the second term (which is
typically much greater than the first one) is of numerical
origin and can explain the spuriously high force along x
in Fig. 5.

3. Confirmation of the origin of the spurious force, and
correction by a better interpolation of the B field

In order to decrease this spurious force, we implemented
a third-order accurate interpolation method in our PIC
code, instead of the standard second-order accurate
method. As shown in Fig. 8, this method uses the values
Bn−3=2
y , Bn−1=2

y and Bnþ1=2
y in order to compute Bn

y . The
exact expression of the interpolated field is

Bn
y ¼

3

8
Bnþ1=2
y þ 3

4
Bn−1=2
y −

1

8
Bn−3=2
y

where the weighting coefficients of this sum have been
chosen so as to have third-order accuracy. By carrying out
a Taylor expansion of the above equation (with Bnþm=2

y ¼
E0

c cos½ω0ðnþ m
2
ÞΔt�), it can indeed be shown that:

Bn
y ¼

E0

c
cos½ω0nΔt� þ

E0

c
ðω0ΔtÞ3

16
sin½ω0nΔt� þOðΔt4Þ:

The simulation corresponding to Fig. 5 was rerun with
this third-order interpolation method. The results of this
simulation and those of Fig. 5 are compared in Fig. 9 and
Fig. 10. The bunch still experiences the fields of the back of
the laser with the third-order method (see the bottom panel
of Fig. 10), but the variations of px in the drift space are
almost negligible (see the lower right panel of Fig. 9).
Notice that the proposed third-order interpolation method

FIG. 8. Schematic representation of the third-order accurate
interpolation method. This method is more accurate than the
standard second-order accurate interpolation method, and thus
the interpolated field lies closer to the sinusoid than in Fig. 7.

FIG. 9. Comparison of the simulation results with second-order
accurate interpolation (top panels) and with third-order accurate
interpolation (lower panels). The plots show the evolution of the
transverse momenta px (left panels) and py (right panels) of the
accelerated electrons throughout the simulation.

FIG. 7. Schematic evolution of the Ex and By fields for a
sinusoidal wave, in a PIC simulation. On the Yee lattice, the

discrete fields En
x=c (red dots) and B

nþ1
2

y (blue dots) lie exactly on
the same sinusoid. However, when interpolating the By field to an
integer time (dashed red line), the interpolated field Bn

y is not on
the sinusoid (green dot), and thus the Ex and By fields do not
cancel exactly when computing the Lorentz force.
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does not attempt to explicitly reduce the Lorentz force of
the laser, but only to compute the B field with more
precision. Therefore, the results of Fig. 9 confirm that the
variations of px observed in Fig. 5 were unphysical, and
that they appeared as a consequence of an inaccurate
interpolation of the B field in time, which lead to a lack
compensation of the E and v × B terms in the Lorentz
force.
In addition, the lower right panel of Fig. 9 shows that the

laser-plasma lens can now properly collimate the electrons
in the x direction. This implies that the impact of the laser
field on the electron bunch is in reality too weak to
represent a serious hurdle for the laser-plasma lens concept.
In accordance with this and with the above analysis, the
proposed third-order interpolation method was systemati-
cally used in the simulations described in the article.

APPENDIX C: DERIVATION OF THE MAXIMAL
ENERGY IN THE SINGLE-PULSE SCHEME

Let us demonstrate here that, if:

γ >
4

π

ffiffiffiffiffi
2

πe

r
a0ð0Þ2Z4

R

L2
dwð0Þ2

≈ 0.6
a0ð0Þ2Z4

R

L2
dwð0Þ2

ðC1Þ

then no value of n2 and L2 can satisfy the criterion (5) for
optimal collimation.

We start by noticing that, whatever the value of n2 (and
thus of kp), one has:

sinðkpdÞ ≤ 1 and ðkpσzÞe−k2pσ2z=2 ≤ e−1=2:

In this case, from its definition in Eq. (3), kfoc satisfies

k2foc <

ffiffiffiffiffiffi
2π

e

r
a0ð0Þ2
γwð0Þ2

and thus, if γ satisfies Eq. (C1), then:

k2foc <
π2

4

L2
d

Z4
R

i:e:
kfocZ2

R

Ld
<

π

2
:

Let us now consider the function fðL2Þ ¼
kfocZ2

R
LdþL2

tan ðkfocZ2
R

Ld
− kfocZ2

R
LdþL2

Þ, and let us show that its maximum
is lower than 1—i.e., that no value of L2 can satisfy the
criterion (5) which can be written fðL2Þ ¼ 1.
When L2 varies from 0 to∞, the argument of the tangent

function varies from 0 to kfocZ2
R=Ld. Because kfocZ2

R=Ld <
π=2 (as shown above), the function f is continuous, and its
maximum is reached when its derivative is zero, i.e., (after
some algebra) for L2;max such that:

kfocZ2
R

Ld þ L2;max
¼ t

1þ t2

where t≡ tan ðkfocZ2
R

Ld
− kfocZ2

R
LdþL2;max

Þ. Replacing this equation in

the expression of f, one has

maxðfÞ ¼ fðL2;maxÞ ¼
t2

1þ t2
< 1:

This thus shows that, if Eq. (C1) is satisfied, no value of
n2 and L2 can satisfy the criterion (5)—since, as mentioned
before, this criterion can be written as fðL2Þ ¼ 1.
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