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Abstract: Nowadays several commercial off-the-shelf products for the use of multichannel audio data transmission over Ethernet are available. For certain applications these products have either technical limitations and/or they are too expensive. Therefore a highly flexible and cost efficient FPGA based data acquisition system has been developed. With this system it is possible to transmit 64 channels of sensor data at a resolution of 24 bits and an adjustable sampling frequency up to 192 kHz. To fulfill all of the technical requirements, the analog frontend was designed to support the IEPE standard. In this manner it is possible to drive a wide range of different sensor types, e.g. accelerometers, pressure sensors, force sensors, and microphones. Furthermore a small-sized microphone pre-amplifier for the operation of an omnidirectional back electret condenser microphone was designed and crafted. With the aid of these miniature microphone modules different array geometries can be realized.
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1. INTRODUCTION

In recent years research and industries have shown growing interest in directional microphone arrays for speech communication systems (e.g. acoustic source localization and separation, speech enhancement and dereverberation) as well as for the measurement and analysis of three-dimensional sound fields (e.g. planar microphone arrays for near-field acoustic holography and spherical microphone arrays for room acoustic sensing). Typical array configurations consist of a few dozen to perhaps hundreds of microphones. Unfortunately, the per-channel cost and complexity of these systems (i.e. microphones, pre-amplifiers and signal conditioners, data acquisition, multichannel audio streaming) limits their use in many applications.

In addition, the high channel count and the often-required long cable runs limit the use of traditional analog audio transmission technologies. Therefore, practical and cost-effective digital audio distribution and management solutions over Ethernet are required, which allow for the transmission of synchronous uncompressed multichannel audio data with lowest latency. To provide the highest possible flexibility, a typical solution should distribute audio over standard CAT5 UTP LAN cables and 1000Base-T switching hubs while remaining fully IEEE 802.3ab compliant. There are multiple Audio over Ethernet technologies available on the market today, e.g. CobraNet (Cirrus Logic), Dante (Audinate), Ethersound (Digigram), SuperMAC / HyperMAC (Klark Teknik), which are often used for audio and broadcast engineering applications.

In many practical array applications the small spacing between microphones requires a sufficiently high sampling rate to prevent time-scaling artifacts; research projects related to this article typically require audio sampling rates up to 192 kHz. To the best of the authors’ knowledge only Dante and SuperMAC / HyperMAC provide sampling rates higher than 96 kHz but with a relatively small channel count. Brüel & Kjaer’s LAN-XI system is a distributed network data acquisition hardware solution for measurement applications with a maximum sampling rate of 262 kHz and a high channel count. However, the high hardware and software purchase costs
of the above mentioned systems required the development of a solution that fits the requirements of the envisaged research projects but benefits from significant cost savings. In the following, this project will be referred to as “micarray”.

The “micarray” project aims at developing a modular and cost efficient data acquisition system that supports the IEPE (Integrated Electronics Piezo Electric) [1] standard for piezoelectric transducers. Many manufacturers offer a wide range of IEPE compatible sensors, such as microphones, accelerometers, stress sensors, and transducers for specific applications. The choice of the IEPE standard thus one allows to implement multimodal sensor systems.

Pollow et al. have recently presented a comparable system [2] for the streaming of audio data over Ethernet. The main difference to micarray is that this system doesn’t support the IEPE standard. The NIST Mark-III microphone array [3] is an open-hardware platform for speech signal processing, which only provides relatively low sampling rates; thus it was not suitable for our applications.

2. HARDWARE DEVELOPMENTS

Different microphone arrays for the recording and analysis of sound fields have been recently released to the market. However, none of the available arrays could fulfill all of the technical requirements of our projects. For this reason, IRCAM and JOANNEUM RESEARCH co-developed a digital hardware platform for capturing the data of a large number of microphones with excellent audio quality. Audio is captured by high quality analog-to-digital converters (ADCs), processed by a FPGA unit and transmitted over Gigabit Ethernet. The FPGA unit and transmission protocol was developed by our industrial research partner xFace.

Specifications of the developed platform:
- 64 input channels
- 24-Bit PCM audio signal resolution
- Adjustable sampling frequency up to 192 kHz
- Latency from ADC to Ethernet < 1ms
- Xilinx Spartan-6 based FPGA
- I²S interface and power supply via FFC cables to FPGA board
- Network interface, 1000Base-T, with RJ45 connector
- UDP based data streaming protocol (xFaceStream®)
- UDP and ARP protocols for configuration and status requests

Figure 1 depicts the main functional units of the spherical microphone array. In order to reduce the complexity of the design and to provide a maximum flexibility at the same time the main functional units are separated on different printed circuit boards (PCBs) and are fully encapsulated and self contained.

Fig.1. Microphone signal conditioning and general processing structure for streaming the microphone array audio signals over IP

One of the main objectives of the circuit design is to reduce the total harmonic distortions (THD) and to improve the signal-to-noise ratio (SNR). To reduce electromagnetic interferences PCBs were made in four layers and only surface-mounted devices (SMD) were used. In four-layer boards the ground plane is routed underneath the power plane and both are close to the signal planes, thus reducing radio-frequency noise. Microphones are in general high impedance and thus cause strong electromagnetic inductions in combination with long conductor runs. Surface-mount technology allows for closer component placement due to the reduced physical dimensions of SMDs; the small traces help to eliminate electromagnetic interferences.

2.1 Microphone pre-amplification and signal conditioning

The microphone pre-amplification stage is designed for, but not limited to, the use with Panasonic WM-61 microphones. These small general purpose back electret condenser microphones provide a high SNR, high sensitivity, and a high resistance to vibrations. The typical frequency response curve of WM-61 microphones is depicted in Figure 2.

Fig.2. Typical frequency response curve of the Panasonic WM-61 electret microphone (cf. data sheet provided by the manufacturer).
The microphone pre-amplifier board implements the well-established IEPE standard. It supports the microphone capsule with a standard operation voltage of 2 V and transforms the high-impedance output of the microphone into a low-impedance voltage signal that can be transmitted over long distances. The circuit is powered by a constant current, which is provided by the subsequent ADC board. With reference to the IEPE standard the constant current should be in the range of 2 mA to 20 mA. The lower the constant current the higher the output impedance and sensitivity to electromagnetic interferences; within this project the constant current was set to be adjustable in a range of 4 mA to 6 mA. The microphone pre-amplifier prototype with implemented IEPE standard is depicted in Figure 3.

Fig.3. Microphone pre-amplifier prototype with Panasonic WM-61 back electret condenser microphone.

The microphone pre-amplifier was designed to support a dynamic range of 30 dB (SPL) to 130 dB (SPL), which corresponds to a sound pressure dynamic range of 0.63 mPa to 63.25 Pa. With a sensitivity of 100 mV/Pa the peak output voltage calculates to a range from approx. 90 μV to 9 V and is thus compatible with the IEPE standard for a supply voltage of 24 V. Figure 4 illustrates the dynamic range of IEPE compatible sensors.

Fig.4. Dynamic range of IEPE compatible sensors [1].

2.2 Data acquisition and digitalization board

The data acquisition and digitalization board provides four constant current powered IEPE inputs, an input signal amplifier for each channel, and a low noise analog-to-digital conversion (ADC) unit. All data acquisition boards are connected via a backplane to the Xilinx Spartan-6 FPGA board, which also provides the power supply and clock signals. I²S (Integrated Interchip Sound) interface is used for connecting the digital audio devices together. I²S is an electrical serial bus interface standard that separates clock and data signals, thus resulting in very low jitter connections. In the I²S standard any device can act as the system clock master by providing the necessary clock signals; a slave will usually derive its internal clock signal from an external clock input.

The analog-to-digital converter board uses a Texas Instruments PCM4202 high performance Delta-Sigma audio ADC that supports 24-bit linear PCM output data with sampling frequencies up to 216 kHz. This integrated chip supports the I²S interface and provides an overall THD+N > -105 dB. The PCM4202 requires an external system clock from which the modulator oversampling and digital sub-system clocks are derived. As mentioned above, the system clock is provided by the FPGA via the I²S interface.

2.3 FPGA board and multichannel audio streaming over IP

The Spartan-6 FPGA board collects all digital audio signals from the data acquisition and digitalization boards and converts them to the proprietary xFaceStream® streaming protocol. Audio data is buffered and converted into UDP packets that are transmitted to the client computer via Gigabit Ethernet. xFaceStream® allows for a high throughput and low latency; each packet contains a 64-bit high precision timestamp for data synchronization. Figure 5 illustrates the FPGA board processing structure.

Fig.5. FPGA board architecture.
UDP sends data, also referred to as datagrams, to other hosts on an IP network using a simple transmission protocol without implicit handshaking, i.e. without requiring any prior communication to set up the transmission channels and data paths. It is well suited to real-time streaming applications but provides an unreliable service as datagrams may for instance arrive out of order, appear duplicated or get lost. The timestamps provided by the xFaceStream® protocol allow a client-side identification of out-of-order and duplicate datagrams without loosing the real-time capability.

Table 1 summarizes the required bandwidths for different sample rates and numbers of audio channels. Using a standard 1000Base-T GBit Ethernet connection it is possible to send 64 audio channels with 24-bit PCM at 192 kHz sampling rate.

Table 1. Required bandwidth for different numbers of audio channels and sampling rates.

<table>
<thead>
<tr>
<th>Sampling Frequency [kHz]</th>
<th>Number of audio channels</th>
<th>Required Bandwidth [MBit/s]</th>
</tr>
</thead>
<tbody>
<tr>
<td>48</td>
<td>32</td>
<td>51.6</td>
</tr>
<tr>
<td>96</td>
<td>32</td>
<td>64</td>
</tr>
<tr>
<td>192</td>
<td>32</td>
<td>64</td>
</tr>
<tr>
<td>192</td>
<td>64</td>
<td>412.8</td>
</tr>
</tbody>
</table>

3. CONCLUSION

In this paper a system for multichannel audio streaming over Ethernet was presented. It fits the requirements of the different research projects but benefits from significant cost savings compared to commercial network audio systems.

Implementing the IEPE standard to the analog frontend offers the possibility to drive a wide range of different sensor types such as microphones, accelerometers, stress sensors, and transducers for specific applications, thus increasing the flexibility of the presented data acquisition system.

In the future, the system will be applied to different applications with a variety of different hardware configurations, such as e.g. spherical microphone arrays for near-field holography and room acoustic analysis, multimodal sensor systems for inspection and testing, and distributed sensor networks for traffic noise analysis.
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