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LOCAL DECAY FOR THE DAMPED WAVE EQUATION IN THE ENERGY

SPACE

JULIEN ROYER

Abstract. We improve a previous result about the local energy decay for the damped wave
equation on Rd. The problem is governed by a Laplacian associated with a long range per-
turbation of the flat metric and a short range absorption index. Our purpose is to recover
the decay O(t−d+ε) in the weighted energy spaces. The proof is based on uniform resolvent
estimates, given by an improved version of the dissipative Mourre theory. In particular we
have to prove the limiting absorption principle for the powers of the resolvent with inserted
weights.

1. Introduction and statements of the results

We consider on Rd, d > 3, the damped wave equation:
{

∂2t u+ Pu+ a(x)∂tu = 0, on R+ × Rd,

(u, ∂tu)|t=0 = (u0, u1), on Rd.
(1.1)

The operator P is a Laplace-Beltrami operator (or a Laplacian in divergence form) associated
to a long-range perturbation of the usual flat metric (see (1.5) below). In particular it is a
self-adjoint and non-negative operator on some weighted space L2

w = L2(w(x) dx) where w is

bounded above and below by a positive constant (w = det(g(x))
1
2 if P = −∆g and w = 1 for

a Laplacian in divergence form). The absorption index a is smooth, takes non-negative values
and is of short range (see (1.8)). Our purpose is to improve the result of [BR14] concerning the
local energy decay for the solution of this problem.

Consider u0, u1 in the Schwartz space S, and let u be the solution of (1.1). It is straightforward
to check that if a = 0 the total energy

EP (t) :=
∥

∥

∥

√
Pu(t)

∥

∥

∥

2

L2
w

+ ‖∂tu(t)‖2L2
w

is conserved. In general we have

d

dt
EP (t) = −

∫

Rd

a(x) |∂tu(t)|2 w(x) dx 6 0.

In [BR14] we have proved that if all the bounded geodesics go through the damping region
{a > 0} (this is the so-called Geometric Control Condition, see Assumption (1.11) below), then
the energy which is not dissipated by the medium eventually escapes to infinity, as is the case
for the analogous self-adjoint problem under the usual non-trapping condition (see (1.10)).

This work came after many papers dealing with the self-adjoint case a = 0. We mention for
instance [LMP63] for the free wave equation outside some star-shaped obstacle, [MRS77] and
[Mel79] for a non-trapping obstacle, [Ral69] for the necessity of the non-trapping condition to
obtain uniform local energy decay and [Bur98] for a logarithmic decay with loss of regularity
but without any geometric assumption. All these papers deal with a self-adjoint and compactly
supported perturbation of the free wave equation on the Euclidean space. We also mention
[BH12] and [Bou11] for a long-range perturbation of the free laplacian, and [AK02, Khe03] for
the dissipative wave equation outside a compact obstacle. In [BR14] we considered the damped
wave equation for a Laplacian associated to a long-range perturbation of the flat metric. Here
we improve the result obtained in this setting.
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Let HP be the Hilbert completion of S × S for the norm

‖(u, v)‖2HP
=
∥

∥

∥

√
Pu
∥

∥

∥

2

L2
w

+ ‖v‖2L2
w
.

We consider on HP the operator

A =

(

0 I
P −ia

)

(1.2)

with domain

D(A) = {(u, v) ∈ HP : (v, Pu) ∈ HP } . (1.3)

Then u is a solution to the problem (1.1) if and only if U = (u, i∂tu) is a solution to
{

(∂t + iA)U(t) = 0,

U(0) = U0,
(1.4)

where U0 = (u0, iu1). The operator A is maximal dissipative on HP (see Proposition 3.5 in
[BR14]). This implies in particular that −iA generates a contractions semigroup, and hence
for U0 ∈ D(A) the problem (1.4) has a unique solution U : t 7→ e−itAU0 ∈ C0(R+,D(A)) ∩
C1(R∗

+,HP ). Then the first component u of U is the unique solution of (1.1).

Now we describe more precisely the operators P which we consider. We first consider the case
of a Laplace-Beltrami operator associated to a metric g(x):

P := −∆g = −
d
∑

j,k=1

|g(x)|− 1
2
∂

∂xj
|g(x)| 12 Gj,k(x)

∂

∂xk
,

where |g(x)| = det(gj,k(x)) and (Gj,k) = (gj,k)
−1. The metric g(x) is a long-range perturbation

of the flat metric: for some ρ > 0 we have
∣

∣∂α
(

g(x)− Id
)∣

∣ 6 Cα 〈x〉−ρ−|α| , (1.5)

where 〈x〉 =
(

1 + |x|2
)

1
2 . The same holds for G. We recall from [Bou11] that we can assume

without loss of generality that |g(x)| = 1 outside some compact subset of Rd. Thus there exist
b1, . . . bd ∈ C∞

0 (Rd) such that −∆g is of the form

P = − divG(x)∇ +W, where W =

d
∑

j=1

bj(x)Dj . (1.6)

Here and everywhere below, Dj stands for −i∂xj
. Now let w = |g(x)| 12 . Then w is bounded

above and below by positive constants, and

P is self-adjoint and non-negative on L2
w with domain H2

w, (1.7)

whereH2
w is the usual weighted Sobolev space endowed with the norm ‖u‖H2

w
=
∑

|α|62 ‖w∂au‖L2 .

As suggested by (1.6), we will see the Laplace-Beltrami operator as a perturbation of a Laplacian
in divergence form. Thus we can also simply consider the case

P := − divG(x)∇,
where G satisfies (1.5). Then (1.6) and (1.7) hold with b1 = · · · = bd = 0 (so W = 0) and w = 1.

Concerning the dissipative term, we said than the absorption index a is non-negative and of
short range. This means that

|∂αa(x)| 6 Cα 〈x〉−1−ρ−|α|
. (1.8)

For δ ∈ R we denote by Hδ the Hilbert completion of S × S for the norm

‖(u, v)‖Hδ :=
∥

∥

∥
〈x〉δ ∇u

∥

∥

∥

L2
+
∥

∥

∥
〈x〉δ v

∥

∥

∥

L2
. (1.9)

We also set H = H0. Then we have H = Ḣ1 × L2, where Ḣ1 is the usual homogeneous Sobolev
space. We observe that the spaces H and HP are equal with equivalent norms.

The main result of this paper is the following:
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Theorem 1.1 (Local energy decay). Assume that every bounded geodesic goes through the damp-
ing region (see (1.11) below). Let δ > d + 1

2 and ε > 0. Then there exists C > 0 such that for

U0 ∈ Hδ and t > 0 we have
∥

∥e−itAU0

∥

∥

H−δ 6 C 〈t〉−(d−ε) ‖U0‖Hδ .

With the notation of (1.1), this estimate reads
∥

∥

∥
〈x〉−δ ∇u(t)

∥

∥

∥

L2
+
∥

∥

∥
〈x〉−δ ∂tu(t)

∥

∥

∥

L2
6 C 〈t〉−(d−ε)

(∥

∥

∥
〈x〉δ ∇u0

∥

∥

∥

L2
+
∥

∥

∥
〈x〉δ u1

∥

∥

∥

L2

)

.

The proof of this result relies on uniform resolvent estimates for the operator A. After
a Fourier transform, the solution U of (1.4) can be written as the integral over τ ∈ R of
(A− (τ + i0))−1. Thus we need estimates for the resolvent (A−z)−1 when Im(z) ց 0. As usual,
the difficulties arise when τ is close to 0 and for |τ | ≫ 1. Let

C+ = {z ∈ C : Im(z) > 0} .
We begin with the statement concerning the intermediate frequencies:

Theorem 1.2 (Intermediate frequency estimates). Let N ∈ N, δ > N + 1
2 and γ ∈]0, 1]. Then

there exists C > 0 such that for all z ∈ C+ with γ 6 |z| 6 γ−1 we have
∥

∥(A− z)−1−N
∥

∥

L(Hδ,H−δ)
6 C.

For high frequencies, we know that the wave propagates along the underlying classical flow
(in a sense made rigorous by semiclassical analysis, see for instance [Zwo12] for the general
theory and the Egorov Theorem in particular). Here this corresponds to the geodesic flow on
R2d ≃ T ∗Rd for the metric G(x)−1 (that is the geodesic flow of the metric g(x) when P = −∆g).
It is the Hamiltonian flow corresponding to the symbol

p(x, ξ) = 〈G(x)ξ, ξ〉 .
We denote by φt = (X(t),Ξ(t)) this flow. Let

Ωb =

{

w ∈ p−1({1}) : sup
t∈R

|X(t, w)| < +∞
}

be the set of bounded geodesics. We say that the classical flow is non-trapping if

Ωb = ∅. (1.10)

We say that the damping condition on bounded geodesics (or Geometric Control Condition,
see [RT74, BLR92]) is satisfied if every bounded geodesic goes through the damping region
{a(x) > 0}:

∀w ∈ Ωb, ∃T ∈ R, a
(

X(T,w)
)

> 0. (1.11)

In particular we recover the non-trapping condition when a = 0. Under this damping assumption
we can prove the following result:

Theorem 1.3 (High frequency estimates). Let N ∈ N, δ > N + 1
2 and γ > 0. Assume that

the damping condition (1.11) is satisfied. Then there exists C > 0 such that for all z ∈ C+ with
|z| > γ we have

∥

∥(A− z)−1−N
∥

∥

L(Hδ,H−δ)
6 C.

It is known that for low frequencies we cannot estimate uniformly all the derivatives of the
resolvent. This explains the restriction of the rate of decay in Theorem 1.1.

Theorem 1.4 (Low frequency estimates). Let N ∈ N, δ > N + 1
2 and ε > 0. Then there exist

a neighborhood U of 0 in C and C > 0 such that for all z ∈ U ∩ C+ we have
∥

∥(A− z)−1−N
∥

∥

L(Hδ,H−δ)
6 C

(

1 + |z|d−1−N−ε
)

.

In order to prove Theorems 1.2, 1.3 and 1.4 we estimate the resolvent for the corresponding
Schrödinger operator on L2. We recall from Propositions 3.4 and 3.5 in [BR14] that for z ∈ C+

we have on S × S

(A− z)−1 =

(

R(z)(ia+ z) R(z)
I +R(z)(zia+ z2) zR(z)

)

=

(

R(z)(ia+ z) R(z)
R(z)P zR(z)

)

, (1.12)
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where

R(z) =
(

P − iza(x)− z2
)−1

. (1.13)

The resolvent estimates of A on H will be deduced from estimates for R(z) on L2.

The purpose of this paper is not to improve the rate of the local energy decay, which is the
same as in [BR14]. Even in the self-adjoint setting (see [BH12]), which is contained in our
result, this is the best decay known for a general long-range perturbation of the Laplacian. We
recall that estimates of size O(t−d) have been obtained in [GHS13] (d odd) and [Tat13] (d = 3),
but the metric is of scattering type in the first case, and it is radial up to short range terms
in the second. We also recall that a stronger damping would not improve the estimate. On
the contrary, with a strong damping the contribution of low frequencies tends to behave as
the solution of a heat equation, for which the local energy decay is weaker (see for instance
[MN03, Nis03, Nar04, HO04]).

The difference with [BR14] is that we have an estimate in the (weighted) energy space. The
improvement is twofold. The main point is that we get rid of the loss of decay: if U0 = (u0, iu1),
then the estimates no longer depend on the sizes of u0 and u1 in the (weighted) Sobolev spaces
H2,δ and H1,δ, respectively. For this we will use a method adapted from [Rau78, Tsu84] to
deduce the time decay from the resolvent estimates for the contribution of high frequencies.

The second point is that the estimate no longer depends on the size of u0 in L
2,δ, as is the case

in [BR14] or [Kop10]. This means in particular that we cannot deduce directly the estimates for
(A − z)−1 from the estimates of R(z) as an operator on L2. However this is natural since the
energy of the wave does not depend on the L2-norm of u0. This question has not been raised
in the above mentioned papers for the following two reasons. First, when u0 is supported in a
fixed compact of Rd (as is the case in most of the papers dealing with the local energy decay)
then by the Poincaré inequality the difference between the norms of u0 in the homogeneous or
inhomogeneous Sobolev spaces Ḣ1 and H1 is irrelevant. On the other hand, in the self-adjoint
case we can write

A0 :=

(

0 I
P 0

)

= Φ−1T0Φ, (1.14)

where

T0 =

(
√
P 0

0 −
√
P

)

, Φ =
1√
2

(
√
P 1√
P −1

)

and Φ−1 =
1√
2

(

1/
√
P 1/

√
P

1 −1

)

.

The operators Φ and Φ−1 are isometries in L
(

HP , (L
2
w)

2
)

and L
(

(L2
w)

2,HP

)

respectively, and

T0 defines on operator on (L2
w)

2 with domain D(
√
P )2. Thus the properties of A0 on HP follow

directly from the analogous properties of
√
P on L2

w. In particular the resolvent estimates for

A0 follow from the estimates on (
√
P − z)−1 and (−

√
P − z)−1 in L2

w. Back in the energy space,
this gives estimates for the norms

‖(u, v)‖2Hδ
P
=
∥

∥

∥
〈x〉δ

√
Pu
∥

∥

∥

2

L2
w

+
∥

∥

∥
〈x〉δ v

∥

∥

∥

2

L2
w

. (1.15)

This is what is implicitely used for instance in [BH12]. Of course in the dissipative case we
cannot diagonalize the non-selfadoint operator A as in (1.14).

Even if we cannot use this nice reduction to a problem on L2, we could use the norms (1.15)
for our problem. We have chosen the norms (1.9) instead. It is easy to see that this gives two
equivalent norms when δ = 0. This is not so clear for δ 6= 0. Since we study the localisation of
the energy for large times, we prefer the norm which involves the local operator ∇ rather than
the norm defined with the non-local operator

√
P . Thus, even if our purpose is to deal with the

dissipative case, the estimates in L(Hδ,H−δ) are interesting even in the self-adjoint setting.

Moreover, even if this does not play any role in Theorem 1.1, we notice that we have improved
the weight in the low frequency estimates for N small. Again, this gives a more natural result

than in [BR14]. We recall that the weight 〈x〉−1
is sharp to obtain uniform estimates for the

resolvent of the Schrödinger operator (P−z)−1 (see [BR15]). Thus we will have to use accurately
the structure of the wave operator and of the energy space (based on the fact that we estimate
the derivatives of the solution and not the L2-norm of u itself) to get a uniform estimate with
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weight 〈x〉−δ
for any δ > 1

2 (see Remark 3.4).

In our analysis we will have to use an improved version of the uniform estimates given by the
Mourre commutators method. We recall that given a maximal dissipative operator H on some
Hilbert space H, the idea of the Mourre method is to prove uniform estimates for

〈A〉−δ
(H − z)−1 〈A〉−δ

,

where Im(z) > 0, Re(z) belongs to some interval of R, A is a (self-adjoint) conjugate operator (in
a sense given by Definition 2.1) and δ > 1

2 . The main assumption is a (spectrally localized) lower
bound on the commutator between the self-adjoint part of H and A. The original result (for
a self-adjoint operator H) has been proved in [Mou81]. The uniform estimates for the powers
of the resolvent have been proved in [JMP84, Jen85]: under additionnal assumptions on the
multiple commutators between H and A we can show uniform estimates for

〈A〉−δ
(H − z)−1−N 〈A〉−δ

, where δ > N +
1

2
.

Then there have been a lot of improvements in many directions. We refer to [ABG96] for a
general overview on the subject.

The case of a dissipative operator H has been studied in [Roy10, BR14, Roy]. We proved in
particular that we can insert some operators between the resolvents. If the operators Φ1, . . . ,ΦN

have good commutation properties with A, then we can generalize the estimate above for the
operator

〈A〉−δ
(H − z)−1Φ1(H − z)−1Φ2(H − z)−1 . . .ΦN (H − z)−1 〈A〉−δ

. (1.16)

This was useful since the derivatives of the resolvent R(z) are not given by its powers. For
instance we have for the first derivative

R′(z) = R(z)(ia+ 2z)R(z). (1.17)

When a = 0, this is 2zR(z)2, but in the general case we have to use the Mourre method with
the inserted operator a(x).

Here we follow the same general idea to see that we can weaken the weights on both sides in

(1.16) if some of the inserted operators Φj are themselves of the form 〈A〉−δj . For instance we
can prove uniform estimates for an operator of the form

〈A〉−(δ−1)
(H − z)−k 〈A〉−1

(H − z)−1−N+k(z) 〈A〉−(δ−1)
. (1.18)

Here k ∈ J1, NK and δ is greater than N + 1
2 as before.

We know that for the resolvent of a Schrödinger operator we often use the generator of

dilations as the conjugate operator, and then we replace the weights 〈A〉−δ
by 〈x〉−δ

. Here we
are going to use the decay of the absorption index a in (1.17) to play the role of a weight. As a
consequence, weaker weights will be required on the left and on the right, which will be crucial
in our analysis.

We remark in (1.18) that if we add one power of 〈A〉−1
between the resolvents we can remove

one power of 〈A〉−1
on both sides. We will generalize this by adding more powers of 〈A〉−1

between the resolvents (see Theorem 2.3).

This paper is organized as follows. In Section 2 we state and prove this new version of the
Mourre method with inserted weights in the abstract setting. Then in Section 3 we improve the
results of [BR14] concerning the estimates of the derivatives of R(z) on L2. Then we deduce in
Section 4 the estimates of Theorems 1.2, 1.3 and 1.4 concerning the resolvent of A in the energy
space H. Finally we use these resolvent estimates in Section 5 to prove Theorem 1.1.

2. Mourre’s method with inserted weights

In this section we show how to insert weights between the resolvents in the estimates given by
the Mourre method. We first recall the abstract setting. Even if we will only consider dissipa-
tive perturbations in the sense of operators as in [Roy10, BR14] we introduce the more general
setting of perturbations in the sense of forms as described in [Roy].
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Let H0 be a Hilbert space. We recall that the operator H on H0 with domain D(H) is said
to be dissipative if

∀ϕ ∈ D(H), Im 〈Hϕ,ϕ〉 6 0.

In this case we say that H is maximal dissipative if it has no other dissipative extension than
itself. This is equivalent to the fact that (H − z) has a bounded inverse for some (and hence
any) z ∈ C+.

Let q0 be a quadratic form closed, densely defined, symmetric and bounded below on H0, with
domain K = D(q0). Let qΘ be another symmetric form on H0, non-negative and q0-bounded.
Let q = q0− iqΘ. Let H0 be the self-adjoint operator corresponding to q0 and H be the maximal
dissipative operator corresponding to q. We denote by H̃ : K → K∗ the operator which satisfies

q(ϕ, ψ) =
〈

H̃ϕ, ψ
〉

K∗,K
for all ϕ, ψ ∈ K. We similarly introduce the operators H̃0,Θ ∈ L(K,K∗)

corresponding to the forms q0 and qΘ, respectively. By the Lax-Milgram Theorem, the operator
(H̃ − z) has a bounded inverse in L(K∗,K) for all z ∈ C+. Moreover for ϕ ∈ H0 ⊂ K∗ we have

(H − z)−1ϕ = (H̃ − z)−1ϕ.

Now we introduce the conjugate operator for H . To simplify the discussion, we consider an
operator which is conjugate to H at any order:

Definition 2.1. Let A be a self-adjoint operator on H0. We say that A is a conjugate operator
(in the sense of forms) to H on the interval J , at any order, and with bounds α ∈]0, 1], β > 0
and ΥN > 0 for N ∈ N

∗ if the following conditions are satisfied:

(i) The form domain K is left invariant by e−itA for all t ∈ R. We denote by E the domain of
the generator of e−itA

∣

∣

K
.

(ii) The commutatorsB0 = [H̃0, iA] and B1 = [H̃, iA], a priori defined as operators in L(E , E∗),
extend to operators in L(K,K∗). Then for all n ∈ N∗ the operator [Bn, iA] defined (induc-
tively) in L(E , E∗) extends to an operator in L(K,K∗), which we denote by Bn+1.

(iii) For all N ∈ N∗ we have

‖B1‖ 6
√
αΥN and ‖B1 + βΘ‖

∥

∥B0
∥

∥+ β ‖[Θ, A]‖+
N+1
∑

n=2

‖Bn‖ 6 αΥN ,

where all the norms are in L(K,K∗).
(iv) We have

1J(H0)(B
0 + βΘ)1J(H0) > α1J(H0). (2.1)

Let ν ∈ N and n0, . . . , nν ∈ N∗. Let j ∈ J0, νK. We consider Φj,0 ∈ L(K,H0), Φj,1, . . . ,Φj,nj−1 ∈
L(K,K∗) and Φj,nj

∈ L(H0,K∗). We assume (inductively) on m ∈ N that the operator

admiA(Φj,0) := [adm−1
iA (Φj,0), iA]

(with ad0iA(Φj,0) = Φj,0), at least defined as an operator in L(E , E∗), can be extended to an
operator in L(K,H0). We assume similarly that the commutators admiA(Φj,k) for m ∈ N and
k ∈ J1, nj − 1K extend to operators in L(K,K∗), and finally that the commutators admiA(Φj,nj

)
for m ∈ N extend to operators in L(H0,K∗). Then for k ∈ J1, nj − 1K and N ∈ N

∗ we set

‖Φj,k‖CN (A,K,K∗) =

N
∑

m=0

‖admiA(Φj,k)‖L(K,K∗) .

We similarly define ‖Φj,0‖CN (A,K,H0)
and

∥

∥Φj,nj

∥

∥

CN (A,H0,K∗)
, and then

∥

∥(Φj,0, . . . ,Φj,nj
)
∥

∥

C
nj
N (A)

= ‖Φj,0‖CN (A,K,H0)

∥

∥Φj,nj

∥

∥

CN (A,H0,K∗)

nj−1
∏

k=1

‖Φj,k‖CN (A,K,K∗) .

For z ∈ C+ we set

Rj(z) = Φj,0(H̃ − z)−1Φj,1(H̃ − z)−1 . . .Φj,nj−1(H̃ − z)−1Φj,nj
∈ L(H0). (2.2)
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In [Roy] we have proved uniform estimates for Rj(z). In particular for I ⋐ J and δ > nj − 1
2

there exists C > 0 (which only depends on the relative bound of qΘ with respect to q0, δ, J , I
and the constants α, β and ΥN which appear in Definition 2.1) such that for

z ∈ CI,+ := {z ∈ C+ : Re(z) ∈ I}
we have

∥

∥

∥
〈A〉−δ Rj(z) 〈A〉−δ

∥

∥

∥

L(H0)
6 C

∥

∥(Φj,0, . . . ,Φj,νj )
∥

∥

C
νj
νj

(A)
.

Let δ1, . . . , δν ∈ R and for z ∈ C+:

R(z) = R0(z) 〈A〉−δ1 R1(z) . . . 〈A〉−δν Rν(z) ∈ L(H0). (2.3)

If δ1, . . . , δν are non-negative we can consider Φj−1,nj−1 〈A〉−δj Φj,0 ∈ L(K,K∗) for j ∈ J1, νK as
an inserted factor, and we directly obtain a uniform bound for

〈A〉−δ R(z) 〈A〉−δ , where δ > n0 + · · ·+ nν − 1

2
.

Our porpose is to use the inserted weights 〈A〉−δj to weaken the weights 〈A〉−δ
on both sides.

For this we will use the following lemma:

Lemma 2.2. Let ν ∈ N. Let R0, . . . ,Rν ∈ L(H0). Let Q be a self-adjoint operator on H0 with
Q > 1. Let P−, P+ ∈ L(H0) be such that P+ + P− = IdH0 . Assume that Q commutes with P−

and P+. Let n0, . . . , nν ∈ N
∗ and γ0, . . . , γν ∈ R+. Assume that for j ∈ J0, νK, σ > nj − 1

2 ,
σl > 0 and σr > 0 there exists c > 0 such that

(i) ‖Q−σRjQ
−σ‖ 6 cγj,

(ii) ‖Qσ−njP−RjQ
−σ‖ 6 cγj,

(iii) ‖Q−σRjP+Q
σ−nj‖ 6 cγj,

(iv) ‖QσlP−RjP+Q
σr‖ 6 cγj.

Let δ0, . . . , δν+1, δ−, δ+ ∈ R and δl, δr ∈ R+ be such that

∀k ∈ J0, νK,

k
∑

j=0

δj >

k
∑

j=0

nj −
1

2
and

ν+1
∑

j=k+1

δj >

ν
∑

j=k

nj −
1

2
, (2.4)

and moreover:

δ+ >

ν
∑

j=0

nj −
ν
∑

j=0

δj and δ− >

ν
∑

j=0

nj −
ν+1
∑

j=1

δj .

Let
R = R0Q

−δ1R1Q
−δ2 . . .Rν−1Q

−δνRν .

Then there exists C > 0 which only depends on ν, δ0, . . . , δν+1, δ−, δ+, δl, δr and the constants c
which appear in (i)-(iv) such that

(I)
∥

∥Q−δ0RQ−δν+1
∥

∥ 6 Cγ0 . . . γν .

(II)
∥

∥Q−δ−P−RQ−δν+1
∥

∥ 6 Cγ0 . . . γν ,

(III)
∥

∥Q−δ0RP+Q
−δ+

∥

∥ 6 Cγ0 . . . γν ,

(IV)
∥

∥QδlP−RP+Q
δr
∥

∥ 6 Cγ0 . . . γν .

Notice that the assumptions on the exponents δ0, . . . , δν+1, δ−, δ+ do not imply that they are
all non negative. This abstract lemma will be applied in the context of the Mourre method
as follows: Q is the weight 〈A〉, P+ and P− are the spectral projections 1R+(A) and 1R−(A),
respectively, and Rj is as in (2.2): the product of nj resolvents, maybe with inserted factors.
The assumptions (i)-(iv) will be consequences of the dissipative Mourre theory (see Theorem
5.16 in [BR14]), and we will use estimate (I) with inserted weights.

Proof of Lemma 2.2. The result is given by the assumptions if ν = 0. We prove the general case
by induction on ν. Let

R∗ = R0Q
−δ1R1Q

−δ2 . . .Rν−2Q
−δν−1Rν−1,

so that R = R∗Q−δνRν . We set

δ∗ =

ν−1
∑

j=0

δj and n∗ =

ν−1
∑

j=0

nj .



8 JULIEN ROYER

We have

Q−δ0RQ−δν+1 = Q−δ0R∗P+Q
−δνRνQ

−δν+1 +Q−δ0R∗Q−δνP−RνQ
−δν+1

and hence
∥

∥Q−δ0RQ−δν+1
∥

∥ 6
∥

∥Q−δ0R∗P+Q
δ∗−n∗

∥

∥

∥

∥Qn∗−δ∗−δνRνQ
−δν+1

∥

∥

+
∥

∥Q−δ0R∗Qnν−δν+1−δν
∥

∥

∥

∥Qδν+1−nνP−RνQ
−δν+1

∥

∥

. γ0 . . . γν−1 × γν .

We have used (III)ν−1 with δ+ = n∗ − δ∗, (i) with σ = min(δ∗ + δν − n∗, δν+1) > nν − 1
2 , (I)ν−1

with δν replaced by δν + δν+1 − nν and finally (ii) with σ = δν+1. This proves (I)ν . We follow
the same idea for the other estimates. We have

∥

∥Q−δ−P−RQ−δν+1
∥

∥ 6
∥

∥Q−δ−P−R∗Qnν−δν+1−δν
∥

∥

∥

∥Qδν+1−nνP−RνQ
−δν+1

∥

∥

+
∥

∥Q−δ−P−R∗P+Q
nν−δν

∥

∥

∥

∥Q−nνRνQ
−δν+1

∥

∥

. γ0 . . . γν−1 × γν .

For the third estimate we write:
∥

∥Q−δ0RP+Q
−δ+

∥

∥ 6
∥

∥Q−δ0R∗P+Q
δ∗−n∗

∥

∥

∥

∥Qn∗−δ∗−δνRνP+Q
−δ+

∥

∥

+
∥

∥Q−δ0R∗Qnν−δν+1−δν
∥

∥

∥

∥Qδν+1−nνP−RνP+Q
−δν+1

∥

∥

. γ0 . . . γν−1 × γν .

And finally for δ large enough:
∥

∥QδlP−RP+Q
δr
∥

∥ 6
∥

∥QδlP−R∗Q−δ
∥

∥

∥

∥QδP−RνP+Q
δr
∥

∥

+
∥

∥QδlP−R∗P+Q
δ
∥

∥

∥

∥Q−δRνP+Q
δr
∥

∥

. γ0 . . . γν−1 × γν .

This concludes the proof of the lemma. �

Starting from the results of [Roy] we can then deduce the following improved version of the
dissipative Mourre method:

Theorem 2.3. Let H be a maximal dissipative operator on H0 as described at the beginning of
the section. Let A be a conjugate operator in the sense of Definition 2.1. Let Φj,k for j ∈ J0, νK

and k ∈ J0, njK be as above. Let I be a compact subset of J̊ . Let δ0, . . . , δν+1, δ−, δ+ ∈ R and
δl, δr ∈ R+ be as in Lemma 2.2. Let R(z) be as in (2.3). Then there exists C > 0 such that for
all z ∈ CI,+ we have

∥

∥

∥
〈A〉−δ0 R(z) 〈A〉−δν+1

∥

∥

∥

L(H0)
6 C

ν
∏

j=0

∥

∥(Φj,0, . . . ,Φj,nj
)
∥

∥

C
nj
nj

,

∥

∥

∥
〈A〉−δ−

1R−(A)R(z) 〈A〉−δν+1

∥

∥

∥

L(H0)
6 C

ν
∏

j=0

∥

∥(Φj,0, . . . ,Φj,nj
)
∥

∥

C
nj
nj

,

∥

∥

∥
〈A〉−δ0 R(z)1R+(A) 〈A〉−δ+

∥

∥

∥

L(H0)
6 C

ν
∏

j=0

∥

∥(Φj,0, . . . ,Φj,nj
)
∥

∥

C
nj
nj

,

and
∥

∥

∥
〈A〉δl 1R−(A)R(z)1R+(A) 〈A〉δr

∥

∥

∥

L(H0)
6 C

ν
∏

j=0

∥

∥(Φj,0, . . . ,Φj,nj
)
∥

∥

C
nj
nj

.

We will use this result in the proof of Proposition 3.12. We recall that when H is (a pertur-
bation of) the free Laplacian on L2(Rd) we usually consider (a perturbation of) the generator
of dilations as the conjugate operator:

A = − i

2
(x · ∇+∇ · x) = −i (x · ∇)− id

2
.

We record in the following proposition the properties of A we are going to use in this paper:
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Proposition 2.4. (i) For θ ∈ R, u ∈ S and x ∈ R
d we have

(eiθAu)(x) = e
dθ
2 u(eθx).

(ii) For j ∈ J1, dK and γ ∈ C∞(Rd) we have on S:
[∂j , iA] = ∂j and [γ, iA] = −(x · ∇)γ.

(iii) For p ∈ [1,+∞], θ ∈ R and u ∈ S we have
∥

∥eiθAu
∥

∥

Lp = eθ(
d
2−

d
p) ‖u‖Lp .

3. Uniform resolvent estimates in L2.

In this section we prove on L2 the uniform estimates for the derivatives of the resolvent R(z)
defined by (1.13). This will be used in the next section to obtain estimates on (A − z)−N−1 ∈
L(H). We first recall from [BR14, Proposition 5.9] that the derivatives of R(z) are not the
powers thereof:

Proposition 3.1. Let N ∈ N. Then the derivative R(N)(z) is a linear combination of terms of
the form

zωR(z)a(x)ν1R(z)a(x)ν2 . . . a(x)νnR(z), (3.1)

where n ∈ J0, NK (there are n+ 1 factors R(z)), ω ∈ N and ν1, . . . , νn ∈ {0, 1} are such that

N = 2n− ω − V , where V = ν1 + · · ·+ νn. (3.2)

3.1. Intermediate and high frequency estimates. For intermediate and high frequencies
we will use directly the estimates given in [BR14]. We only have to check that we can add
derivatives on both sides of the resolvent:

Proposition 3.2. Let N ∈ N and δ > N + 1
2 . Let νl, νr ∈ Nd be such that |νl| 6 1 and |νr| 6 1.

Let γ ∈]0, 1].
(i) There exists C > 0 such that for all z ∈ C+ with γ 6 |z| 6 γ−1 we have

∥

∥

∥
〈x〉−δ

DνlR(N)(z)Dνr 〈x〉−δ
∥

∥

∥

L(L2)
6 C.

(ii) Assume that the damping condition (1.11) is satisfied. Then there exists C > 0 such that
for all z ∈ C+ with |z| > γ we have

∥

∥

∥
〈x〉−δDνlR(N)(z)Dνr 〈x〉−δ

∥

∥

∥

L(L2)
6 C |z||νl|+|νr |−1 .

Proof. We assume that (1.11) holds and prove the second statement. The proof of the first
statement is analogous. Let χ ∈ C∞

0 (R, [0, 1]) be equal to 1 on [−2, 2]. For z ∈ C+ we set

χz : τ 7→ χ
(

τ/|z|2
)

. By pseudo-differential and functional calculus, the operators

Dνl(1 + P )−
|νl|
2 ,

(

1 + P

|z|2

)

|νl|
2
(

1 +
P

|z|2

)−
|νl|
2

and

(

1 +
P

|z|2

)

|νl|
2

χz(P )

are uniformly bounded in L2,−δ for |z| > γ, so
∥

∥

∥
〈x〉−δ

Dνlχz(P ) 〈x〉δ
∥

∥

∥
. |z||νl| .

With a similar estimate on the right and according to Theorem 1.5 in [BR14] we obtain
∥

∥

∥
〈x〉−δ

Dνlχz(P )R
(N)(z)χz(P )D

νr 〈x〉−δ
∥

∥

∥

6
∥

∥

∥
〈x〉−δ

Dνlχz(P ) 〈x〉δ
∥

∥

∥

∥

∥

∥
〈x〉−δ

R(N)(z) 〈x〉−δ
∥

∥

∥

∥

∥

∥
〈x〉δ χz(P )D

νr 〈x〉−δ
∥

∥

∥

. |z||νl|+|νr|−1
.

For z ∈ C+ we set R0(z) = (P − z2)−1. As above we obtain
∥

∥

∥
〈x〉−δ

Dνl(1 − χz)(P )R0(z) 〈x〉δ
∥

∥

∥

L(L2)
. |z||νl|−2

.

We use the decomposition and the notation of Proposition 3.1. Let T (z) be a term like (3.1).
We set

T̃ (z) = zωa(x)ν1R(z)a(x)ν2 . . . a(x)νnR(z)
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(T̃ (z) = IdL2 if n = 0). By the resolvent identity we have
∥

∥

∥
〈x〉−δDνl(1 − χz)(P )T (z)χz(P )D

νr 〈x〉−δ
∥

∥

∥

6
∥

∥

∥
〈x〉−δ

Dνl(1− χz)(P )R0(z) 〈x〉δ
∥

∥

∥

∥

∥

∥
〈x〉−δ (

T̃ (z) + izaν1(x)T (z)
)

〈x〉−δ
∥

∥

∥

×
∥

∥

∥
〈x〉δ χz(P )D

νr 〈x〉−δ
∥

∥

∥

. |z||νl|+|νr |−2
.

We have used the fact that 〈x〉−δ (
T̃ + izaν1(x)T

)

〈x〉−δ
is uniformly bounded, which can be

proved exactly as Theorem 1.5 in [BR14]. Similarly we prove that
∥

∥

∥
〈x〉−δ Dνl(1− χz)(P )Tχz(P )D

νr 〈x〉−δ
∥

∥

∥
. |z||νl|+|νr |−2

and
∥

∥

∥
〈x〉−δ

Dνl(1− χz)(P )T (1− χz)(P )D
νr 〈x〉−δ

∥

∥

∥
. |z||νl|+|νr |−2

,

which concludes the proof. �

3.2. Low frequency estimates: statement of the results. We now turn to the low fre-
quency estimates. The following result improves and completes Theorem 1.3 in [BR14]:

Theorem 3.3. (i) Let N ∈ N. Let νl, νr ∈ Nd be such that |νl| 6 1 and |νr| 6 1. Assume that
νr = 0 or b1 = · · · = bd = 0. Let δ > N + 1

2 . Let ε > 0. If |νl| + |νr| > 1 or N 6= 0 then
there exists a neighborhood U of 0 in C and C > 0 such that for all z ∈ U ∩ C+ we have

∥

∥

∥
〈x〉−δDνlR(N)(z)Dνr 〈x〉−δ

∥

∥

∥

L(L2)
6 C

(

1 + |z|d−N−2+|νl|+|νr |−ε
)

.

(ii) Let δ > 1
2 and σ ∈

[

0, 12
]

. Then there exists a neighborhood U of 0 in C and C > 0 such
that for all z ∈ U ∩ C+ we have

∥

∥

∥
〈x〉−δ−σ

R(z) 〈x〉−δ−σ
∥

∥

∥

L(L2)
6

C

|z|1−2σ .

Remark 3.4. The second statement will only be used with σ = 0, in which case we have an
estimate of size |z|−1. With σ = 1

2 we have δ > 1 and a uniform estimate, so Theorem 3.3

contains Theorem 1.3 in [BR14]. We see that for a single resolvent the weight 〈x〉−δ with δ > 1

remains almost optimal (as mentioned in introduction, the optimal weight is in fact 〈x〉−1
, see

[BR15]). However in our analysis for the wave equation the resolvent R(z) will never come alone.
It will either be composed with a derivative (in which case we can use the first statement of the

theorem), or multiplied by |z| (in this case an estimate of size |z|−1
is enough). This explains

why for N = 0 it is enough to assume that δ > 1
2 in Theorem 1.4.

Remark 3.5. Compared to Theorem 1.3 in [BR14] we allow a derivative on the right. This is
easier if W = 0, which explains the assumption νr = 0 or b1 = · · · = bd = 0. In fact, Theorem
3.3 will only be used in the proof of Proposition 4.3, for which we have W = 0. We take the
contribution of W into account in Proposition 4.2.

Remark 3.6. For these low frequency estimates there is no damping assumption, so the same
estimates hold when a = 0.

Theorem 3.3 will be a consequence of Proposition 3.1 and the following result:

Proposition 3.7. Let n ∈ N. Let νl, νr ∈ Nd be such that |νl| 6 1 and |νr| 6 1. Assume that
νr = 0 or b1 = · · · = bd = 0. Let ν1, . . . , νn ∈ {0, 1} and V = ν1 + · · ·+ νn. For z ∈ C+ we set

R(z) = R(z)a(x)ν1R(z)a(x)ν2 . . . R(z)a(x)νnR(z).

Let

δl > n+
1

2
− V and δr > n+

1

2
− V . (3.3)

Set

sl = min

(

d

2
, δl

)

and sr = min

(

d

2
, δr

)

,
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and let S < sl + sr. Then there exists a neighborhood U of 0 in C and C > 0 such that for all
z ∈ U ∩ C+ we have

∥

∥

∥
〈x〉−δl DνlR(z)Dνr 〈x〉−δr

∥

∥

∥

L(L2)
6 C

(

1 + |z|−2(n+1)+S+V+|νl|+|νr |
)

.

Proof of Theorem 3.3. Let T (z) be a term like (3.1). We can apply Proposition 3.7 with S =
min(d− ε, 2N + 1). With (3.2) we obtain

‖T (z)‖ . 1 + |z|ω−2(n+1)+d−ε+V+|νl|+|νr | + |z|ω+2(N−n)−1+V+|νl|+|νr |

. 1 + |z|d−N−2+|νl|+|νr|−ε + |z|N−1+|νl|+|νr| .

If |νl|+ |νr| > 1 or N > 1 we obtain

‖T (z)‖ . 1 + |z|d−N−2+|νl|+|νr |−ε
.

This proves the first statement of the theorem. Now assume that N = 0 (and hence n = 0). Let
σ ∈

[

0, 12
]

. We apply proposition 3.7 with S = 1 + 2σ, and we get the second statement. This
concludes the proof of Theorem 3.3. �

In the proof of Theorem 3.3 we have only used Proposition 3.7 with δl, δr > n+ 1
2 . Now we

use the refined assumption (3.3). The following result will be used in the proof of Proposition
4.3:

Corollary 3.8. Let ε > 0. Let T (z) be a term given by Proposition 3.1. Assume that n = N
and V > 1. Let δ > N + 1

2 and j ∈ J1, dK. Then there exists C > 0 such that for z ∈ C+ small
enough we have

∥

∥

∥
〈x〉−(δ−1)

DjT (z) 〈x〉−(δ−1)
∥

∥

∥

L(L2)
6 C

(

1 + |z|N−2
+ |z|d−N−1−ε

)

.

Proof. We apply Proposition 3.7 with S = min(d− ε, 2n− 1). If S = d− ε we have
∥

∥

∥
〈x〉−(δ−1)DjT (z) 〈x〉−(δ−1)

∥

∥

∥

L(L2)
. 1 + |z|ω+d−ε−2n−1+V

. 1 + |z|d−ε−N−1 .

And if S = 2n− 1:
∥

∥

∥
〈x〉−(δ−1)DjT (z) 〈x〉−(δ−1)

∥

∥

∥

L(L2)
. 1 + |z|ω−2+V

. 1 + |z|N−2 . �

It the rest of this section we prove Proposition 3.7. We first use a scaling argument to prove
the result for the resolvent of a small perturbation of the free Laplacian (see Proposition 3.13)
and then we prove the general case by a perturbation argument.

Let χ ∈ C∞
0 (Rd, [0, 1]) be equal to 1 on a neighborhood of 0. For η ∈]0, 1] and x ∈ Rd we set

χη(x) = χ(ηx) and Gη(x) = χη(x)Id + (1− χη(x))G(x). Then we consider the operators

Pη = − divGη(x)∇ and Pη,c = P −W − Pη = − div
(

χη(x)(G(x) − Id)
)

∇. (3.4)

For the dissipative part we set aη = (1 − χη)a, and finally, for z ∈ C+:

Hη,z = Pη − izaη and Rη(z) = (Hη,z − z2)−1.

3.3. Low frequency resolvent estimates for a small perturbation of the free case. We
first prove Proposition 3.7 with R(z) replaced by Rη(z) (see Proposition 3.13). For this we use
a scaling argument. For a function u on Rd and z ∈ C∗ we denote by uz the function

uz : x 7→ u

(

x

|z|

)

.

The analysis is based on the fact that the multiplication by a decaying function somehow behaves
like a derivative, and hence is small in the low frequency regime (this is in the spirit of the Hardy
inequality). More precisely, for δ ∈ R we define S−δ as the set of smooth functions φ such that

|∂αφ(x)| 6 cα 〈x〉−δ−|α|
.

For ν > 0, N ∈ N and φ ∈ S−ν− ρ
2 (Rd) we set

‖φ‖ν,N = sup
|α|6d

∑

06m6N

sup
x∈Rd

∣

∣

∣
〈x〉ν+

ρ
2+|α| (

∂α(x · ∇)mφ
)

(x)
∣

∣

∣
.

Then we have the following result:
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Proposition 3.9. Let ν ∈
[

0, d2
[

and s ∈
]

− d
2 ,

d
2

[

be such that s − ν ∈
]

− d
2 ,

d
2

[

. Then there

exists C > 0 such that for φ ∈ S−ν− ρ
2 (Rd), u ∈ Hs and λ > 0 we have

‖φλu‖Ḣs−ν 6 Cλν ‖φ‖ν,0 ‖u‖Ḣs

and

‖φλu‖Hs−ν 6 Cλν ‖φ‖ν,0 ‖u‖Hs .

For the proof we refer to Proposition 7.2 in [BR14]. Now for z ∈ C+ we set

P̂η,z =
1

|z|2
e−iA ln|z|Pηe

iA ln|z| = − divGη,z(x)∇

and

Ĥη,z =
1

|z|2
e−iA ln|z|Hη,ze

iA ln|z| = P̂η,z − i
ẑ

|z|aη,z

(where ẑ stands for z/ |z|). Then we set

R̂η(z) =
(

Ĥη,z − ẑ2
)−1

,

so that

Rη(z) =
1

|z|2
eiA ln|z|R̂η(z)e

−iA ln|z|.

For µ = (µ1, . . . , µd) ∈ Nd we set

adµx := adµ1
x1
. . . adµd

xd
.

Let s ∈
]

− d
2 ,

d
2 − 1

[

, m ∈ N and µ ∈ Nd. According to Propositions 2.4 and 3.9 there exists
C > 0 such that for all j ∈ J1, nK, z ∈ C+ and u ∈ S we have

‖admiAaη,zu‖Hs =
∥

∥

(

(−x · ∇)maη
)

z
u
∥

∥

Hs
6 C |z| ‖u‖Hs+1 .

If µ 6= 0 we have adµxad
m
iAaη,zu = 0. For z ∈ C+ we set

Φ̃l(z) = e−iA ln|z|DνleiA ln|z| = |z||νl|Dνl and Φ̃r(z) = |z||νr |Dνr .

The only property which we are going to use on these two operators is that for s ∈
[

0, d2
[

, m ∈ N

and µ ∈ Nd there exists C > 0 such that for z ∈ C+ we have
∥

∥

∥
adµxad

m
iAΦ̃l(z)

∥

∥

∥

L(Hs+1,Hs)
6 C |z|νl

and
∥

∥

∥
adµxad

m
iAΦ̃r(z)

∥

∥

∥

L(H−s,H−(s+1))
6 C |z|νr .

For z ∈ C+ and j, k ∈ J0, nK with j 6 k we set

Rj,k(z) = R(z)aνj+1(x)R(z) . . . aνj (x)R(z),

Rη
j,k(z) = Rη(z)a

νj+1
η (x)Rη(z) . . . a

νj
η (x)Rη(z)

and

R̂η
j,k(z) = R̂η(z)a

νj+1
η,z (x)R̂η(z) . . . a

νk
η,z(x)R̂η(z). (3.5)

For αj , . . . , αk ∈ N we also define

Θ̃j;αj ,...,αk
(z) =

(

P̂η,z + 1
)−αj

aνj+1
η,z (x)

(

P̂η,z + 1
)−αj+1

. . . aνkη,z(x)
(

P̂η,z + 1
)−αk .

Finally, for all j, k ∈ N with j 6 k we set

Vj,k =

k
∑

l=j+1

νl.

With the resolvent identity we can check by induction on m ∈ N that Φ̃l(z)R̂η
0,n(z)Φ̃r(z) can

be written as a sum of terms either of the form
(

1 + ẑ2
)β
Φ̃l(z)Θ̃0;α0,...,αn

(z)Φ̃r(z) (3.6)

with β ∈ N and α0, . . . , αn ∈ N∗, or
(

1 + ẑ2
)β
Φ̃l(z)Θ̃0;α0,...,αj

(z)R̂η
j,k(z)Θ̃k;αk,...,αn

(z)Φ̃r(z) (3.7)
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where β ∈ N, j, k ∈ J0, nK, j 6 k, α0, . . . , αj−1, αk+1, . . . , αn ∈ N
∗, αj , αk ∈ N,

∑j
l=0 αl > m and

∑n
l=k αl > m.

The following two results are Propositions 7.10 and 7.11 in [BR14]:

Proposition 3.10. Let s ∈
[

0, d2 +1[, s∗ ∈
]

− d
2 − 1, 0

]

, m ∈ N and µ ∈ Nd. Let j, k ∈ J0, nK be

such that j 6 k. Let αj , . . . , αk ∈ N∗ be such that 2
∑k

l=j αl − Vj,k > (s− s∗). Then there exist

η0 ∈]0, 1] and C > 0 such that for η ∈]0, η0] and z ∈ C+ we have
∥

∥

∥
adµxad

m
A Θ̃j;αj ,...,αk

(z)
∥

∥

∥

L(Hs∗ ,Hs)
6 C |z|Vj,k .

Moreover this also holds when αj = 0 if s < d
2 − 1, and when αk = 0 if s∗ > − d

2 + 1.

Proposition 3.11. Let σl, σr ∈
[

0, d2
[

, δl > σl and δr > σr. Let j, k ∈ J0, nK and αj , . . . , αk ∈ N

be such that
∑k

l=j αl is large enough (say greater than max(δl + 2 + σl, δr + 2+ σr)).

(i) If αj , . . . , αk−1 ∈ N∗ then there exists C > 0 such that for all z ∈ C+ we have
∥

∥

∥
〈x〉−δl eiA ln|z|Φ̃l(z)(z)Θ̃j;αj ,...,αk

(z) 〈A〉δl
∥

∥

∥

L(L2)
6 C |z|σl+νl+Vj,k .

(ii) If αj+1, . . . , αk ∈ N∗ then there exists C > 0 such that for all z ∈ C+ we have
∥

∥

∥
〈A〉δr Θ̃j;αj ,...,αk

(z)Φ̃r(z)e
−iA ln|z| 〈x〉−δr

∥

∥

∥

L(L2)
6 C |z|σr+νr+Vj,k .

In the following proposition we give uniform estimates for R̂η
j,k(z). For this we use the Mourre

theory. Since a is of short range, the inserted factors in (3.1) or (3.5) can be seen as inserted
weights in the sense of Section 2. Thus with Theorem 2.3 we see that a weaker weight than
usual is needed on both sides (with δ > n+ 1

2 we recover Proposition 7.12 in [BR14]).

Proposition 3.12. Let δ > n+ 1
2 −V. There exists η0 ∈]0, 1] and C > 0 such that for η ∈]0, η0]

and j, k ∈ J0, nK with j 6 k we have

∀z ∈ C+,
∥

∥

∥
〈A〉−δ R̂η

j,k(z) 〈A〉
−δ
∥

∥

∥

L(L2)
6 C |z|Vj,k .

Proof. • Let J =
]

1
3 , 3
[

and I =
[

2
3 , 2
]

. The result is clear for z ∈ C+ such that Re(ẑ) /∈ I.
As in the proof of Proposition 7.2 in [BR14] we can check that if η is small enough then A is

conjugate to Ĥη,z in the sense of Definition 2.1 uniformly in z ∈ C+ with Re(ẑ) ∈ J .
• Let ν = Vj,k and j1 . . . , jν be such that j + 1 6 j1 < j2 < · · · < jν 6 k and

{j1, . . . , jν} = {θ ∈ Jj + 1, kK : νθ = 1} .
Set j0 = j and jν+1 = k+1. For θ ∈ J0, νK we set nθ = jθ+1− jθ ∈ N∗. Let Φη(z) = 〈A〉 aη

(

x
|z|

)

.

We can write

R̂η
j,k(z) = R̂n0

η (z) 〈A〉−1
Φη(z)R̂

n1
η (z) 〈A〉−1

Φη(z)R̂
n2
η (z) . . . 〈A〉−1

Φη(z)R̂
nν
η (z).

For m ∈ N we have

admiA(Φη(z)) = 〈A〉 (−x · ∇)maη,z = 〈A〉
(

(−x · ∇)m(aη)
)

z
.

Then for u ∈ S

‖admiA(Φη(z))u‖L2 .
∥

∥

(

(−x · ∇)m(aη)
)

z
u
∥

∥

L2
+

d
∑

q=1

∥

∥xqDq

(

(−x · ∇)m(aη)
)

z
u
∥

∥

L2

. |z| ‖u‖H1 +

d
∑

q=1

∥

∥

(

xqDq(−x · ∇)m(aη)
)

z
u
∥

∥

L2
+ |z|

d
∑

q=1

∥

∥

(

xq(−x · ∇)m(aη)
)

z
Dqu

∥

∥

L2

. |z| ‖u‖H1 ,

and hence

‖admiA(Φη(z))‖L(H1,L2) . |z| .
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• We set R0(z) = R̂n0
η (z) and, for θ ∈ J1, νK, Rθ(z) = Φη(z)R̂

nθ
η (z). For θ ∈ J1, ν − 1K we set

δθ = 1. We also set δ0 = δν = δ. For θ ∈ J0, νK we have

jθ+1 − j0 − θ − 1 = # {σ ∈ Jj + 1, jθ+1 − 1K : νσ = 0}
6 # {σ ∈ J1, nK : νσ = 0}
6 n− V ,

so for θ ∈ J0, νK

θ
∑

q=0

δq = δ + θ > n− V + θ +
1

2
> jθ+1 − j0 −

1

2
=

θ
∑

q=0

nq −
1

2
.

Similarly,

jν+1 − jl − (ν − θ)− 1 6 n− V
and hence

ν+1
∑

q=θ+1

δj = δ + ν − θ > n− V − 1

2
+ ν − θ 6 jν+1 − jl −

1

2
=

ν
∑

q=θ

nq −
1

2
.

Thus we can apply Theorem 2.3, and the conclusion follows. �

Proposition 3.13. There exists η0 ∈]0, 1] such that the statement of Proposition 3.7 holds
uniformly in η ∈]0, η0] if we replace R(z) by Rη(z).

Proof. We consider σl ∈ [0, sl[ and σr ∈ [0, sr[ such that

σl + σr = min
(

S, 2(n+ 1)− V − |νl| − |νr|
)

.

In particular we have

σl + |νl| <
d

2
+ 1, σr + |νr| <

d

2
+ 1 and σl + |νl|+ σr + |νr| 6 2(n+ 1)− V . (3.8)

Let pl =
2d

d−2σl
and pr = 2d

d+2σr
. Since δl > sl > σl and δr > sr > σr we can check that 〈x〉−δl

belongs to L(Lpl , L2) and 〈x〉−δr ∈ L(L2, Lpr). Since σl <
d
2 and σr < d

2 we also have the
Sobolev embeddings Hσl ⊂ Lpl and Lpr ⊂ H−σr . We write

〈x〉−δl Φl(z)Rη
0,n(z)Φr(z) 〈x〉−δr

= |z|−2(n+1) 〈x〉−δl eiA ln|z|Φ̃l(z)R̂η
0,n(z)Φ̃r(z)e

−iA ln|z| 〈x〉−δr .

We first estimate the contribution of a term of the form (3.6). With (3.8) we can apply Propo-
sition 3.10 (with s = σl + |νl| and s∗ = −σr − |νr|). With Proposition 2.4 this gives

∥

∥

∥
〈x〉−δl eiA ln|z|Φ̃l(z)Θ̃0;α0,...,αn

(z)Φ̃r(z)e
−iA ln|z| 〈x〉−δr

∥

∥

∥

L(L2)

6
∥

∥

∥
eiA ln|z|

∥

∥

∥

L(Lpl)

∥

∥

∥
Φ̃l(z)

∥

∥

∥

L(Hσl+|νl|,Hσl )

∥

∥

∥
Θ̃0;α0,...,αn

(z)
∥

∥

∥

L(H−σr−|νr|,Hσl+|νl|)

×
∥

∥

∥
Φ̃r(z)

∥

∥

∥

L(H−σr ,H−σr−|νr|)

∥

∥

∥
e−iA ln|z|

∥

∥

∥

L(Lpr )

. |z|σl+|νl|+V+|νr |+σr .

Now we consider the contribution of a term of the form (3.7) with m large enough. According
to Propositions 3.11 and 3.12 we have

∥

∥

∥
〈x〉−δl eiA ln|z|Φ̃l(z)Θ̃0;α0,...,αj

(z)R̂η
j,k(z)Θ̃k;αk,...,αn

(z)Φ̃r(z)e
−iA ln|z| 〈x〉−δr

∥

∥

∥

L(L2)

6
∥

∥

∥
〈x〉−δl eiA ln|z|Φ̃l(z)Θ̃0;α0,...,αj

(z) 〈A〉δl
∥

∥

∥

∥

∥

∥
〈A〉−δl Rη

j,k(z) 〈A〉
−δr
∥

∥

∥

×
∥

∥

∥
〈A〉δr Θ̃k;αk,...,αn

(z)Φ̃r(z)e
−iA ln|z| 〈x〉−δr

∥

∥

∥

. |z|σl+|νl|+V0,j |z|Vj,k |z|Vk,n|νr |+σr = |z|σl+|νl|+V+|νr |+σr .

It only remains to remark that σl + |νl|+ V + |νr|+ σr equals 2(n+ 1) or S + |νl|+ |νr|+ V to
conclude. �
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3.4. Proof of the low frequency estimates in the general case. Now we use Proposition
3.13 to prove Proposition 3.7. For this we have to add the contributions of W and Pη,c in the
self-adjoint part, and aχη in the dissipative part. Let η0 > 0 be given by Proposition 3.13 and
η ∈]0, η0]. For z ∈ C+ we set

Kη = Pη,c +W and Kη(z) = Kη − izaχη.

Then we have the resolvent identities

R(z) = Rη(z)−Rη(z)Kη(z)R(z) = Rη(z)− R(z)Kη(z)Rη(z). (3.9)

We first estimate a single resolvent with a strong weight:

Proposition 3.14. Let νl, νr ∈ Nd be such that |νl| 6 1 and |νr| 6 1. Let σ > 2. Then there
exist a neighborhood U of 0 in C and C > 0 such that for all z ∈ U ∩ C+ we have

∥

∥

∥
〈x〉−σ

DνlR(z)Dνr 〈x〉−σ
∥

∥

∥

L(L2)
6 C.

Proof. • Assume that the proposition is proved when νr = 0. Then if |νr| = 1 we can write by
the resolvent identity
∥

∥

∥
〈x〉−σDνlR(z)Dνr 〈x〉−σ

∥

∥

∥
6
∥

∥

∥
〈x〉−σDνl(Hz − i)−1Dνr 〈x〉−σ

∥

∥

∥

+ (z − i)
∥

∥

∥
〈x〉−σ

DνlR(z) 〈x〉−σ
∥

∥

∥

∥

∥

∥
〈x〉σ (Hz − i)−1Dνr 〈x〉−σ

∥

∥

∥

. 1.

We have used the result for νr = 0 and pseudo-differential calculus. Thus it is enough to prove
the proposition in the case νr = 0.
• Let ψ ∈ C∞

0 (R, [0, 1]) be equal to 1 on a neighborhood of 0. For ε > 0 we set ψε : λ 7→ ψ
(

λ
ε

)

.

We recall that R0(z) = (P − z2)−1. By (3.9) and a similar resolvent identity between R(z) and
R0(z) we have

R(z) = Rη(z)ψε(P )−R(z)Kη(z)Rη(z)ψε(P )

+R0(z)(1− ψε)(P ) + izR(z)aR0(z)(1− ψε)(P ).

Assume that there exists ε > 0 such that
∥

∥

∥
〈x〉σKη(z)Rη(z)ψε(P ) 〈x〉−σ

∥

∥

∥
6

1

3
. (3.10)

There exists a neighborhood Uε of 0 such that for z ∈ Uε ∩ C+ the operators ψε(P ) and
R0(z)(1− ψε)(P ) are bounded in L2,σ so according to Proposition 3.13 there exists C,C0 > 0
such that

∥

∥

∥
〈x〉−σ

DνlR(z) 〈x〉−σ
∥

∥

∥
6 C +

(

1

3
+ C0 |z|

)

∥

∥

∥
〈x〉−σ

DνlR(z) 〈x〉−σ
∥

∥

∥
.

For z small enough this proves the result. It remains to prove (3.10).
• Let γ0 ∈ C∞

0 , j, k ∈ J1, dK. According to the Hardy inequality we have for u ∈ S
‖〈x〉σ γ0Dku‖L2 .

∥

∥

∥
〈x〉−1

Dku
∥

∥

∥

L2
. ‖u‖Ḣ2 .

We also have

‖〈x〉σDjγ0Dku‖L2 6 ‖〈x〉σ (Dαγ0)Dku‖L2 + ‖〈x〉σ γ0DαDku‖L2 . ‖u‖Ḣ2 .

If η is small enough we have
‖v‖Ḣ2 6 2 ‖Pηv‖L2

for all v ∈ S (see Remark 7.8 in [BR14]), so for µ > 0 we have
∥

∥

∥
〈x〉σ (Pη,c +W )Rη(iµ)ψε(P ) 〈x〉−σ

u
∥

∥

∥

L2
.
∥

∥

∥
Rη(iµ)ψε(P ) 〈x〉−σ

u
∥

∥

∥

Ḣ2
(3.11)

.
∥

∥

∥
PηRη(iµ)ψε(P ) 〈x〉−σ

u
∥

∥

∥

L2

.
∥

∥

∥
ψε(P ) 〈x〉−σ

u
∥

∥

∥

L2
+ µ

∥

∥

∥
aηRη(iµ)ψε(P ) 〈x〉−σ

u
∥

∥

∥

L2
+ µ2

∥

∥

∥
Rη(iµ)ψε(P ) 〈x〉−σ

u
∥

∥

∥

L2
.

Then we can finish the proof of (3.10) with the ideas of the proof of Proposition 7.15 in [BR14]:

by a compactness argument the norm of ψε(P ) 〈x〉−σ goes to 0 when ε goes to 0, for the second
term we use the quadratic estimates (see [BR14, Proposition 3.7]) and for the last term we use
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the easy estimate ‖Rη(iµ)‖ 6 µ−2. The difference between Rη(τ + iµ) and R(iµ) can be written
as the integral over s ∈ [0, τ ] of R′(s + iτ) so by the estimate of R′

η given by Proposition 3.13
we conclude that the norm (3.11) is as small as we wish if ε > 0 and z ∈ C+ are small enough.
It remains to estimate

|z| 〈x〉σ χηaRη(z)ψε(P ) 〈x〉−σ
.

But with Proposition 3.13 and the boundedness of ψε(P ) in L
2,σ we see that for z ∈ C+ close to

0 the norm of this operator is as small as we wish. This concludes the proof of (3.10) and hence
the proof of the proposition. �

Now we can finish the proof of Proposition 3.7:

Proof of Proposition 3.7. For z ∈ C+, j, k ∈ J0, nK with j 6 k we set

R0
j,k(z) = Rη

j,k(z) and R1
j,k(z) = Rj,k(z).

Using the resolvent identities (3.9) we can prove by induction on k ∈ J0, nK that R0,k(z) =
R1

0,k(z) can be written as a linear combination of terms of the form

T (z) = R0
0,j0(z)Kη(z)Rm1

j0,j1
Kη(z) . . .Rmp−1

jp−2,jp−1
(z)Kη(z)R0

jp−1,jp
(z),

where p ∈ N, jp = k, m1, . . . ,mp−1 ∈ {0, 1} and for θ ∈ J1, p− 1K

mθ = 1 =⇒ jθ−1 = jθ.

This last property means that R(z) only appears between two factors Kη(z) (see [KR] for an
analogous argument without inserted factors between the resolvents). We use this result with
k = n. Let δ = max(δl, δr). If p = 0 then the contribution of T (z) = Rη

0,n(z) is estimated by
Proposition 3.13. If p = 1 we can write

∥

∥

∥
〈x〉−δl DνlRη

0,j0
(z)Kη(z)Rη

j0,n
(z)Dνr 〈x〉−δr

∥

∥

∥

.
∥

∥

∥
〈x〉−δl DνlRη

0,j0
(z)∇〈x〉−δ

∥

∥

∥

∥

∥

∥
〈x〉−δ ∇Rη

j0,n
(z)Dνr 〈x〉−δr

∥

∥

∥

+

d
∑

j=1

∥

∥

∥
〈x〉−δl DνlRη

0,j0
(z) 〈x〉−δ

∥

∥

∥

∥

∥

∥
〈x〉δ bj∇Rη

j0,n
(z)Dνr 〈x〉−δr

∥

∥

∥

+
∥

∥

∥
〈x〉−δl DνlRη

0,j0
(z) 〈x〉−δ

∥

∥

∥

∥

∥

∥
z 〈x〉−δ Rη

j0,n
(z)Dνr 〈x〉−δr

∥

∥

∥
.

Then we have by Proposition 3.13
∥

∥

∥
〈x〉−δl DνlRη

0,j0
(z)Kη(z)Rη

j0,n
(z)Dνr 〈x〉−δr

∥

∥

∥
.
(

1 + |z|−2(n+1)+sl+sr+V0,n+|νl|+|νr |
)

.

It is important to notice that if |νr| = 1 then b1 = · · · = bd = 0, so that the second term
vanishes. Otherwise this estimate would not hold in the case j0 = n and sr = d

2 . We proceed
similarly for any p if m1 = · · · = mp−1 = 0. If ml = 1 for some j ∈ J1, p − 1K then we have
jl−1 = jl so according to Proposition 3.14 the corresponding contribution is uniformly bounded.
This concludes the proof of Proposition 3.7. �

4. Uniform resolvent estimates in the energy space.

In this section we use the estimates on R(z) to prove Theorems 1.2, 1.3 and 1.4. After
differentiation in (1.12) we get for all N ∈ N∗:

(A− z)−N−1 =

(

R(N)(z)(ia+ z) +R(N−1)(z) R(N)(z)
R(N)(z)P zR(N)(z) +R(N−1)(z)

)

. (4.1)

4.1. A generalized Hardy inequality. Our purpose is to prove estimates of the form
∥

∥(A− z)−1−NU0

∥

∥

H−δ 6 C(|z|) ‖U0‖Hδ .

In particular, if U0 = (u0, iu1) then the estimates shoud not depend on the (weighted) L2-norm
of u0, but only on the (weighted) L2-norms of its first derivatives. Thus the Hardy inequality

can play a crucial role since it somehow turns the multiplication by 〈x〉−1 into a differentiation.
More generally, when we have a weight better than needed we can use the following result:
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Lemma 4.1. Let δ > 0 and σ < δ − 1. Then there exists C > 0 such that for u ∈ S we have

‖〈x〉σ u‖L2 6 C
∥

∥

∥
〈x〉δ ∇u

∥

∥

∥

L2
.

Proof. Let χ ∈ C∞
0 (R+, [0, 1]) be equal to 1 on [0,1]. According to the usual Hardy inequality

we have

‖χ(|x|) 〈x〉σ u‖L2 .
∥

∥

∥
〈x〉−1 u

∥

∥

∥

L2
. ‖∇u‖L2 6

∥

∥

∥
〈x〉δ ∇u

∥

∥

∥

L2
.

On the other hand

‖(1 − χ)(|x|) 〈x〉σ u‖2L2 6

∫

ω∈Sd−1

∫ +∞

r=1

〈r〉2σ |u(rω)|2 rd−1 dr dω.

For r > 1 and ω ∈ Sd−1 we have

|u(rω)|2 =

∣

∣

∣

∣

∫ +∞

s=r

(ω · ∇)u(sω)s
2δ+d−1

2 s−
2δ+d−1

2 ds

∣

∣

∣

∣

2

6

∫ +∞

s=r

|∇u(sω)|2 s2δsd−1 ds×
∫ +∞

s=r

s−2δ−d+1 ds

. r−2δ+2−d

∫ +∞

s=r

|∇u(sω)|2 〈s〉2δ sd−1 ds.

Thus

‖(1− χ)(|x|) 〈x〉σ u‖2L2 .

∫ +∞

r=1

〈r〉2(σ+1−δ)−1
∫

ω∈Sd−1

∫ +∞

s=r

|∇u(sω)|2 〈s〉2δ sd−1 ds dω dr

.
∥

∥

∥
〈x〉δ ∇u

∥

∥

∥

2

L2
.

The lemma is proved. �

4.2. Intermediate and high frequency estimates. We begin with the proofs of Theorems
1.2 and 1.3. The proofs are exactly the same. The only difference is that we need the damping
assumption on bounded geodesics to use the estimates of Proposition 3.2 uniformly in |z| ≫ 1.

Proof of Theorems 1.2 and 1.3. Let γ > 0. Let (u, v) ∈ S × S. In this proof the symbol .
stands for 6 C for a constant C which does not depend on u, v and z ∈ C+ with γ 6 |z| 6 γ−1

(or |z| > γ under the damping assumption on bounded geodesics). According to Proposition 3.2
we have

∥

∥

∥
〈x〉−δ ∇R(N)(z)v

∥

∥

∥
.
∥

∥

∥
〈x〉δ v

∥

∥

∥

L2

and

|z|
∥

∥

∥
〈x〉−δ

R(N)(z)v
∥

∥

∥
+
∥

∥

∥
〈x〉−δ

R(N−1)(z)v
∥

∥

∥

L2
.
∥

∥

∥
〈x〉δ v

∥

∥

∥

L2
.

We now consider the contribution of the lower left coefficent in (4.1). We have

∥

∥

∥
〈x〉−δ

R(N)(z)Pu
∥

∥

∥

L2
.

d
∑

j,k=1

∥

∥

∥
〈x〉−δ

R(N)(z)Dj 〈x〉−δ
∥

∥

∥

L(L2)

∥

∥

∥
〈x〉δ Gj,k(x)Dku

∥

∥

∥

L2

+

d
∑

k=1

∥

∥

∥
〈x〉−δ

R(N)(z) 〈x〉−δ
∥

∥

∥

L(L2)

∥

∥

∥
〈x〉δ bk(x)Dku

∥

∥

∥

L2

.
∥

∥

∥
〈x〉δ ∇u

∥

∥

∥

L2
.

(4.2)

For the upper left coefficent in (1.12) we write

R(z)(ia+ z) =
1

z
R(z)

(

P −
(

P − iaz − z2
)

)

=
1

z
R(z)P − 1

z
.

Thus

dN

dzN
(

R(z)(ia+ z)
)

=

N
∑

l=0

Cl
N (−1)ll!

z1+l
R(N−l)(z)P +

(−1)N+1N !

z1+N
, (4.3)
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and hence
∥

∥

∥

∥

〈x〉−δ ∇ dN

dzN
(

R(z)(ia+ z)
)

u

∥

∥

∥

∥

.

d
∑

j,k=0

N
∑

l=0

|z|−1−l
∥

∥

∥
〈x〉−δ ∇R(N−l)(z)Dj 〈x〉−δ

∥

∥

∥

∥

∥

∥
〈x〉δDku

∥

∥

∥

+

d
∑

k=0

N
∑

l=0

|z|−1−l
∥

∥

∥
〈x〉−δ ∇R(N−l)(z) 〈x〉−δ

∥

∥

∥

∥

∥

∥
〈x〉δDku

∥

∥

∥
+ |z|−1−N

∥

∥

∥
〈x〉−δ ∇u

∥

∥

∥

.
∥

∥

∥
〈x〉δ ∇u

∥

∥

∥
.

This concludes the proof. �

4.3. Low frequency estimates. We now turn to the proof of Theorem 1.4 concerning low
frequencies. For the coefficents on the right in (1.12) the proof is as simple as for high frequencies:
for (u, v) ∈ S × S we have

∥

∥

∥
〈x〉−δ ∇R(N)(z)v

∥

∥

∥
.
(

1 + |z|d−N−1−ε
) ∥

∥

∥
〈x〉δ v

∥

∥

∥

L2
(4.4)

and

|z|
∥

∥

∥
〈x〉−δ

R(N)(z)v
∥

∥

∥
+
∥

∥

∥
〈x〉−δ

R(N−1)(z)v
∥

∥

∥

L2
.
(

1 + |z|d−N−1−ε
)∥

∥

∥
〈x〉δ v

∥

∥

∥

L2
. (4.5)

This is not the case for the coefficents on the left. We have to be careful with the lack of
derivative in the contribution of W in P (see (4.2) for the lower left coefficient). Moreover, we
cannot follow the proof of Theorems 1.2 and 1.3 for the upper left coefficient when z is small
because of the powers of z−1 in (4.3).

Let PG = − divG(x)∇ and for z ∈ C+: RG(z) =
(

PG − iza(x)− z2
)−1

. We have

A = AG +W
where

AG =

(

0 1
PG −ia

)

and W =

d
∑

j=1

(

0 0
bjDj 0

)

∈ L(H).

Proposition 4.2. Assume that the estimates of Theorem 1.4 holds with (A − z)−1 replaced by
(AG − z)−1. Then the same estimates hold for (A− z)−1.

Proof. For z ∈ C+ we have the resolvent identities

(A− z)−1 = (AG − z)−1 − (AG − z)−1W(A− z)−1

= (AG − z)−1 − (A− z)−1W(AG − z)−1.

Then we can check that

(A− z)−1−N = (AG − z)−1−N −
N
∑

k=0

(AG − z)−1−kW(AG − z)−1−N+k

+
∑

j+k6N

(AG − z)−1−kW(A− z)−1−N+k+jW(AG − z)−1−j.

Let j, k ∈ N be such that j + k 6 N . For (u, v) ∈ S2 we have

W(A− z)−1−N+k+jW
(

u
v

)

=

d
∑

m,l=1

(

0

bmDmR
(N−k−j)(z)blDlu

)

In particular
∥

∥W(A− z)−1−N+k+jW
∥

∥

L(H−δ,Hδ)
. 1 + |z|d−1−N+j+k−ε

.

With the estimates on the powers of (AG − z)−1 we obtain the estimates of Theorem 1.4. �

Thus, Theorem 1.4 is a consequence of the following result:

Proposition 4.3. The estimates of Theorem 1.4 hold with (A− z)−1 replaced by (AG − z)−1.
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Proof. • Estimates (4.4) and (4.5) hold for RG. For the lower left coefficient we can use the
estimates of Theorem 3.3. For u ∈ S we have

∥

∥

∥
〈x〉−δ

R
(N)
G (z)PGu

∥

∥

∥

L2
.

d
∑

j,k=1

∥

∥

∥
〈x〉−δ

R
(N)
G (z)Dj 〈x〉−δ

∥

∥

∥

L(L2)

∥

∥

∥
〈x〉δDku

∥

∥

∥

L2

.
(

1 + |z|d−N−1−ε
)
∥

∥

∥
〈x〉δ ∇u

∥

∥

∥

L2
.

• We now estimate the upper left coefficient for N > 1. Let

σ ∈
]

N − 1

2
, δ − 1

[

.

We estimate separately the two terms which appear in (4.1). For the second term we use Lemma
4.1:

∥

∥

∥
〈x〉−δ ∇R(N−1)

G (z)u
∥

∥

∥

L2
.
∥

∥

∥
〈x〉−σ ∇R(N−1)

G (z) 〈x〉−σ
∥

∥

∥

L(L2)
‖〈x〉σ u‖L2

.
(

1 + |z|d−(N−1)−1−ε
)
∥

∥

∥
〈x〉δ ∇u

∥

∥

∥

L(L2)
.

We now turn to the contribution of R
(N)
G (z)(ia + z). Let j ∈ J1, dK and T (z) be a term of the

decomposition of R
(N)
G (z) given by Proposition 3.1. If n < N then σ > n+ 1

2 , so by Proposition
3.7 we have

∥

∥

∥
〈x〉−σ

DjT (z)(ia+ z)u
∥

∥

∥
.
(

1 + |z|d−N−1−ε
)

‖〈x〉σ u‖ ,
and we can conclude with Lemma 4.1. If n = N and V = 0 then we have ω = N . In this case
we can write

∥

∥

∥
〈x〉−δ

DjT (z)(ia+ z)u
∥

∥

∥
= |z|N

∥

∥

∥
〈x〉−δ

DjR
N+1
G (z)(ia+ z)u

∥

∥

∥

= |z|N−1
∥

∥

∥
〈x〉−δ

DjR
N+1
G (z)

(

PG − (PG − iza(x)− z2)
)

u
∥

∥

∥

.
∑

l,k

|z|N−1
∥

∥

∥
〈x〉−δDjR

N+1
G (z)Dl 〈x〉−δ

∥

∥

∥

∥

∥

∥
〈x〉δDku

∥

∥

∥

+ |z|N−1
∥

∥

∥
〈x〉δDjR

N
G (z) 〈x〉−σ

∥

∥

∥
‖〈x〉σ u‖

.
(

1 + |z|d−N−1−ε
) ∥

∥

∥
〈x〉δ ∇u

∥

∥

∥

L2
.

Using the decay of a we have in any case
∥

∥

∥
〈x〉−δ

DjT (z)au
∥

∥

∥
.
(

1 + |z|d−N−1−ε
)

‖〈x〉σ u‖ .
(

1 + |z|d−N−1−ε
) ∥

∥

∥
〈x〉δ ∇u

∥

∥

∥
,

so it remains to estimate z 〈x〉−δ
DjT (z)u when n = N and V > 1. For this use Corollary 3.8:

|z|
∥

∥

∥
〈x〉−σ

DjT (z)u
∥

∥

∥
. |z|

(

1 + |z|N−2
+ |z|d−N−1−ε

)

‖〈x〉σ u‖ . (4.6)

We conclude again with Lemma 4.1.
• We now estimate the contribution of the upper left coefficient in (1.12) when N = 0. More
precisely we have to prove that for δ > 1

2 we have
∥

∥

∥
〈x〉−δDjRG(z)(ia+ z)u

∥

∥

∥
.
∥

∥

∥
〈x〉δ ∇u

∥

∥

∥
. (4.7)

Without loss of generality we can assume that δ < 1
2 + ρ

4 . Then by Lemma 4.1 we have
∥

∥

∥
〈x〉−δ

DjRG(z)au
∥

∥

∥
.
∥

∥

∥
〈x〉−δ

DjRG(z) 〈x〉−δ
∥

∥

∥

∥

∥

∥
〈x〉−δ

u
∥

∥

∥
.
∥

∥

∥
〈x〉δ ∇u

∥

∥

∥
. (4.8)

It remains to estimate 〈x〉−δ
DjRG(z)zu. For η ∈]0, 1] we set R0

G(z) = (PG−z2)−1 and R0,η(z) =
(Pη − z2)−1, where Pη is as in (3.4). We have

[Dj, R0,η(z)] =

d
∑

k,l=1

R0,η(z)Dk

(

DjGη,k,l(x)
)

DlR0,η(z)
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so
∥

∥

∥
〈x〉−δ

DjR0,η(z)zu
∥

∥

∥

6
∥

∥

∥
〈x〉−δ

R0,η(z)zDju
∥

∥

∥
+

d
∑

k,l=1

∥

∥

∥
〈x〉−δ

R0,η(z)Dk

(

DjGη,k,l(x)
)

DlR0,η(z)zu
∥

∥

∥

.
∥

∥

∥
〈x〉−δ

R0,η(z)z 〈x〉−δ
∥

∥

∥

∥

∥

∥
〈x〉δ Dju

∥

∥

∥

+η
ρ
2 sup

k,l

∥

∥

∥
〈x〉−δ

R0,ηDk 〈x〉−
1
2−

ρ
4

∥

∥

∥

∥

∥

∥
〈x〉− 1

2−
ρ
4 DlR0,η(z)zu

∥

∥

∥

Then according to the second statement in Theorem 3.3 (applied with σ = 0 and a = 0) there
exists C > 0 such that for η > 0 small enough we have

∑

j

∥

∥

∥
〈x〉−δ

DjR0,η(z)zu
∥

∥

∥
6 C

∥

∥

∥
〈x〉δ ∇u

∥

∥

∥
+

1

2

∑

j

∥

∥

∥
〈x〉−δ

DjR0,η(z)zu
∥

∥

∥
,

and hence
∑

j

∥

∥

∥
〈x〉−δ

DjR0,η(z)zu
∥

∥

∥
.
∥

∥

∥
〈x〉δ ∇u

∥

∥

∥
.

Now η > 0 is fixed. Let G0(x) = χη(x)(G(x) − Id). We have the resolvent identity

R0
G(z)(z) = R0,η(z) +

∑

k,l

R0
G(z)(z)DkG0,k,l(x)DlR0,η(z),

so
∥

∥

∥
〈x〉−δDjR

0
G(z)(z)zu

∥

∥

∥

6
∥

∥

∥
〈x〉−δ

DjR0,η(z)zu
∥

∥

∥
+
∑

k,l

∥

∥

∥
〈x〉−δ

DjR
0
G(z)(z)DkG0,k,l(x)DlRη,0(z)zu

∥

∥

∥

.
∥

∥

∥
〈x〉δ ∇u

∥

∥

∥
+
∥

∥

∥
〈x〉−δ

DjR
0
G(z)(z)Dk 〈x〉−δ

∥

∥

∥

∥

∥

∥
〈x〉−δ

DlRη,0(z)zu
∥

∥

∥

.
∥

∥

∥
〈x〉δ ∇u

∥

∥

∥
.

It remains to add the dissipative part. Again, we use the corresponding resolvent identity

RG(z) = R0
G(z)(z) + izRG(z)a(x)R

0
G(z)(z)

to write
∥

∥

∥
〈x〉−δ

DjRG(z)zu
∥

∥

∥
6
∥

∥

∥
〈x〉−δ

DjR
0
G(z)(z)zu

∥

∥

∥
+
∥

∥

∥
〈x〉−δ

DjRG(z)aR
0
G(z)(z)z

2u
∥

∥

∥

.
∥

∥

∥
〈x〉δ ∇u

∥

∥

∥
+
∥

∥

∥
〈x〉−δ

DjRG(z)aR
0
G(z)(z)

(

PG − (PG − z2)
)

u
∥

∥

∥

.
∥

∥

∥
〈x〉δ ∇u

∥

∥

∥
+
∑

k,l

∥

∥

∥
〈x〉−δDjRG(z) 〈x〉−δ

∥

∥

∥

∥

∥

∥
〈x〉−δ R0

G(z)(z)Dk 〈x〉−δ
∥

∥

∥

∥

∥

∥
〈x〉δDlu

∥

∥

∥

+
∥

∥

∥
〈x〉−δ

DjRG(z)au
∥

∥

∥

.
∥

∥

∥
〈x〉δ ∇u

∥

∥

∥
.

We have used (4.8). This concludes the proof of (4.7) and hence the proof of the proposition. �

5. Local energy decay in the energy space.

In this section we use the resolvent estimates of Theorems 1.2, 1.3 and 1.4 to prove Theorem
1.1. We begin with a lemma about the propagation for finite times. It relies on the propagation
at finite speed for the wave equation:

Lemma 5.1. Let δ > 0 and T > 0. Then there exists CT > 0 such that for all t ∈ [0, T ] and
U0 ∈ S × S we have

∥

∥e−itAU0

∥

∥

Hδ 6 CT ‖U0‖Hδ .
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Proof. For δ, r1, r2 ∈ R and u, v ∈ S we set

‖(u, v)‖2Hδ(r1,r2)
=

∫

r16|x|6r2

〈x〉2δ
(

|∇u|2 + |v|2
)

dx.

We also write H(r1, r2) for H0(r1, r2). Let u be a solution of (1.1) and U : t 7→ (u(t), i∂tu(t)).
Let r1, r2 ∈ R+ with r1 6 r2. For t > 0 and s ∈ [0, t] we have

d

ds
‖U(t− s)‖2H(r1−s,r2+s)

=

∫

|x|=r2+s

(

|∇u(t− s)|2 + |∂tu(t− s)|2
)

+

∫

|x|=r1−s

(

|∇u(t− s)|2 + |∂tu(t− s)|2
)

−2Re

∫

r1−s6|x|6r2+s

(

∇u(t− s) · ∂t∇u(t− s) + ∂2t u(t− s) ∂tu(t− s)
)

=

∫

|x|=r2+s

(

|∇u(t− s)|2 + |∂tu(t− s)|2 − 2Re∂ru(t− s) ∂tu(t− s)
)

+

∫

|x|=r1−s

(

|∇u(t− s)|2 + |∂tu(t− s)|2 + 2Re∂ru(t− s) ∂tu(t− s)
)

+2

∫

r1−s6|x|6r2+s

a |∂tu(t− s)|2

> 0.

We have denoted by ∂ru the radial derivative of u with respect to the spacial variable. Moreover
the integrals over {|x| = r1 − s} vanish when s > r1. This proves that

‖U(t)‖H(r1,r2)
6 ‖U(0)‖H(r1−t,r2+t) .

• Let U0 ∈ S × S. For t ∈ [0, T ] we have
∥

∥e−itAU0

∥

∥

2

Hδ 6 〈T 〉2δ
∥

∥e−itAU0

∥

∥

2

H(0,T )
+
∑

n∈N

〈n+ T + 1〉2δ
∥

∥e−itAU0

∥

∥

2

H(T+n,T+n+1)

6 〈T 〉2δ ‖U0‖2H(0,2T ) +
∑

n∈N

〈n+ T + 1〉2δ ‖U0‖2H(n,2T+n+1)

6 〈T 〉2δ ‖U0‖2Hδ +
∑

n∈N

〈n+ T + 1〉2δ

〈n〉2δ
‖U0‖2Hδ(n,2T+n+1)

6 〈T 〉2δ ‖U0‖2Hδ + (2T + 2) ‖U0‖2Hδ sup
n∈N

〈n+ T + 1〉2δ

〈n〉2δ
. ‖U0‖Hδ .

This concludes the proof. �

Now we can prove Theorem 1.1:

Proof of Theorem 1.1. Let U0 ∈ S × S. We denote by U(t) the solution of (1.4). Let χ ∈
C∞(R, [0, 1]) be equal to 0 on ]−∞, 1[ and equal to 1 on ]2,+∞[.
• Let z ∈ C+. We multiply (1.4) by eitzχ(t) and take the integral over R. After a partial
integration we get

∫

R

χ(t)eitzU(t) dt = (A− z)−1V (z), (5.1)

where we have set

V (z) = −i
∫

R

χ′(t)eitzU(t) dt = −i
∫ 2

1

χ′(t)eitzU(t) dt.

• Let µ > 0. The map t 7→ e−tµχ(t)U(t) and its inverse Fourier transform

τ 7→ (A− (τ + iµ))−1V (τ + iµ)

belong to S(R) so we can inverse (5.1):

χ(t)e−tµU(t) =
1

2π

∫

R

e−itτ
(

A− (τ + iµ)
)−1

V (τ + iµ) dτ.
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Let χ0 ∈ C∞
0 (R, [0, 1]) be equal to 1 on a neighborhood of 0. Let χ1 = 1− χ0. We can write

χ(t)e−tµU(t) =
1

2π

(

U0,µ(t) + U1,µ(t)
)

(5.2)

where for j ∈ {0, 1} we have set

Uj,µ(t) =

∫

R

χj(τ)e
−itτ

(

A− (τ + iµ)
)−1

V (τ + iµ) dτ.

• With partial integrations we see that

(it)d−1U0,µ(t) =

∫

R

e−itτfµ(τ) dτ

where

fµ(τ) =

(

d

dτ

)d−1
(

χ0(τ)
(

A− (τ + iµ)
)−1

V (τ + iµ)
)

.

According to Lemma 5.1 we have for any k ∈ N

∥

∥

∥
V (k)(z)

∥

∥

∥

Hδ
.

∫ 2

1

‖U(t)‖Hδ . ‖U0‖Hδ .

With Theorem 1.2 and Theorem 1.4 applied with ε
2 we obtain that there exists C > 0 such that

for all τ ∈ R∗ and µ > 0 we have

‖fµ(τ)‖H−δ 6 C |τ |− ε
2 ‖U0‖Hδ and

∥

∥f ′
µ(τ)

∥

∥

H−δ 6 C |τ |−1− ε
2 ‖U0‖Hδ .

According to Lemma 4.3 in [BR14] we obtain

‖U0,µ(t)‖H−δ . 〈t〉−(d−ε) ‖U0‖Hδ . (5.3)

• We now estimate U1,µ(t). Let N ∈ N and δN ∈
]

N + 1
2 , N + 1

[

. As above we see that

(it)NU1,µ(t) is a linear combination of terms of the form

Ũµ,j,k,l(t) :=

∫

R

e−itτχ
(l)
1 (τ)

(

A− (τ + iµ)
)−j−1

V (k)(τ + iµ) dτ,

where j, k, l ∈ N are such that j+k+ l = N . According to the Plancherel Theorem (used twice),
Theorems 1.2, 1.3 and Lemma 5.1 we have

∫

R

∥

∥

∥
Ũµ,j,k,l(t)

∥

∥

∥

2

H−δN

dt =

∫

R

∥

∥

∥
χ
(l)
1 (τ)(A − (τ + iµ))−j−1V (k)(τ + iµ)

∥

∥

∥

2

H−δN

dτ

.

∫

R

∥

∥

∥
V (k)(τ + iµ)

∥

∥

∥

2

HδN

dτ

. ‖U0‖2HδN .

(5.4)

In particular there exists C > 0 such that for U0 ∈ S × S we can find T (U0) ∈ [0, 1] which
satisfies

∥

∥

∥
Ũµ,j,k,l(T (U0))

∥

∥

∥

H−δN

6 C ‖U0‖HδN .

For t > 1 we have

Ũµ,j,k,l(t) = e−i(t−T (U0))AŨµ,j,k,l(T (U0)) +

∫ t

T (U0)

∂

∂s

(

e−i(t−s)AŨµ,j,k,l(s)
)

ds, (5.5)

where for s ∈ [T (U0), t]

∂

∂s

(

e−i(t−s)AŨµ,j,k,l(s)
)

=
∂

∂s

∫

R

χ
(l)
1 (τ)e−isτ e−i(t−s)A

(

A− (τ + iµ)
)−j−1

V (k)(τ + iµ) dτ

= i

∫

R

χ
(l)
1 (τ)e−isτ e−i(t−s)A(A− τ)

(

A− (τ + iµ)
)−j−1

V (k)(τ + iµ) dτ

= −µe−i(t−s)AŨµ,j,k,l(s) + ie−i(t−s)A

∫

R

e−isτχ
(l)
1 (τ)

(

A− (τ + iµ)
)−j

V (k)(τ + iµ) dτ.
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With (5.4) and a similar computation for the second term this proves that the map s 7→
∂
∂s

(

e−i(t−s)AŨµ,j,k,l(s)
)

belongs to L2([0, t],H−δN ) uniformly in t, and its L2([0, t],H−δN ) norm

is controlled by the norm of U0 in HδN . Using the Cauchy-Schwarz inequality in (5.5) we obtain
∥

∥

∥
Ũµ,j,k,l(t)

∥

∥

∥

H−δN

. (1 +
√
t) ‖U0‖HδN ,

and hence
‖U1,µ(t)‖H−δN

. 〈t〉−N+ 1
2 ‖U0‖HδN . (5.6)

• Let γ > 0 and σ > γ + 1
2 . Let δ0 ∈

]

1
2 , σ − γ

[

. According to (5.2) we have

‖U1,µ(t)‖H−δ0
6 2π

∥

∥χ(t)e−tµU(t)
∥

∥

H−δ0
+ ‖U0,µ(t)‖H−δ0

. ‖U0‖Hδ0 . (5.7)

Now we use interpolation between (5.7) and (5.6) for large N . Let θN = γ
(

N − 1
2

)−1
. For N

large enough we have

θNδN + (1 − θN )δ0 6
γ

N − 1
2

(N + 1) + δ0 < σ,

so by interpolation we get
‖U1,µ(t)‖H−σ . 〈t〉−γ ‖U0‖Hσ . (5.8)

In particular this can be applied with γ = d and σ = δ. With (5.3), this concludes the proof. �

Remark 5.2. As usual, the restriction of the time decay in Theorem 1.1 is due to the contribution
of low frequencies. According to (5.8), the contribution of high frequencies decays like any power
of t, as long as we choose a suitable weight. This is close to the result of [Wan87] (except that we
have σ > γ+ 1

2 instead of σ = γ), even if in our dissipative context we do not have a functionnal
calculus to localize the solution spectrally on high frequencies.
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