Euclidean farthest-point Voronoi diagram of a digital edge
Tristan Roussillon

To cite this version:

HAL Id: hal-01157948
https://hal.archives-ouvertes.fr/hal-01157948
Submitted on 29 May 2015

HAL is a multi-disciplinary open access archive for the deposit and dissemination of scientific research documents, whether they are published or not. The documents may come from teaching and research institutions in France or abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est destinée au dépôt et à la diffusion de documents scientifiques de niveau recherche, publiés ou non, émanant des établissements d’enseignement et de recherche français ou étrangers, des laboratoires publics ou privés.
Euclidean Farthest-Point Voronoi Diagram of a Digital Edge

Tristan Roussillon

\textsuperscript{a}Université de Lyon, CNRS
INSA-Lyon, LIRIS, UMR5205, F-69676, FRANCE

Email address: tristan.roussillon@liris.cnrs.fr (Tristan Roussillon)

Preprint submitted to Elsevier
Euclidean Farthest-Point Voronoi Diagram of a Digital Edge

Tristan Roussillon

Université de Lyon, CNRS
INSA-Lyon, LIRIS, UMR5205, F-69676, FRANCE

Abstract

A digital edge is a digitization of a straight segment joining two points of integer coordinates. Such a digital set may be analytically defined by the rational slope of the straight segment. We show in this paper that the convex hull, the Euclidean farthest-point Voronoi diagram as well as the dual farthest-point Delaunay triangulation of a digital edge can be fully described by the continued fraction expansion of its slope.
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1. Introduction

The Euclidean farthest-point Voronoi diagram of a set $S$ of $n$ point sites divides the plane into cells that consist of all the points that are farther from one site than from the $n-1$ others. Not every point site of $S$ has a cell in the farthest-point Voronoi diagram. A point site has actually a cell iff it is a vertex of the convex hull of $S$[1][p. 164]. Let us recall that the convex hull of $S$ is the intersection of all half-planes containing $S$. The farthest-point Delaunay triangulation of $S$ is the planar dual to the Euclidean farthest-point Voronoi diagram of $S$. It is a triangulation of the convex hull of $S$ such that the circumcircle of each triangle contains $S$.

In computational geometry, the closest-point and farthest-point Voronoi diagrams of an arbitrary set of point sites, as well as their dual triangulations, have been deeply studied (see e.g. [1, 2]). In digital geometry, the intersection of the closest-point Voronoi diagram with the fundamental lattice $\mathbb{Z}^2$ and the associated Euclidean distance transform have also been deeply studied (see [3] for a survey). This paper is a step towards the study of the Voronoi diagrams and Delaunay triangulations of analytical subsets of the fundamental lattice in order to understand their geometry.

In this paper, we focus on specific subsets of digital straight lines. The naive (resp. standard) line of slope $a/b$ and intercept $\mu$ is the set of points $(x,y) \in \mathbb{Z}^2$ verifying $\mu \leq ax - by < \mu + \omega$ with $a$, $b$, $\mu$, $\omega$ integers, $gcd(a,b) = 1$ and $\omega = \max(|a|,|b|)$ (resp. $\omega = |a| + |b|$). Note that the naive (resp. standard) line is simply 8-connected (resp. 4-connected) [4][p. 48, Proposition 3]. Points $(x,y) \in \mathbb{Z}^2$ such that $ax - by = \mu$ (resp. $ax - by = \mu + \omega - 1$) are called upper points (resp. lower points). The connected part of a digital straight line between two consecutive upper or lower leaning points is called a digital edge. The chain code of a digital edge is a Christoffel word. In shape analysis, digital edges are important because every digital curve that is locally convex has a unique decomposition into digital edges (see [5] or [6, 7] for a combinatorial point of view).

Without loss of generality, let us assume that the digital straight line lies in the first octant, i.e. $0 \leq a < b$, and that its intercept is null, i.e. $\mu = 0$. Both the origin $(0,0)$ and the point $(b,a)$ are upper points. They bound a naive (resp. standard) digital edge of slope $a/b$ defined as...
the set of points \((x, y) \in \mathbb{Z}^2\) verifying \(0 \leq ax - by < \omega\) and \(0 \leq x \leq \omega\) (resp. \(0 \leq x + y \leq \omega\)).

We show in this paper that the farthest-point Delaunay triangulation of a standard digital edge is fully determined by the convergents of its slope. Equivalently, the farthest-point Voronoi diagram of a standard digital edge is fully determined by the convergents of its slope. However, we preferably work with the farthest-point Delaunay triangulation because its embedding involves only points of integer coordinates and even more, only extremal points of a digital edge. The farthest-point Delaunay triangulation of a standard digital edge of slope \(12/29\) is illustrated in fig. 1.

![Figure 1: Farthest-point Delaunay triangulation of a standard digital edge of slope \(12/29 = [0; 2, 2, 2, 2]\). Each convex hull vertex is depicted with a black dot. Other points are depicted with grey circles.](image1)

The motivation is two-fold. On one hand, we extend a previous work about the closest-point Voronoi diagram of a digital edge [8] with a study of the farthest-point Voronoi diagram of a digital edge. From these diagrams, we can determine for every point of the plane, its closest and farthest site, which may be useful to decide if two sets are circularly separable (see e.g. [9]). For instance, a standard digital edge and its copy translated by the vector \((1, 1)\) are depicted in fig. 2. Among the whole set of circles separating this digital edge from its translated copy, the extremal ones pass by three vertices of the closest and farthest-point Delaunay triangulation of the points. Hence, the present work is another step towards an analytical formula giving the smallest separating circle corresponding to a digital straight segment. More generally, the present work will be useful to recognize digital circular arcs (or at least to efficiently initialize the recognition algorithm from a digital straight segment) and then estimate curvature, tangent and length.

![Figure 2: A digital edge and its copy translated by the vector \((1, 1)\). The smallest circle separating this digital edge from its translated copy is depicted in bold. It passes by two vertices of the farthest-point Delaunay triangulation of the enclosed digital edge and one vertex of the closest-point Delaunay triangulation of the translated copy.](image2)

On the other hand, determining the farthest-point Delaunay diagram of a digital edge is a toy problem to show how, for some incremental operations, an arithmetical and implicit representation can outperform a geometrical and explicit one. A simple example is the concatenation of two unimodular digital edges into a greater digital edge (see fig. 3). In [8], it is shown that the (closest-point) Delaunay triangulation of the resulting digital edge contains the Delaunay triangulation of the two base digital edges. For instance, we can see in fig. 3.a-b that the Delaunay triangulation of the digital edge of slope \(5/8\) contains the Delaunay triangulation of the digital edges of slopes \(3/5\) and \(2/3\). Hence, when gluing together two unimodular digital edges, new triangular facets must be added to the data structure to maintain the triangulation, but nothing must be deleted (see fig. 3.b). Conversely, the same operation is catastrophic for the farthest-point Delaunay triangulation: the convex hull of the resulting digital edge must be triangulated from scratch (see fig. 3.c-d). However, we will see below that both the convex hull and the internal edges of the farthest-point Delaunay triangulation are fully described by the convergents of the slope of the digital edge...
and consequently, they can be implicitly maintained due to recurrence relations.

In this paper, we arithmetically characterize the farthest-point Delaunay triangulation of a standard digital edge. Since the farthest-point Delaunay triangulation of a point set is the farthest-point Delaunay triangulation of its convex hull [1][p. 164], we first arithmetically characterize the convex hull of a standard digital edge in section 2. Then, we show that this characterization also describes the structure of the farthest-point Delaunay triangulation in section 3. We end with some discussions about the extension of this result to a larger class of point sets.

2. Convex Hull of a Digital Edge

In this section, we introduce an arithmetical characterization of the convex hull of a digital edge. More precisely, we propose two recurrence relations that generate the vertices of the convex hull of a digital edge. In the next section, we will use the same relations to describe the structure of the farthest-point Delaunay triangulation of a digital edge.

2.1. Notations and digital edge definition

Let \( \Sigma \) be the set of lattice points belonging to the digital edge of direction vector \( z(q,p) \) and of first point \( O(0,0) \), the origin. Let us assume without loss of generality that the components \( (q,p) \) of \( z \), are such that \( p,q \in \mathbb{Z}, \ 1 \leq p < q \) and \( \gcd(p,q) = 1 \).

Note that vectors (resp. points) are denoted by lower case letters, e.g. \( z \), (resp. upper case letters, e.g. \( Z = O + z \)).

Let \( \wedge \) be the linear and antisymmetric operator \( \mathbb{Z}^2 \times \mathbb{Z}^2 \mapsto \mathbb{Z} \) defined such that for all couple of vectors \( v(x,y) \) and \( v'(x',y') \), \( v \wedge v' = xy' - yx' \). Note that the value \( v \wedge v' \) is equal to the signed area of a parallelogram generated by \( v \) and \( v' \).

Let \( s \) be a shift vector whose components are \( (0, -1) \) in the naive case and \( (1, -1) \) in the standard case. The introduction of vector \( s \) is a way of dealing with the naive and standard cases in the same unified framework, because \( s \wedge z \) is the arithmetical thickness \( \omega \) (equal to \( q \) in the naive case, but \( p + q \) in the standard case) and \( s \wedge v \) is the position of \( v(x,y) \) (i.e. \( x \) in the naive case, but \( x + y \) in the standard case). Our main result is valid only in the standard case (and that is why we illustrate only the standard case). However, we use this unified framework in order to point out which property is not valid in the naive case.

Due to the definition of a digital edge (given in section 1), \( \Sigma \) is defined as follows:

\[
\Sigma = \left\{ O + v \in \mathbb{Z}^2 \left| \begin{array}{c}
0 \leq v \wedge z < s \wedge z \\
0 \leq s \wedge v \leq s \wedge z
\end{array} \right. \right\}. \quad (1)
\]

In order to avoid any sign ambiguity, \( s \) usually lies on the left hand side of the \( \wedge \) operator, whereas \( z \) usually lies on its right hand side.

Let \( F \) (resp. \( G \)) be equal to \( O - s \) (resp. \( Z - s \)). Geometrically, \( \Sigma \) is the set of lattice points located inside the parallelogram \( O,F,G,Z \) (where the side \( [FG] \) is not included). The points are not randomly distributed, but their location is fully determined by \( z \). We will see in the...
next subsections that the geometry of the convex hull of a
digital edge is fully determined by the components of the
vector \( z \).

The standard digital edge of direction vector \((8,5)\) is
depicted in fig. 4.

![Figure 4: Standard digital edge lying between \( O \) and \( Z(8,5) \). The
lattice points of the digital edge are depicted with black dots. They
are located inside the parallelogram \( O, F, G, Z \) ([FG] is not included).]

2.2. Two recurrence relations

We now introduce the two following recurrence rela-
tions:

\[
\begin{align*}
\forall 1 & \leq k \leq n, \quad u_k = \left\lfloor \frac{r_k-2}{r_k-1} \right\rfloor, \quad r_k = r_{k-2} - u_k r_{k-1}, \quad \text{(2)} \\
z_{-1} & = -s, \quad z_0 = (1,0), \\
\forall 1 & \leq k \leq n, \quad z_k = z_{k-2} + u_k z_{k-1}. \quad \text{(3)}
\end{align*}
\]

The reader may recognize in (2) the sequence of quo-
tients \( \{u_k\} \) and the sequence of remainders \( \{r_k\} \) returned
by the Euclidean algorithm applied to \( p \) and \( q \) or \( p \) and
\( q+p \), depending on \( s \). More precisely, in the naive (resp.
standard) case, \( p/q = [u_0; u_1, u_2, \ldots, u_n] \) (resp. \( p/(p+q) =
[u_0; u_1, u_2, \ldots, u_n] \)).

In (3), the vectors of the sequence \( \{z_k\} \) are called con-
vergents, because they get closer to \( z \) as \( k \) gets closer to \( n \)
(with \( z_n = z \) as it will be shown in subsection 2.3). We
will see in subsections 2.4 and 2.5 that the sequence \( \{z_k\} \)
characterizes the convex hull of digital edges of direction
vector \( z \). The convergents of \((8,5)\), whose computation is
detailed in tab. 1, are depicted in fig. 5.

![Table 1: Sequences of remainders, quotients and convergents com-
puted from vector \((8,5)\) (in the standard case with \( s(1, -1) \)).]

<table>
<thead>
<tr>
<th>( k )</th>
<th>(-1)</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>( r )</td>
<td>13</td>
<td>5</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>( u )</td>
<td>0</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>( z )</td>
<td>((1, -1))</td>
<td>((1,0))</td>
<td>((1,1))</td>
<td>((2,1))</td>
<td>((3,2))</td>
<td>((8,5))</td>
</tr>
</tbody>
</table>

![Figure 5: Graphical representation of the convergents of \( z(8,5) \) (in
the standard case with \( s(1, -1) \)).]

2.3. Properties about remainders and convergents

There are close links between convergents. The follow-
ing properties are known (see e.g. [10][Theorem 150, 151,
157]), but they are essential to prove the key lemmas 3
and 4 of section 3. They can be proved by induction by
(2) and (3).

\[
\forall 0 \leq k \leq n \quad z_k \land z_{k-1} = q_k p_{k-1} - p_k q_{k-1} = (-1)^k. \quad \text{(4)}
\]

Note that (4) implies that \( \forall 1 \leq k \leq n, \ z_k \) is ir-
reducible, i.e. its components are relatively prime. In-
 deed, \( z_{-1} \) is irreducible and for all \( k \geq 0 \), the greatest
common divisor of the components of \( z_k \), which divides
\( z_k \land z_{k-1} = (-1)^k \), is therefore equal to 1.

Using (3) and the linearity of \( \land \), a straightforward
corollary of (4) is:

\[
\forall 1 \leq k \leq n \quad z_k \land z_{k-2} = q_k p_{k-2} - p_k q_{k-2} = -u_k(-1)^k. \quad \text{(5)}
\]

Using (2) and (3), we can also prove by induction that
the area of the parallelogram defined by \( z_k \) and \( z \) is equal
to the remainder \( r_k \):

\[
\forall 1 \leq k \leq n \quad z_k \land z = q_k p - p_k q = r_k(-1)^k. \quad \text{(6)}
\]

Moreover, we can similarly show that \( z \) is an aggregate of
successive remainders and convergents:

\[
\forall 0 \leq k \leq n, \quad r_k z_{k-1} + r_{k-1} z_k = z. \quad \text{(7)}
\]
By (2), remainders strictly decrease as \( k \) increases. Moreover,
\[
r_n = 0 \quad \text{and} \quad r_{n-1} = \gcd(p, q) = 1. \quad (8)
\]
The left part is trivial. In order to show the right one, it is enough to notice that
- on one hand, \( \gcd(p, q) \), which divides both \( p \) and \( q \), also divides \( |z_k \wedge z| = r_k \) for all \( k \) ranging from \(-1\) to \( n \) by (6), including \( r_{n-1} \).
- on the other hand, \( r_{n-1} \) divides \( r_{n-2} \) and by induction, divides \( r_k \) for all \( k \) ranging from \(-1\) to \( n-1 \), and thus \( p \) and \( q \).

To sum up:
\[
r_{-1} = s \wedge z > p = r_0 > \ldots > r_{n-1} = 1 > r_n = 0. \quad (9)
\]
Note that (7) and (8) clearly imply that \( z_n = z \).

### 2.4. Convexity

Let us now introduce another sequence of points, \( \{h_k\} \), defined from \( \{z_k\} \), \( s \) and \( z \) as follows:
\[
\forall -1 \leq k \leq n-1 \quad \begin{cases} 
  h_k = z_k + s & \text{if } k \text{ is odd,} \\
  h_k = -z_k + z + s & \text{if } k \text{ is even.}
\end{cases} 
\]
(10)

If \( k \) is odd, \( H_k \) is merely the translation of \( Z_k \) by vector \( s \). If \( k \) is even, \( H_k \) is obtained by the composition of a point reflection across the origin \( O \) and a translation of vector \( s + z \). Note moreover that \( H_{-1} = O \).

The reader can compare \( Z_0, Z_1, Z_2, Z_3 \) in fig. 5 with \( H_0, H_1, H_2, H_3 \) in fig. 6.

Provided that \( n > 1 \) (resp. \( n > 0 \)), let \( m_1 \) (resp. \( m_0 \)) be the greatest odd (resp. even) positive integer strictly less than \( n \), i.e. \( m_1 = n - 2 \) (resp. \( m_0 = n - 1 \)) if \( n \) is odd and \( m_1 = n - 1 \) (resp. \( m_0 = n - 2 \)) otherwise.

Let us focus now on the following circular list of points:

**Definition 1.** (fig. 7) \( \Lambda \) is the circular list of points defined as follows: \( O = H_{-1}, H_1, \ldots, H_{2l+1}, \ldots, H_{m_1}, H_{m_0}, \ldots, H_{2l}, \ldots, H_0, Z \) (where the points \( H_k \) are defined from \( Z \) and \( s \) by (2), (3) and (10)).

![Figure 6: The points \( O = H_{-1}, H_1, H_3, H_2, H_0, Z_4 \), which are highlighted with bigger dots, have increasing positions, when measured by the intercepts of the diagonal dashed lines (see proposition 1).](image)

![Figure 7: Graphical representation of \( \Lambda \) (definition 1). Points are depicted with crosses. Normal edges link consecutive points. Dotted edges indicate that an arbitrary number of extra points are lying between the two incident points (depending on the value of \( l \) and \( n \)).](image)

Note that we have introduced above the integer \( l \) to easily distinguish an even index denoted by \( 2l \) from an odd index denoted by \( 2l + 1 \).

In the next subsections, we prove that \( \Lambda \) is the list of vertices of the convex hull of the digital edge \( \Sigma \) in a counter-clockwise order. In this subsection, we first prove that \( \Lambda \) is a convex polygon.

**Proposition 1.** (fig. 6) The points of \( \Lambda \) have increasing positions with respect to direction \( s \), i.e. \( 0 < \ldots < s \wedge h_{2l+1} < \ldots < s \wedge h_{m_1} < s \wedge h_{m_0} < \ldots < s \wedge h_{2l} < \ldots < s \wedge z \).

**Proof.** The proof consists of three steps.

First, by (3), the positions of the convergents are in increasing order:
\[
0 < s \wedge z_0 < s \wedge z_1 < \ldots < s \wedge z_{n-1} < s \wedge z_n. \quad (11)
\]

Next, by (3), \( s \wedge z_n = u_n (s \wedge z_{n-1}) + (s \wedge z_{n-2}) \). Moreover, by (2) and (8), \( r_{n-2} = r_n - u_n r_{n-1} = u_n \) and by (9), \( u_n = r_{n-2} > 1 \). As a consequence, we have:
\[
s \wedge z_{n-1} < (s \wedge z_n)/2. \quad (12)
\]
Finally, we separate convergents of odd and even index. For all \( k = 2l + 1 \) between 1 and \( m_1 \), it is clear that \( s \wedge z_k = s \wedge h_k \). Hence, by (11) and (12), we obtain:

\[
0 < s \wedge h_1 < \ldots < s \wedge h_{2l+1} < \ldots < (s \wedge z_n)/2.
\]

Similarly, for all \( k = 2l \) between 0 and \( m_0 \), \( s \wedge h_k = \wedge z_n - s \wedge z_k \). Hence, by (11) and (12), we obtain:

\[
(s \wedge z_n)/2 < \ldots < s \wedge h_{2l} < \ldots < s \wedge h_1 < s \wedge z_n.
\]

Putting all together, the vertices of \( \Lambda \) are actually ordered with respect to direction \( s \) as follows: \( H_{-1} = O \) comes first, points of odd index in increasing order are followed by points of even index in decreasing order and \( Z_n = Z \), i.e.

\[
0 < \ldots < s \wedge h_{2l+1} < \ldots < s \wedge h_{m_1} < s \wedge h_{m_0},
\]

\[
s \wedge h_{m_1} < s \wedge h_{m_0} < \ldots < s \wedge h_{2l} < \ldots < s \wedge z.
\]

\( \Box \)

It is clear from proposition 1 that \( \Lambda \) is the list of vertices of a simple polygon in a counter-clockwise order. We additionally prove below that this polygon is convex.

**Proposition 2.** (fig. 6) The orthogonal distance of the points of \( \Lambda \) to the straight line \((OZ)\), multiplied by the length of the segment \([OZ]\), is a convex function, i.e. \( 0 < \ldots < h_{2l+1} \wedge z < \ldots < h_{m_1} \wedge z \) and \( h_{m_0} \wedge z > \ldots > h_{2l} \wedge z > \ldots > h_0 \wedge z \). Moreover, its maximum is strictly less than \( s \wedge z \) so that all the points of \( \Lambda \) belongs to the digital straight line of direction vector \( z \) and intercept 0.

**Proof.** By definition, \( O \) and \( Z \) belongs to the straight line \((OZ)\) and have the minimal distance 0 to it. Consequently, let us focus on the other points.

For all \( k \) from 0 to \( n-1 \), the orthogonal distance of \( H_k \) to the straight line \((OZ)\) is equal to the area of the parallelogram defined by \( h_k \) and \( z \), i.e. \( |h_k \wedge z| \), divided by the length of the segment \([OZ]\), which is a constant that is independent of \( k \).

By (10) and (6), \( h_{k} \wedge z = -r_{k} + s \wedge z \) whatever the parity of \( k \). Hence, by (6) and (9), it is clear that \( 0 < \ldots < h_{2l+1} \wedge z < \ldots < h_{m_1} \wedge z \) and \( h_{m_0} \wedge z > \ldots > h_{2l} \wedge z > \ldots > h_{0} \wedge z \).

Moreover, the maximum, is reached by \( h_{n-1} \wedge z \) (with \( n-1 = m_1 \) or \( n-1 = m_0 \), depending on the parity of \( n \)) and is equal to \( s \wedge z - r_{n-1} < s \wedge z \). As a consequence, all the points of \( \Lambda \) belongs to the digital straight line of direction vector \( z \) and intercept 0.

We have just proved that \( \Lambda \) is the list of vertices of a convex polygon in a counter-clockwise order.

Let \( \Omega \) be the polygonal region whose boundary is defined as the list \( \Lambda \) in a counter-clockwise order. It is clear that \( \Omega \) is the convex hull of the set \( \Sigma' \) of lattice points located inside \( \Omega \). Hence, in order to prove that \( \Omega \) is the convex hull of \( \Sigma \), it remains to show that \( \Sigma' = \Sigma \) to conclude. This is done in the next subsection.

### 2.5. Lattice-based properties

To conclude, we need the two following lemmas:

**Lemma 1.** There is no point of the fundamental lattice inside the parallelogram based on two consecutive convergents \( z_k \) and \( z_{k-1} \), excepted its vertices.

Lemma 1 is nearly a corollary of (4). See [10](forward implication of Theorem 32) and [10](Theorem 34 (i)) for further details.

This second lemma stems from lemma 1 and (5):

**Lemma 2.** There is no point of the fundamental lattice inside the triangle \( O, Z_k, Z_{k-2} \), excepted \( O \) and the \( u_k \) points lying exactly on the edge \([Z_kZ_{k-2}]\).

We are now in position to prove the following Proposition:

**Proposition 3.** All lattice points of \( \Sigma \) are located inside \( \Omega \).
To prove proposition 3, it is enough to show that the complement of $\Omega$ in the parallelogram $O,F,G,Z$ (which contains $\Sigma$ by definition and $\Lambda$ by proposition 1 and proposition 2), does not contain any lattice point in its interior.

As shown in fig. 8, the complement of $\Omega$ in the parallelogram $O,F,G,Z$ can be partitioned into triangular facets that do not contain any lattice point in their interior by lemma 1 and lemma 2.

![Figure 8: Triangulation of the complement of $\Omega$ (which is depicted in light grey) in the parallelogram $O,F,G,Z$. There are no lattice point in either triangles or on edges incident to a vertex of the parallelogram.](image)

Together with proposition 1 and proposition 2, proposition 3 finally proves theorem 1.

**Theorem 1.** Let $\Omega$ be the polygonal region whose boundary is defined as the list $\Lambda$ in a counter-clockwise order (definition 1). Then, $\Omega$ is the convex hull of $\Sigma$.

The connection between continued fractions and convex hull of a specific point set was observed by Klein in the nineteenth century as mentioned in [11]. This connection has been further used to design output-sensitive algorithms that retrieve the convex hull of analytical point sets such as the intersection of the fundamental lattice and a half-plane [12], a polygon [13], a disk [14]. Reveillès also observed a connection between continued fractions and the convex hull of the intersection of a lattice and an isothetic square [4, 15]. For the sake of completeness we have chosen to detail the connection between continued fractions and convex hull of digital edges, before showing a similar but totally new connection for the farthest-point Delaunay triangulation.

3. Farthest-Point Delaunay Triangulation of a Digital Edge

Let us introduce the following list of triangles:

**Definition 2.** Let $\Gamma$ be the list of triangles defined as follows: $(H_0,O,Z), \ldots, (H_k,H_{k-1},H_{k-2}), \ldots, (H_{n-1},H_{n-2},H_{n-3})$ (where the points $H_k$ are defined from $Z$ and $s$ by (2), (3) and (10)).

Let $(H_0,O,Z)$ be the 0-th triangle and $(H_k,H_{k-1},H_{k-2})$ be the $k$-th triangle of $\Gamma$. Note that the $k$-th triangle of $\Gamma$ is counter-clockwise oriented if $k$ is odd and clockwise oriented otherwise.

If $n = 1$, $\Gamma$ consists of the unique triangle $(H_0,O,Z)$. In the rest of the section, we therefore assume that $n \geq 2$.

The goal of this section is to prove theorem 2.

**Theorem 2.** In the standard case, i.e., if $s$ is equal to $(1,-1)$, $\Gamma$ is the farthest-point Delaunay triangulation of the digital edge $\Sigma$.

3.1. Sketch of the proof

Proposition 4 and proposition 5 prove theorem 2.

**Proposition 4.** $\Gamma$ is a triangulation of the convex hull of $\Sigma$.

Using the point order (proposition 1) and the convexity (theorem 2), proposition 4 is easily proved by induction (see fig. 9.a for the base case and fig. 9.b for the induction step).

**Proposition 5.** In the standard case, i.e., if $s$ is equal to $(1,-1)$, the circumcircle of each triangle in $\Gamma$ contains $\Sigma$.

Proving proposition 5 is more difficult. Our approach is to consider a pair of adjacent triangles in $\Gamma$. These two triangles share a common edge. They both have one opposite vertex, which is not incident to the common edge. The two following lemmas state that the circumcircle of the second triangle contains the opposite vertex of the first triangle.
Lemma 3. In the standard case, i.e. if $s$ is equal to $(1, -1)$, the circle passing by $O$, $H_1$ and $H_0$ strictly contains $Z = Z_n$ for all $n \geq 2$.

Lemma 4. For all $k$ such that $3 \leq k \leq n - 1$, the circle passing by $H_k$, $H_{k-1}$, $H_{k-2}$ strictly contains $H_{k-3}$.

These two lemmas are key to prove proposition 5. They are proved in the next subsections using the relations between remainders and convergents highlighted in section 2.

Before giving the proof of proposition 5 by induction, we introduce the following notations. Let $\Delta_0$ (resp. $\Delta_1$) be the disk whose boundary is the circumcircle of $H_0$, $O$, $Z_n$ (resp. $H_1$, $H_0$, $H_{-1}$). By convexity, the straight line passing through $O$ and $Z_n$ (resp. $O$ and $H_0$) divides $\Delta_0$ (resp. $\Delta_1$) into two parts. For $k \in \{0, 1\}$, let us denote the upper part (resp. lower part) by $\Delta^+_k$ (resp. $\Delta^-_k$).

By lemma 3, $\Delta_1$ contains $Z_n$ or, equivalently, $\Delta_0$ contains $H_1$. By convexity, this implies that $\Delta^+_1$ contains $\Delta^-_0$ and that $\Delta^-_1$ contains $\Delta^+_0$, i.e.

$$\Delta^+_0 \subset \Delta^+_1 \quad (13)$$

and

$$\Delta^-_1 \subset \Delta^-_0. \quad (14)$$

Fig. 10 is an illustration of (14). The reader can similarly find out where are $\Delta^+_0$ and $\Delta^+_1$ in fig. 10 and check (13).

More generally, $\forall 2 \leq k < n$, let $\Delta_k$ be the disk whose boundary is the circumcircle of $H_k$, $H_{k-1}$, $H_{k-2}$.

By convexity, the straight line passing through $H_k$ and $H_{k-1}$ divides $\Delta_k$ into two parts: the upper part denoted by $\Delta^+_k$ and the lower one denoted by $\Delta^-_k$. By lemma 4, $\forall 2 \leq k < n$, $\Delta_k$ contains $H_{k-3}$. As above, this implies that

$$\forall 2 \leq k < n, \quad \Delta^+_k \subset \Delta^+_1 \quad (15)$$

and

$$\forall 2 \leq k < n, \quad \Delta^-_k \subset \Delta^-_1. \quad (16)$$

We are now in position to prove proposition 5 with two steps of strong induction. Note that the following proof is based on (13), (14), (15) and (16), which are derived from lemma 3 and lemma 4.

PROOF (OF PROPOSITION 5). Using (13) and (15), we prove by induction that $\forall 0 \leq k \leq n - 1$, $\Delta^+_k$ contains $Z_n$ and all points $H_l$ such that $-1 \leq l \leq k$.

Base cases: (0) By definition, $\Delta^+_0$ contains $O$ and $Z_n$.

(1) By (13), $\Delta^+_1$ contains $\Delta^+_0$, which contains $O$ and $Z_n$. Moreover, by definition, $\Delta^+_1$ also contains $H_0$.

Induction step for $k > 1$: Let us assume that for some $k$ such that $1 \leq k < n - 1$, $\Delta^+_k$ contains $Z_n$ and all points $H_l$ such that $-1 \leq l \leq k$. Let us prove that $\Delta^+_k$ contains $Z_n$ and all points $H_l$ such that $0 \leq l \leq k + 1$.

By (15), $\Delta^+_k$ contains $\Delta^+_k$ and as a consequence, by the induction
hypothesis, \( \Delta_{k+1} \) contains \( Z_n \) and all points \( H_l \) such that 
\(-1 \leq l \leq k \). It remains the case of \( H_{k+1} \), which is by 
definition on the boundary of \( \Delta_{k+1} \).

We can similarly show using (14) and (16) that \( \forall \ 1 \leq k \leq n-1 \), \( \Delta_k^- \) contains all points \( H_l \) such that \( k-2 \leq l \leq n-1 \).

Moreover, \( \Delta_0^- \), which contains \( \Delta_1^- \) by (14), contains 
\( Z_n \) and all points \( H_l \) such that \(-1 \leq l \leq n-1 \).

Putting all together, \( \forall \ 0 \leq k \leq n-1 \), \( \Delta_k \), which contains 
both \( \Delta_k^+ \) and \( \Delta_k^- \), contains \( Z_n \) and all points \( H_l \) such that 
\(-1 \leq l \leq n-1 \). In other words, \( \forall \ 0 \leq k \leq n-1 \), \( \Delta_k \) contains 
all the vertices of \( \Omega \), which concludes the proof. 
\( \square \)

Proposition 4 and proposition 5 straightforwardly prove 
theorem 2. It remains to prove lemma 3 and lemma 4. This 
is done in the next subsections.

3.2. Angle comparisons

The approach used to prove lemma 3 and lemma 4 can 
be coarsely described as follows. Let a convex quadrilateral 
be such that its four vertices \( V_0, V_1, V_2, V_3 \) are 
counter-clockwise oriented. By basic geometry, it is clear that the 
circle passing by \( V_0, V_1, V_2 \) contains \( V_3 \) iff \( V_0V_1V_0V_2 \) \( \geq \) 
\( V_3V_1V_3V_2 \) (both oriented angles are positive by convexity).

![Figure 11: The circle passing by \( V_0, V_1, V_2 \) contains \( V_3 \) because the 
positive oriented angle \( V_0V_1V_0V_2 \) is greater than the positive oriented 
angle \( V_3V_1V_3V_2 \).]

In order to compare two oriented angles, we compare 
their tangent because it can be computed by simple operations. Indeed, the tangent of the oriented angle between 
two given vectors \( v(x, y) \) and \( v'(x', y') \), is equal to the ratio between the 
sinus and the cosinus of the oriented angle, 
which is equal to the ratio between \( v \land v' = xy' - yx' \) and 
\( v.v' = xx' + yy' \), i.e. \( \tan(O\overrightarrow{V}, O\overrightarrow{V'}) = \frac{v.v'}{v\cdot v'} \).

3.3. Proof of lemma 3

**Proof.** In order to show that the circle passing by \( O, H_1 \) 
and \( H_0 \) strictly contains \( Z = Z_n \), we will show that 
\( (\overrightarrow{OH_1}, \overrightarrow{OH_0}) > (Z_nH_1, Z_nH_0) \),

which is equivalent to showing that 
\( \frac{h_0 \land h_1}{h_0, h_1} > \frac{(h_1 - z_n) \land (h_0 - z_n)}{(h_1 - z_n), (h_0 - z_n)} \),

provided that both numerators and denominators are positive.

The trick here is to notice that since \( h_1 = (u_1, 0) = u_1(1, 0) \), we have:

\[
\frac{h_0 \land h_1}{h_0, h_1} = \frac{h_0 \land (1, 0)}{h_0, (1, 0)}.
\]

We can now independently compare numerators and deno-
nminators.

By (10), (2) and (3), we have in the standard case (with 
\( s = (1, -1) \)):

- \( h_0 = -z_0 + z_n + s = (q_n, p_n - 1) \),
- \( h_0 - z_n = -z_0 + s = (0, -1) \),
- \( h_1 - z_n = z_1 + s - z_n = (u_1 - q_n, -p_n) \).

Denominators are:

\( h_0, (1, 0) = q_n \) and \( (h_1 - z_n), (h_0 - z_n) = p_n \).

It is clear that \( 0 < (h_0 - z_n), (h_1 - z_n) < h_0, (1, 0) \), because 
we assume that \( 0 < p_n < q_n \).

Numerators are:

\( h_0 \land (1, 0) = p_n - 1 \) and \( (h_1 - z_n) \land (h_0 - z_n) = q_n - u_1 \).

Replacing \( q_n \) with \( u_1p_n + r_1 \) by (2), we obtain \( (h_1 - z_n) \land 
(h_0 - z_n) = u_1(p_n - 1) + r_1 \). Though, \( u_1(p_n - 1) \geq (p_n - 1) \) 
and \( r_1 \geq 1 \), because \( n \) is assumed to be greater than or 
equal to 2. Hence, \( (h_1 - z_n) \land (h_0 - z_n) > h_0 \land (1, 0) > 0 \).
Putting the two above results together, we obtain that both numerators and denominators are positive and that
\[
\frac{h_0 \wedge h_1}{h_0, h_1} > \frac{(h_1 - z_n) \wedge (h_0 - z_n)}{(h_1 - z_n)(h_0 - z_n)},
\]
which concludes for the standard case.

Note that this result is the only one that is not valid in the naive case too. The reader may easily check that in the naive case (with \(s = (0, -1)\)), the circle passing by \(O\), \(H_1\) and \(H_0\) does not contain \(Z\), if \(Z = (5,3)\) for instance.

3.4. Proof of lemma 4

Contrary to lemma 3, lemma 4 does not depend on \(s\) and is valid both for the standard and naive cases.

**Proof.** Let us recall that the \(k\)-th triangle of \(\Gamma\) is counterclockwise oriented if \(k\) is odd and clockwise oriented otherwise.

In order to show that the circle passing by \(H_k, H_{k-1}, H_{k-2}\) strictly contains \(H_{k-3}\), we show that
\[
(\overrightarrow{H_{k-2}H_k}, \overrightarrow{H_{k-3}H_{k-1}}) > (\overrightarrow{H_{k-3}H_k}, \overrightarrow{H_{k-3}H_{k-1}})
\]
if \(k\) is odd (angles are positive) and that
\[
(\overrightarrow{H_{k-2}H_k}, \overrightarrow{H_{k-3}H_{k-1}}) < (\overrightarrow{H_{k-3}H_k}, \overrightarrow{H_{k-3}H_{k-1}})
\]
if \(k\) is even (angles are negative).

Equivalently, let us compare
\[
\alpha_k = \frac{(h_k - h_{k-2}) \wedge (h_{k-1} - h_{k-2})}{(h_k - h_{k-2})(h_{k-1} - h_{k-2})}
\]
with
\[
\beta_k = \frac{(h_k - h_{k-3}) \wedge (h_{k-1} - h_{k-3})}{(h_k - h_{k-3})(h_{k-1} - h_{k-3})}.
\]

Using (2), (3) and (10), simple calculations lead to the following equalities, whatever the parity of \(k\):

- \((h_{k-1} - h_{k-2}) = (z_n - z_{k-1} - z_{k-2})\),
- \((h_k - h_{k-2}) = (u_k z_{k-1})\),
- \((h_{k-1} - h_{k-3}) = (u_k z_k - 1)\),
- \((h_k - h_{k-3}) = (z_n - z_k - z_{k-3})\).

We can divide both numerators and denominators by \(u_k\). Moreover, in order to make easier the comparisons, we transform these expressions using (3) and (7).

Solving (3) for \(z_k - 2\) and multiplying the equality by \(-1\), we obtain \(-z_k - 2 = -z_k + u_k z_{k-1}\). Replacing \(-z_k - 2\) by \(-z_k + u_k z_{k-1}\) and \(z_n\) with \(r_k z_{k-1} + r_{k-1} z_k\) (7) in \((z_n - z_{k-1} - z_{k-2})\), we obtain the following equality:
\[
(z_n - z_{k-1} - z_{k-2}) = (r_k - 1) z_{k-1} + (r_{k-1} - 1) z_k + u_k z_{k-1}.
\]

Similarly, replacing \(-z_{k-3}\) with \(-z_{k-1} + u_k z_{k-2}\) and \(z_n\) with \(r_k z_{k-1} + r_{k-1} z_k\) in \((z_n - z_k - z_{k-3})\), we obtain the following equality:
\[
(z_n - z_k - z_{k-3}) = (r_k - 1) z_{k-1} + (r_{k-1} - 1) z_k + u_k z_{k-1}.
\]

We are now in position to independently compare the numerators and denominators of
\[
\alpha_k = \frac{(r_k - 1) z_{k-1} + (r_{k-1} - 1) z_k + u_k z_{k-1}}{z_{k-1}.((r_k - 1) z_{k-1} + (r_{k-1} - 1) z_k + u_k z_{k-1})}
\]
and
\[
\beta_k = \frac{(r_k - 1) z_{k-1} + (r_{k-1} - 1) z_k + u_k z_{k-1}}{(r_k - 1) z_{k-1} + (r_{k-1} - 1) z_k + u_k z_{k-1}}.
\]

To shorten notations, let us denote by \(N(.)\) (resp. \(D(.)\)) the numerator (resp. denominator) of any fraction. Developing the numerator \(N(\alpha_k)\), we obtain \(-u_k - 1) z_k \wedge z_{k-1}\). By (4), \((z_k \wedge z_{k-1})\) is equal to \(-1\) if \(k\) is odd, but to \(1\) otherwise. Hence, \(N(\alpha_k)\) is equal to \(r_k - 1 - 1\) if \(k\) is odd, and to \(-r_k - 1 - 1\) otherwise.

Developing the numerator \(N(\beta_k)\), we obtain \((r_k - 1) z_{k-1} \wedge z_{k-2}\) + \((r_k - 1 - 1) z_k \wedge z_{k-2}\). By (4), \((z_k \wedge z_{k-2})\) is equal to \(1\) if \(k\) is odd and \(-1\) if \(k\) is even. By (5), \((z_k \wedge z_{k-2})\) is equal to \(u_k\) if \(k\) is odd and \(-u_k\) if \(k\) is even. Hence, \(N(\beta_k)\) is equal to \((r_k - 1) u_k + (r_k - 1)\) if \(k\) is odd and to \(-r_k - 1 - 1\) otherwise.

By (9), \(r_k - 1 > r_k \geq 1\), because \(k \leq n - 1\). We therefore conclude that \(0 < N(\alpha_k) \leq N(\beta_k)\) if \(k\) is odd and that \(N(\beta_k) \leq N(\alpha_k) < 0\) otherwise (with equality iff \(r_k = 1\) and \(u_k = 1\)).

Developing the denominator \(D(\alpha_k)\) we obtain
\[
(r_k - 1)(z_{k-1} z_{k-1} - 1) + (r_{k-1} - 1)(z_k z_{k-1} + u_k z_{k-1} z_{k-1} - 1),
\]
and developing the denominator \(D(\beta_k)\) we obtain
\[
(r_{k-1})(z_{k-1}z_{k-2})+(r_{k-1}-1)(z_{k}z_{k-2})+u_{k-1}(z_{k-2}z_{k-2}).
\]
Comparing denominators requires the two following results, which can be straightforwardly proved from (3).

On one hand, for all \(v(x,y)\) such that \(x \geq 0\) and \(y \geq 0\):
\[
\forall 1 \leq k \leq n \quad (z_k.v) > u_k(z_{k-1}.v) > (z_{k-1}.v) \geq 0. \quad (17)
\]
On the other hand,
\[
\forall 1 \leq k \leq n \quad (z_k.z_k) > u_k^2(z_{k-1}z_{k-1}) \geq (z_{k-1}z_{k-1}) \geq 1. \quad (18)
\]
Finally, we conclude that \(D(\alpha_k) > D(\beta_k) > 0\), because:

- \(r_{k-1} > r_k \geq 1\) by (9).
- \((z_{k-1}z_{k-1}) > (z_{k-1}z_{k-2})\) by (17).
- \((z_kz_k) > (z_kz_{k-2})\) by (17).
- \(u_k(z_{k-1}z_{k-1}) \geq (z_{k-1}z_{k-1}) > u_{k-1}(z_{k-2}z_{k-2})\) by (18).

Putting results about numerators and denominators together, we conclude that
\[
\frac{(h_k - h_{k-2}) \land (h_{k-1} - h_{k-2})}{(h_k - h_{k-2})(h_{k-1} - h_{k-2})} > \frac{(h_k - h_{k-3}) \land (h_{k-1} - h_{k-3})}{(h_k - h_{k-3})(h_{k-1} - h_{k-3})}
\]
if \(k\) is odd and that
\[
\frac{(h_k - h_{k-2}) \land (h_{k-1} - h_{k-2})}{(h_k - h_{k-2})(h_{k-1} - h_{k-2})} < \frac{(h_k - h_{k-3}) \land (h_{k-1} - h_{k-3})}{(h_k - h_{k-3})(h_{k-1} - h_{k-3})}
\]
if \(k\) is even.

In both cases, this means that the circle passing by \(H_k\), \(H_{k-1}\), \(H_{k-2}\) strictly contains \(H_{k-3}\). \(\square\)

4. Extension to Consecutive Digital Edges

We proved in section 3 that the farthest-point Delaunay triangulation of a standard digital edge is the list of triangular facets defined in definition 2 (see fig. 9 for a graphical representation). In other words, this triangulation is fully described by the convergents of the slope given by (2) and (3). This result is valid for standard digital edges, but not for naive digital edge because of lemma 3.

This result is also true for consecutive standard digital edges. Let \(\delta\) be an integer strictly greater than 1 and let us consider \(\delta\) repetitions of a standard digital edge of direction vector \(z_n\) between the origin \(O\) and the point \(Z = O + \delta z_n\).

With several minor modifications, we can show results similar to the ones of section 2 and section 3.

First, we slightly change the sequences of partial quotients, remainders and convergents, so that the \(n\)-th partial quotient equals 1 instead of being strictly greater than 1.

The sequence of convergents
\[
(z_{-1}, z_0, \ldots, z_{n-1}, z_n),
\]
which is given by (2) and (3), becomes
\[
(z_{-1}, z_0, \ldots, z_{n-1}, z_{n-2} + (u_n - 1)z_{n-1}, z_n)
\]
This last sequence corresponds to the second possible representation of the continued fraction expansion of the pattern slope:
\[
[u_0; u_1, \ldots, u_{n-1}, u_n] = [u_0; u_1, \ldots, u_{n-1}, u_n - 1, 1].
\]

Then, it is not difficult to prove propositions similar to proposition 1, proposition 2, proposition 3 and to show that the sequence of points \(\{H_k\}\) (10) gives the vertices of the convex hull of \(\delta\) repetitions of digital edges between \(O\) and \(Z\).

In addition, neither proposition 4 nor proposition 5 change. Only lemma 3 and lemma 4 require to use \(z = \delta z_n\) in place of \(z_n\). This does not affect however the comparison of the numerators and denominators.

Consequently, the farthest-point Delaunay triangulation of \(\delta\) repetitions of a standard digital edge of direction vector \(z\) is also fully determined by the sequence of convergents of \(z_n\) (see fig. 12).
Figure 12: Farthest-point Delaunay triangulation of two consecutive standard digital edges of slope $5/8 = [0; 1, 1, 1, 1]$ between $O$ and $Z$ ($z = 2z_5 = 2(8, 5) = (16, 10)$). Each convex hull vertex is depicted with a black dot. Other points are depicted with grey circles.

5. Conclusion

We showed in this paper that the farthest-point Delaunay triangulation (and equivalently the farthest-point Voronoi diagram) of a standard digital edge is fully described by the convergents of its slope. We showed that the triangulation topology is very specific. Let $n$ be the index of the last convergent. The triangulation has exactly $n + 2$ vertices, $2n + 1$ edges ($n + 2$ on the boundary of the convex hull and $n − 1$ internal edges) and $n$ facets (the Euler characteristic is equal to 1). Moreover, each facet share a common internal edge so that the facets can be ordered in a list (see definition 2 and fig. 9).

Repetitions of standard digital edges or standard digital straight segments of well-chosen length have the same topology. However, we do not observe the same topology for naive digital edges or arbitrary standard straight segments and our main perspective is to understand the geometry of the farthest-point Delaunay triangulation of such classes of point sets.

Eventually, note that the extended Euclidean algorithm provides a way to compute the farthest-point Delaunay triangulation of a pattern described by its slope $p/q$ in the worst case in logarithmic time because $n = O(\log(q))$.

In addition, when concatenating two unimodular digital edges (see section 1), the list of convergents can be updated in constant time and consequently the farthest-point Delaunay triangulation can be computed on demand in logarithmic time.
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