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The aim of this paper is to present a simple calibration method aimed at optimizing the kinematical invariants of a whole body motion capture model, meaning limb lengths and some of the marker placements. A case study and preliminary results are presented and give encouraging insights about the generalized use of such a method in motion analysis in sports.
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INTRODUCTION: Matching lengths and joint centers of a generic biomechanical model with the dimensions of a specific subject is of importance in motion analysis, especially in sports biomechanics. A subject-specific calibrated model has more chances to catch the specificities of a given motion than a generic of badly scaled model. Andersen et al. (Andersen, 2010) proposed a well fashioned method to calibrate kinematical invariant properties of biomechanical models thanks to motion capture. It consists in finding the set of joint angles and kinematical invariants (e.g. limb lengths, or marker placements) minimizing the error between real and reconstructed markers on the whole capture under constraints maintaining joints consistency. The aim of the current paper is to propose a simple two-stage method to calibrate kinematical invariants, aimed at being used as the first step of an inverse dynamics motion analysis pipeline. An application to overhead throwing is proposed and results are discussed.

METHODS: The calibration method used in this study is structured in 2 steps (Figure 1). The first step initializes the limb lengths, the marker placements and the set of joint angles. In the second step, the calibration itself is performed. The kinematical invariants are optimized. These calibrated parameters can be used to study the kinematical features (e.g. joint angles, joint velocities…) of the current motion or of any motion realized by the same subject.

Figure 1: Calibration pipeline

Initialization: The whole body skeletal model used in this study is composed of 21 rigid segments linked by 17 joints and exhibits 32 degrees of freedom. The lower limb model is based on Klein Horsman's model (2007). The de Zee's spine model (2007) is integrated to the trunk model. The upper limb model is based on Holzbaur's model (2005). A uniform scaling in all directions (Rasmussen, 2005) is used to initialize kinematical invariants parameters on the basis of the current subject’s size. The initialization of the joint angles is an inverse kinematics step. This step aims at computing a set of joint coordinates \( q_i = q(t_i) \) from a motion capture, for \( i = 1, 2, ..., N \).
Where $N$ is the number of frames and $q_i$ is a $n_q$-column vector, where $n_q$ is the number of joint coordinates. The inverse kinematics step can be solved with $N$ optimization problems:

\begin{equation}
\text{Find } \quad F(q_i, p_{m,\text{local}}^i, l) = \sum_m \| p_m^{\text{global}}(q_i) - p_{m,\text{real}}(t_i) \|^2 \tag{1}
\end{equation}

where $p_{m,\text{real}}(t_i)$ is the position of the $m$-th real marker at the time $t_i$, obtained by the motion capture, $p_m^{\text{global}}(q_i)$ is the global position of the $m$-th reconstructed marker at frame $i$. At this stage, the local coordinates of the markers $p_{m,\text{local}}^i$ – the coordinates relative to the segment coordinates system – are fixed and $p_m^{\text{global}}(q_i)$ are reconstructed thanks to homogeneous transforms.

**Calibration:** The aim of this calibration is to identify the optimal kinematical invariants for each subject. The optimized kinematical invariants are some of the limb lengths $l$ and some of the marker placements $p_{m,\text{local}}^i$. The method used in this study is inspired by the methods developed by Andersen et al. (2010) and Reinbolt et al. (2005). The set of joint coordinates obtained from the initialization step is defined as $q_i^{\text{init}}$. The calibration consists in an optimization loop, divided into two stages (Figure 1). The first stage aims at finding the optimal parameters $(l, p_{m,\text{local}}^i)$. Equation (2) describes the optimization problem applied on a set of frames $N_c$, where $N_c$ could be a sub-set of $N$ randomly generated by bootstrapping, to reduce the computation time.

\begin{equation}
\text{Find } \quad G(\text{param}, q_i^{\text{inter}}) = \sum_i \sum_m \| p_m^{\text{global}}(\text{param}, q_i^{\text{inter}}) - p_{m,\text{real}}(t_i) \|^2 \tag{2}
\end{equation}

where $q_i^{\text{inter}}$ represents the joint coordinates computed in the last inverse kinematics step (e.g. for the first loop, $q_i^{\text{inter}} = q_i^{\text{init}}$).

The second stage of the calibration step (Figure 1) aims at actualizing the joint coordinates with the updated $(l, p_{m,\text{local}}^i)$. This inverse kinematics step is solved as shown in equation (1). For each iteration, a reconstruction error is computed. This error corresponds to the average distance between a reconstructed marker and the associated real marker. The optimization loop stops when the variation of the mean error between two iterations is below 5%.

**Case study:** The aim of this case study was to validate the method presented above. For this purpose, this method has been implemented in Matlab® and a visualization tool has been designed thanks to the Simmechanics toolbox. The results of the calibration and the inverse kinematics were compared to the ones obtained with the Andersen at al. (2010) method that is already implemented in the Anybody™ modeling software (Anybody Technology). This software is widely used in the biomechanics community. A classical motion capture analysis was used.

One pilot trial was performed on a single subject in our lab. The subject – a 60 kg, 170 centimeters, 24 years old man – was not specially trained to baseball throwing. This experiment was composed of 4 overhead throwing. Each of these took about 3 seconds.

40 motion capture markers were placed (Figure 2(a)) on the whole body. The markers were recorded at 100 Hz using a Vicon motion capture system. The addition of asymmetric markers helped to the reconstruction of marker trajectories. Then, these markers trajectories were filtered using a 4-th order Butterworth low pass filter with a cut-off frequency of 5 Hz and no phase shift.

For each trial, both calibration methods were applied. Each limb length was optimized. Additionally, placements of the markers for uncertain bony landmarks were optimized. Then, optimized limb lengths and markers placements of a given trial were used to perform inverse kinematics on all the trials to test the inter-trial robustness of the method.


RESULTS AND DISCUSSION: Table 1 summarizes the limb lengths \( \hat{l} \) obtained with our calibration (Figure 2(b)) and the ones obtained in AnyBody\textsuperscript{TM} (Figure 2(c)) for all trials. The lengths of the distal members were not compared due to their dependency to the associated markers location. Markers placement comparison seemed difficult to achieve since their local coordinates were not expressed in the same way for both models.

Table 1: Comparison of the limbs lengths calibration methods using different motion capture. \( \sigma_n \) : normalized standard deviation, \( \varepsilon_n \) : mean of the relative difference between methods.

<table>
<thead>
<tr>
<th>( \hat{l} ) [cm]</th>
<th>AnyBody\textsuperscript{TM} calibration</th>
<th>Our calibration</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Throw 1</td>
<td>Throw 2</td>
</tr>
<tr>
<td>Pelvis width</td>
<td>15.55</td>
<td>15.55</td>
</tr>
<tr>
<td>Thigh lengths</td>
<td>41.48</td>
<td>41.64</td>
</tr>
<tr>
<td>Shank lengths</td>
<td>39.61</td>
<td>39.44</td>
</tr>
<tr>
<td>Trunk height</td>
<td>55.33</td>
<td>55.67</td>
</tr>
<tr>
<td>Upper arm lengths</td>
<td>28.74</td>
<td>28.48</td>
</tr>
<tr>
<td>Lower arm lengths</td>
<td>27.52</td>
<td>27.47</td>
</tr>
</tbody>
</table>

For both methods, the optimized limbs lengths were relatively unaffected by the motion capture used as input. Moreover, even if both methods gave slightly different results, they also gave consistent lengths in accordance with the literature. It is therefore interesting to extend this study to different types of motion to test its robustness. Figure 3 compares the mean marker error obtained for each trial after calibration with both methods. Trials were here self-calibrated, meaning that the calibration was realized with the studied trial. The order of magnitude of the error was the same for both methods and was arguably reproducible from one capture to one other. Moreover, the standard deviation seemed to be low compared to the error, meaning that the error remained relatively constant against time. This observation tends to show that the remaining reconstruction error was due to non-calibrated invariants. The results presented above are encouraging since the calibration method showed comparable results to the one of AnyBody\textsuperscript{TM}. However, the small sample size of trials ask for further comparisons to be completely valid.

Table 2 shows the reconstruction error for each trial from different calibrations using our calibration method. The standard deviation of these errors was valued at 0.4 mm. Thus, after the inverse kinematics step, the reconstruction error was relatively unaffected by the trial used to calibrate. Furthermore, the use of only one calibration for a set of motion capture seems to be sufficient.
For a given throwing trial, the smallest error was expected when the calibration was realized with this trial (diagonal elements). This result was apparent in the first three motion capture contrary to the fourth. The difference observed was very low in comparison with the error. It was probably due to the fact that, in the parameters identification step, only a sub-set of all the motion capture frames was used. For the study, this sub-set was chosen randomly. It is therefore interesting to deepen this work in defining a paradigm enabling a consistent choice for this sub-set.

Table 2: Mean markers error depending on the trial used for calibration

<table>
<thead>
<tr>
<th>Motion capture</th>
<th>Calibration</th>
<th>Throw 1</th>
<th>Throw 2</th>
<th>Throw 3</th>
<th>Throw 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Throw 1</td>
<td>0.0126</td>
<td>0.0141</td>
<td>0.0138</td>
<td>0.0142</td>
<td></td>
</tr>
<tr>
<td>Throw 2</td>
<td>0.0132</td>
<td>0.0130</td>
<td>0.0130</td>
<td>0.0132</td>
<td></td>
</tr>
<tr>
<td>Throw 3</td>
<td>0.0131</td>
<td>0.0131</td>
<td>0.0128</td>
<td>0.0132</td>
<td></td>
</tr>
<tr>
<td>Throw 4</td>
<td>0.0133</td>
<td>0.0132</td>
<td>0.0131</td>
<td>0.0132</td>
<td></td>
</tr>
</tbody>
</table>

CONCLUSION: The current paper aimed at presenting a simple calibration method for kinematics invariants based on a two-stage optimization scheme. Results obtained on overhead throwing motions showed encouraging results, comparable to the state of the art in terms of accuracy and repeatability. Further investigations are warranted to test the robustness of the method and to add other kinematical invariants (e.g. rotation axes). This work is a first step and further developments to include whole-body inverse dynamics and muscle forces estimation are currently ongoing. This work aims to develop a simple tool ready to use for motion analysis, in particular for sports applications such as training, motion optimization or injury prevention.
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