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Abstract

In numerical dosimetry, the recent advances in high performance computing led to a strong reduction of the required computational time to assess the specific absorption rate (SAR) characterizing the human exposure to electromagnetic waves. However, this procedure remains time-consuming and a single simulation can request several hours. As a consequence, the influence of uncertain input parameters onto the SAR cannot be analyzed using crude Monte Carlo simulation. The solution presented here to perform such an analysis is surrogate modeling. This paper proposes a novel approach to build such a surrogate model from a design of experiments. Considering a sparse representation of the polynomial chaos expansions using least-angle regression as a selection algorithm to retain the most influential polynomials, this paper proposes to use the selected polynomials as regression functions for the universal Kriging model. The leave-one-out cross validation is used to select the optimal number of polynomials in the deterministic part of the Kriging model. The proposed approach, called LARS-Kriging-PC modeling, is applied onto three benchmark examples and then onto a full-scale metamodeling problem involving the exposure of a numerical fetus model to a femtocell device. The performances of the LARS-Kriging-PC are compared to an ordinary Kriging model and to a classical sparse polynomial chaos expansion. The LARS-Kriging-PC appears to have better performances than the two other approaches. A significant accuracy improvement is observed compared to the ordinary Kriging or to the sparse polynomial chaos depending on the studied case. This approach seems to be an optimal solution between the two other classical approaches. A global sensitivity analysis is finally performed onto the LARS-Kriging-PC model of the fetus exposure problem.
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1. Introduction

The wireless communications are nowadays intensively used, in spite of these heavy usages the risk perception about possible health impacts of the exposure to electromagnetic fields (EMF) is still important. Monitoring the exposure is therefore a key question for local authorities and health protection agencies, as well as manufacturers and network providers. Protection standards have been designed to ensure the compliance of wireless devices to the existing protection limits. To achieve this objective, worst case scenarios are used, but they are not suitable to assess comprehensively the real exposure induced by wireless devices that are nowadays used in versatile ways.

Over the last 20 years, large efforts have been carried out to improve dosimetry and in particular by developing computational methods. As an example, the numerical method known as Finite-Difference Time-Domain approach (FDTD), that does not require any matrix inversion, \cite{1} has proven efficient to calculate...
the Specific Absorption Rate (SAR) that characterizes the absorption of waves by a human body or a part of it (e.g. the brain) [2, 3, 4]. Despite the large effort carried out for the reduction of the computation time, the numerical SAR analysis remains a computationally expensive procedure. Moreover, the increasingly versatile use of wireless technologies motivates the analysis of the influence of the input parameters variability (e.g. position and type of sources) on the SAR computation. Consequently uncertainty quantification in dosimetry is a true challenge and uncertainty propagation techniques as well as computer experiments have become important topics, as in several other disciplines of engineering and natural sciences. In this paper the exposure induced by a 3G femtocell device is estimated for a numerical model of a pregnant woman developed in two collaborative projects called FEMONUM and FETUS [5, 6]. The challenge here is to study the influence of the uncertainty on the position of the femtocell device position in the room space onto the fetus exposure.

Because computer simulation in dosimetry is time consuming, the uncertainty propagation issue cannot be addressed by a classical approach such as crude Monte Carlo simulation. Thus, more advanced statistical methods have to be resorted to. Surrogate models (a.k.a. metamodels) have emerged in the last decade as powerful statistical methods that allow one to emulate the output of a complex computational model. Of great interest here are the so-called polynomial chaos expansion [7, 8, 9] and Kriging (a.k.a. Gaussian process modeling) [10, 11, 12].

On the one hand, the polynomial chaos (PC) theory has originally been introduced by Wiener in the case of Gaussian random input variables as the finite-dimensional Wiener polynomial chaos [13]. The output in PC theory is explicitly expressed in a suitable space with a basis constituted of multivariate Hermite polynomials that are orthogonal with respect to the joint probability measure of random input variables. This expansion was later extended to other types of random variables with different basis polynomials [14, 15] leading to the so-called generalized polynomial chaos expansions (gPCE). A major work has been achieved in the direction of the so called intrusive methods and more particularly the spectral stochastic finite elements method [7, 16] that uses a combination of the Karhunen-Loeve expansion with the finite element method (FEM) for physical systems modeled by elliptic linear boundary-value problems. As an alternative, non-intrusive methods appeared in this domain which rely upon solving a number of deterministic problems with different values of the model input vector. In this non-intrusive scope, two approaches are classically distinguished:

- The projection method [17, 18] that uses the orthogonality of the polynomial basis to compute the coefficients by Monte-Carlo simulation or quadrature.
- The regression method [8, 19] that is based on the least-square minimization of the error between the model output and its approximation.

In the regression approach, several kind of truncation schemes of the PC expansion have been studied. A classic full truncation has been studied in [20], that has the drawback to require a dramatically increasing number of model evaluations when the dimensionality (i.e. the number of input parameters in the model) increases. To circumvent this issue, some sparse representations of the truncation have been studied in [8, 9] in order to reduce the computational cost. Particularly, in [9], the least-angle regression (LARS) [21] algorithm is employed to keep in the truncation only the most influential polynomials. Similar sparse representations have been recently obtained using compressive sampling algorithms [22, 23]

On the other hand, the universal Kriging theory has been introduced by Matheron [24] in the field of geostatistics as a tool to interpolate discrete data considered as points of a random field trajectory. Later, this approach has been widely used in computer experiment domain [25, 10, 11, 12], sequential design of experiments [26, 27, 28] and global optimization [29]. Because of the lack of a priori knowledge about the output, the Kriging model is often used in its basic configuration known as ordinary Kriging.

It is important to point out that the research communities developing polynomial chaos expansions and Kriging models are essentially different. To our knowledge, no formal link has been established so far between these procedures. In this respect, this paper proposes to combine the least-angle regression (LARS) [21] selection algorithm used in a polynomial chaos basis [9] and universal Kriging to obtain a new family of optimized surrogate models. This approach has similarities with the so-called blind-Kriging approach.
developed in [30] but differs by the selection algorithm and the use of a polynomial chaos basis. The paper is organized as follows: in Section 2, the exposure assessment methodology is introduced, and the numerical anatomical model in which the SAR is computed is presented. In Section 3 we summarize both polynomial chaos expansion and universal Kriging approaches. In Section 4, we introduce our hybrid method which is a combination of the two previous ones. In Section 5, we apply the proposed approach onto analytical examples and finally onto the case study of a fetus exposure to EMF.

2. Exposure assessment

2.1. Exposure quantification and anatomical models

The human exposure is quantified by using the Specific Absorption Rate (SAR) expressed in W/kg:

\[ \text{SAR} = \frac{\sigma E^2}{2\rho} \]  

In this equation, \( \sigma \) is the conductivity of human tissue and \( \rho \) is its mass density. \( E \) is the modulus of the electric field induced in the tissue. In this paper, the exposure assessment of a pregnant woman model at the 26th week of amenorrhea (WA) is performed. The fetus model was built from the segmentation of ante-natal images [5]. Then the obtained fetus model was inserted in a Deformable Synthetic Woman (DSW) which is initially based on a homogeneous woman model with additional basic tissues such as skin, fat, muscle and bones. This pregnant woman model was then deformed using a deformation software [31] in order to give her a seated position and the arms raised as if she was typing on a computer keyboard (see Figure 1).

2.2. Incident Field

Let us consider a voxelized domain \( \mathcal{D} \subset \mathbb{R}^3 \) which contains the anatomical model of the pregnant woman \( \mathcal{D}_{pw} \), of the fetus \( \mathcal{D}_f \) and the surrounding air \( \mathcal{D}_a \), such that \( \mathcal{D}_a \cup \mathcal{D}_f \cup \mathcal{D}_{pw} = \mathcal{D} \). The electromagnetic field (EMF) is computed within \( \mathcal{D} \) over a time interval \([0, T]\) using the Finite-Difference Time-Domain numerical method (FDTD) which has been intensively used in the past and has shown its efficiency for the EMF computation [1, 2, 3, 4]. In this study, \( T = 1.5 \cdot 10^{-8} \) s and the time step used in the finite-difference algorithm is \( \Delta T = 3.75 \cdot 10^{-12} \) s ensuring the convergence of the explicite scheme of the numerical method. To avoid spurious reflection at the boundary \( \partial \mathcal{D} \) of the domain \( \mathcal{D} \), a perfectly matched layer (PML) [32] is used. In this paper, the EMF source is a femtocell device. Femtocells are wireless access points offering reduced radio coverage in 3G and 4G frequency bands. These devices are designed to operate in the vicinity of users (distance of few meters). A photography of the femtocell device used in this paper and its internal view are presented in Figure 2. Basically, this source would have to be modeled inside the domain \( \mathcal{D} \). However, being at a few meters distances from the anatomical model, the computation time and the memory request which
are already important may become impracticable because of the resulting huge size of $D$. To circumvent this issue, let us define a domain $D_{hb}$ called Huygens Box such as $D_{pw} \subset D_{hb} \subset D$. Using the equivalence principle [33, 34], equivalent EMF sources are computed on the boundaries of the Huygens Box $\partial D_{hb}$ as the result of the spherical wave theory [35] that is used to express the EMF emitted by the femtocell device in whole free space by Eq. (2) and Eq. (3):

$$E(r, \theta, \phi) = \frac{k}{\sqrt{\eta}} \sum_{s=1}^{2} \sum_{n=1}^{\infty} \sum_{m=-n}^{n} Q_{s,m,n} F_{s,m,n}(r, \theta, \phi) \tag{2}$$

$$H(r, \theta, \phi) = -ik \sqrt{\eta} \sum_{s=1}^{2} \sum_{n=1}^{\infty} \sum_{m=-n}^{n} Q_{s,m,n} F_{s,m,n}(r, \theta, \phi) \tag{3}$$

where $E(r, \theta, \phi)$ and $H(r, \theta, \phi)$ are the electric and magnetic field vectors expressed in the spherical coordinates system ($r$ being the radius between the antenna and the computation point, $\theta$ the elevation angle and $\phi$ the azimuth angle), $k$ and $\eta$ are respectively the propagation constant and the specific admittance, $Q_{s,m,n}$ and $F_{s,m,n}$ are the coefficient and spherical wave function (or spherical mode) of index $s$, order $m$ and degree $n$. Spherical modes constitute an orthogonal basis of the EMF space. For a given antenna, these equations provide a formulation that fully characterizes the EMF emitted by the antenna in whole free space. In practice, the sums in Eq. (2) and Eq. (3) will always be truncated following empirical rules detailed in [35] such that the number of retained modes is large enough for ensuring convergence. Using the near-field measurements methodology described in [35], coefficients $Q_{s,m,n}$ have been measured for the 3G femtocell antenna at the frequency 2100 MHz. As explained before, with this description of the emitted EMF, the equivalent sources of the Huygens Box $D_{hb}$ may be computed through the equivalence principle [33, 34]. Then the size of the domain $D$ and thus the computational time can be considerably reduced (i.e. approximately the same size than $D_{pw}$ and $D_{hb}$). Despite the gain achieved by using this methodology, a single simulation remains time-consuming and can take up to 2 hours on a parallelized GPU architecture.

Finally, the output is the whole-fetus-body SAR which is obtained by dividing the total absorbed power in $D_f$ by the total mass of tissues within $D_f$:

$$WFBSAR = \frac{P_{abs}(D_f)}{M(D_f)} = \frac{\sum_{v \in D_f} \sigma(v) E(v)^2}{2 \sum_{v \in D_f} \rho(v)} \tag{4}$$

$v$ representing a voxel of the domain $D$, and $E(v)$, $\rho(v)$, $\sigma(v)$ being the electric-field modulus, the mass density and the conductivity computed in $v$, respectively.

2.3. Uncertainty propagation issues

Assessing the fetus exposure, the challenge is to evaluate the influence of the uncertain location of the femtocell device in the space onto the whole-fetus-body SAR. Thus, four input parameters potentially influencing the output are defined (see Figure 3):
The three cylindrical coordinates, namely $r$, $\phi$, $z$, which describe the spatial location of the antenna in a system centered on the pregnant-woman body.

The rotation angle $\alpha$ of the antenna with respect to the vertical axis.

In this analysis, the input parameters are considered as independent. The challenge is here to propagate the uncertainty in these input parameters through the physical model Huygens Box/FDTD and to analyze the influence of the latter onto the output variable (whole-fetus-body SAR). As explained in the introduction, crude Monte Carlo simulation is impracticable to manage the uncertainty propagation issue because of the high computational cost of a single SAR simulation. Consequently, building a surrogate model for the whole fetus body SAR from a limited number of model evaluations seems to be an appropriate approach to address the uncertainty propagation issue.

3. Surrogate modelling

Let us consider $M$ input parameters $\mathbf{x} = \{x_1, \ldots, x_M\}^T \in \mathbb{R}^M$ linked to a scalar output variable $y$ (the whole body fetus SAR in the present exposure background) by the deterministic relationship $y = f(\mathbf{x})$ where $f$ denotes the computational model considered as a blackbox. The function $f$ here corresponds to the result of a FDTD simulation that computes the SAR depending on a particular configuration of the femtocell antenna position. Let $\mathcal{X} \subset \mathbb{R}^M$ be the space of the input parameters.

3.1. Universal Kriging

The Universal Kriging theory introduced by Matheron [24] in the field of geostatistics considers the deterministic output $y = f(\mathbf{x})$ as a realization of a stationary Gaussian process $Y(\mathbf{x})$. By denoting $Y(\mathbf{x}, \omega)$ a realization of the process $Y(\mathbf{x})$ where $\omega$ belongs to the underlying probabilistic space $\Omega$, we obtain the following formulation:

$$Y(\mathbf{x}, \omega) = \sum_{k=0}^{P-1} \beta_k \psi_k(\mathbf{x}) + Z(\mathbf{x}, \omega) \quad \mathbf{x} \in \mathcal{X}, \omega \in \Omega$$

(5)

In the above equation $\psi = \{\psi_k, k = 0 \ldots P - 1\}$ is a collection of regression functions, $\beta = \{\beta_k, k = 0 \ldots P - 1\}$ are the regression coefficients and $Z$ is a Gaussian process [10, 11] indexed by $\mathbf{x} \in \mathcal{X}$. This Gaussian process is fully characterized by its mean value and its covariance function:

$$E(Z(\mathbf{x})) = 0 \quad \forall \mathbf{x} \in \mathcal{X}$$

(6)
the well-known Gaussian autocorrelation function defined in Eq. (8) is used. In the Kriging theory, this autocorrelation function models the dependence structure between values of the stochastic process at different points and its functional form is assumed to be known. Classically, one uses componentwise anisotropic autocorrelation functions depending on the distance between two points \( x \) and \( x' \in \mathbb{R} \), that is relevant when the input parameters have differently strong influences on the output variable. In this paper, the accuracy of a Kriging model is based on the accurate estimation of the hyperparameters \( \theta \). Let us recall the likelihood expression of \( \theta \)

\[
R(x - x', \theta) = \exp \left( -\sum_{i=1}^{M} \frac{(x_i - x'_i)^2}{\theta_i} \right)
\]

where \( \theta = \{ \theta_1, ..., \theta_M \} \) is a vector of correlation lengths that has to be determined. Such an autocorrelation function ensures that the associated trajectories of the Gaussian process are infinitely differentiable [12], which is a suitable feature in our case, since the whole-fetus-body SAR evolution depending on spatial parameters is a very regular phenomenon.

Let us consider a design of experiments of \( N \) observations \( \mathbf{X} = \{ (x^{(1)}, f(x^{(1)})), ... (x^{(N)}, f(x^{(N)})) \} \). Under the assumptions of the universal Kriging theory, the best linear unbiased predictor (BLUP) for the output variable \( \hat{Y}(x) \) is defined by:

\[
\hat{m}_y(x) = \psi(x)^T \hat{\beta} + r(x)^T R^{-1}(y - \Psi \hat{\beta})
\]

where \( \psi(x) = \{ \psi_0(x), ..., \psi_{p-1}(x) \}^T \) and \( \hat{\beta} = \{ \hat{\beta}_0(x), ..., \hat{\beta}_{p-1}(x) \}^T \) are respectively the vectors of the regression functions and estimates of the regression coefficients, \( r(x) = \{ R(x - x^{(1)}, \theta), ..., R(x - x^{(N)}, \theta) \}^T \) is the correlation vector between \( x \) and the points of the design of experiments, \( R = \{ R(x^{(i)} - x^{(j)}, \theta) \}_{1 \leq i, j \leq N} \) is the correlation matrix of the design of experiments, \( y = \{ f(x^{(1)}), ..., f(x^{(N)}) \}^T \) is the response at the corresponding points of the experimental design and \( \Psi = \{ \psi(x^{(1)}), ..., \psi(x^{(N)}) \}^T \) is the matrix of the regression functions computed onto the design of experiments. In the formulation of Eq. (9), \( \hat{\beta} \) is the generalized least-square estimator:

\[
\hat{\beta} = (\Psi^T R^{-1} \Psi)^{-1} \Psi^T R^{-1} y
\]

Note that if the regression function ensemble is only constituted of the a constant term, the Kriging model is called Ordinary Kriging (OK). Moreover, the Kriging theory provides an uncertainty interval to this estimator of the output variable. Indeed, in Eq. (5), the model error being modeled by a Gaussian process, the BLUP is itself the mean of a Gaussian process of variance \( s^2_{\hat{Y}}(x) \):

\[
s^2_{\hat{Y}}(x) = \sigma^2 \left( 1 - r(x)^T R^{-1} r(x) + (F^T R^{-1} r(x) - \psi(x))^T (\Psi^T R^{-1} \Psi)^{-1} (F^T R^{-1} r(x) - \psi(x)) \right)
\]

The accuracy of a Kriging model is based on the accurate estimation of the hyperparameters \( \theta \) of its autocorrelation function. In this paper, the hyperparameters are estimated using the maximum likelihood approach [11]. Let us recall the likelihood expression of \( y \) with respect to its multivariate normal distribution:

\[
L(y|\beta, \sigma^2, \theta) = \frac{1}{((2\pi\sigma^2)^N \det R(\theta))^{1/2}} \exp \left( -\frac{1}{2\sigma^2} (y - F\beta)^T R(\theta)^{-1} (y - F\beta) \right)
\]

One can show that the simplification of the negative log-likelihood function \(- \log(L)\) using the estimator of Eq. (10) leads to an expression that only depends on the hyperparameters \( \theta \) [36]. Eventually the minimization of this negative log-likelihood function (i.e. the maximization of the likelihood) is reduced to the minimization of a simpler expression called the reduced likelihood function:

\[
\psi(\theta) = \sigma^2(\theta) [\det R(\theta)]^{1/N}
\]
where:
\[
\sigma^2(\theta) = \frac{1}{N} [y - \Psi \hat{\beta}(\theta)]^T R(\theta)^{-1} [y - \Psi \hat{\beta}(\theta)]
\]  
and \(N\) is the number of input points. The estimation of \(\theta\) is therefore defined by the global minimization of this reduced likelihood function. In this paper, this global optimization problem is treated with the BOXMIN algorithm of the DACE Matlab toolbox [37] which is a kind of multivariate dichotomy algorithm. It is important to notice that this optimization algorithm is quite simple, thus its performances can decrease with increasing number of input parameters \(M\).

The Kriging model has several interesting properties. If the autocorrelation function is continuous, the BLUP has a prediction variance that tends to zero for all \(x \in X\) when the number of observation points tends to infinity [38]. Then, the BLUP interpolates the observations at the points of the design of experiments and the output stochastic process is Gaussian at each point \(x\) conditionally to the observed points:
\[
Y(x) | y \sim N(\bar{m}_Y(x), s^2_Y(x))
\]  
However, the universal Kriging model can be difficult to build due to the lack of knowledge about relevant regression functions \(\psi(x) = [\psi_0(x),...,\psi_{p-1}(x)]^T\). In the literature [39], elaborated regression functions are used for a Kriging model when one has an a priori knowledge about the evolution of the output variable. For instance, for some cases, physical laws can provide some assumption about the shape of the output variable. But without this a priori knowledge, the preferred solution is generally to keep only a constant term and to build an ordinary Kriging model.

3.2. Polynomial Chaos

In the polynomial chaos theory, the uncertainty affecting the input vector \(x\) leads to its representation by a random vector \(X\) with prescribed probability density function (PDF) \(p_X(x)\) in a probability space \((\mathbb{R}^M, B_M, \mathbb{P}_X)\), \(B_M\) being the Borel \(\sigma\)-algebra of the event space \(\mathbb{R}^M\) and \(\mathbb{P}_X\) being its probability measure. Consequently, the output variable is also affected by uncertainty and is denoted by \(Y = f(X)\). In the sequel, \(Y\) is assumed to have finite variance and it therefore belongs to the Hilbert space \(L^2(\mathbb{R}^M, B_M, \mathbb{P}_X)\) of \(\mathbb{P}_X\)-square integrable functionals of \(X\) with respect to the inner product:
\[
E(\psi(X)\phi(X)) = \int_X \psi(x)\phi(x)p_X(x)dx
\]  
For the sake of simplicity, the input parameters are supposed to be independent, i.e.:
\[
p_X(x) = \prod_{i=1}^M p_{X_i}(x_i)
\]  
where \(p_{X_i}(x_i)\) is the marginal PDF of the random input variable \(X_i\). As \(Y\) has finite variance, one can show that it can be expanded onto an orthogonal polynomial basis [16]. One method to obtain such a basis is to use multivariate polynomials. The so-called polynomial chaos expansion (PCE) is defined as follows:
\[
Y = \sum_{\alpha \in \mathbb{N}^M} \beta_\alpha \psi_\alpha(X)
\]  
Here \(\alpha = \{\alpha_1,...,\alpha_M\}\) is the multi-index, \(\beta_\alpha\)'s are deterministic coefficients to be computed and \(\psi_\alpha\)'s are multivariate orthonormal polynomials. The independence of input parameters allows us to construct these multivariate polynomials as a tensorization of univariate orthonormal polynomials with respect to the marginal PDFs. Originally, this expansion was formulated for standard normal input parameters with Hermite polynomials [13, 7]. However the same formulation is possible for other types of input PDFs [14] which is known as generalized PCE. For instance, in the case of uniform PDFs for input parameters in \([-1,1]\), the orthogonal polynomials are multivariate Legendre polynomials: considering the orthonormal family of univariate
Legendre polynomials of degree \( k \) : \( \{L_k, k \in \mathbb{N}\} \) with respect to the uniform PDF [40], the corresponding multivariate polynomial is obtained by the following tensorization:

\[
\psi_\alpha(x) = \prod_{i=1}^{M} L_{\alpha_i}(x_i)
\]  

(19)

The coefficients of the expansion in Eq. (18) can be computed using stochastic Galerkin techniques [7] or so-called non-intrusive methods [41]. The projection method belongs to the latter category [17, 20]. This latter uses the property of orthogonality of the basis polynomials. The principle is to project the expansion on the subspace defined by the polynomial corresponding to the coefficient \( \beta_\alpha \) of interest by using the scalar product defined in Eq. (16). Estimating the \( \beta_\alpha \)'s boils down to an integral computation. In practice, this approach implies a high computational cost because the integral calculation needs quadrature schemes based on Monte Carlo or quasi-Monte Carlo simulations or Gaussian quadrature rules. The second main approach of estimating the \( \beta_\alpha \)'s is the regression approach proposed in [19] based on early ideas by Isukapalli [42]. In this case, the principle is to truncate the expansion in Eq. (18) to a finite series with polynomials belonging to an multi-index set \( \mathcal{A} \subset \mathbb{N}^M \):

\[
Y = \sum_{\alpha \in \mathcal{A}} \beta_\alpha \psi_\alpha(X) + \varepsilon
\]

(20)

where \( \beta_\alpha \)'s are approximated as proposed in Eq. (21):

\[
\{\hat{\beta}_\alpha, \alpha \in \mathcal{A}\} = \arg \min_{\beta_\alpha \in \mathbb{R}} E \left[ \left( \sum_{\alpha \in \mathcal{A}} \beta_\alpha \psi_\alpha(X) - Y \right)^2 \right]
\]

(21)

Considering a given design of experiments of \( N \) input points with corresponding output values \( X = \{(x^{(1)}, f(x^{(1)}) \ldots (x^{(N)}, f(x^{(N)}))\} \) and approximating the expectation in Eq. (21) with these points, the coefficients of the \( P = \text{card}(\mathcal{A}) \) polynomials kept in the truncation are computed using the ordinary least-square (OLS) estimator:

\[
\hat{\beta} = (\Psi^T \Psi)^{-1} \Psi^T y
\]

(22)

In the latter equation \( \hat{\beta} = \{\hat{\beta}_\alpha(0), ..., \hat{\beta}_\alpha(p-1)\}^T \) is the vector of the estimated deterministic coefficients, \( \Psi = \{\psi_\alpha(x^{(i)})\}_{1 \leq i \leq N, 0 \leq p \leq p-1} \) is the matrix of polynomials computed at the design points, and \( y = \{f(x^{(1)}), ..., f(x^{(N)})\}^T \) is the response of the original computational model at the corresponding points. This method requires to define a level of truncation and an iterative design of experiments led by the quality of the obtained surrogate model. Indeed, for a given design of experiment of \( N \) observations, the least-square resolution suggests that the number \( P \) of polynomials kept in the truncation is lower than \( N \) and must be low enough to ensure the well-conditioning of the information matrix [8]. Consequently, for a given model built from the \( N \)-observation design of experiments that requires more polynomials in the truncation because of its non-satisfactory quality, the design of experiments size has to be increased.

Among the possible truncations, the standard one is the full PC truncation [20]. Considering a given degree \( p \), it consists in keeping in the truncation the polynomials corresponding to the multi-index set \( \mathcal{A} = \{\alpha \in \mathbb{N}^M, |\alpha| \leq p\} \), where \(|\alpha| = \sum_{i=1}^{M} \alpha_i \) is the total degree of polynomial \( \psi_\alpha \). In this case, the number of polynomials in the truncation is equal to:

\[
P = \binom{M + p}{p}
\]

(23)

Here, \( P \) increases polynomially with both the degree \( p \) of the truncation and the number of input parameters \( M \). Consequently, the number \( N \) of simulation points in the design of experiments can quickly become impracticable for a high degree \( p \). To address this problem, the truncation scheme can be optimized using the least-angle regression (LARS) method [9, 21]. This method initially developed in [21] allows one to create a truncation in which the selected polynomials are those with the most significant impact on the
model response, i.e. the polynomials that yield the best fit of the metamodel. Consequently, this truncation provides a sparse representation of the polynomial chaos expansion (Eq. (18)). The selection of polynomials is iterative and at each step, the current model is extended depending on the correlation of polynomials with the residual. With this approach, each step of the selection method provides a new extended possible sparse basis constituted of the most influential polynomials. In the LARS theory, the output is centered and the predictors are centered and normalized over the input space. Consequently the polynomial of total degree \( p = 0 \) (i.e. the constant term) cannot be part of the selection set. In practice this polynomial is removed from the selection set and added at the end of the LARS algorithm as the first selected polynomial. The LARS algorithm is detailed below:

1. Choose a degree \( p \) of a full PC truncation that provides a set of \( P-1 \) polynomials according to Eq. (23).
2. Set the coefficients \( \beta_{\alpha^{(0)}}, \ldots, \beta_{\alpha^{(P-1)}} \) to 0 and the initial residual vector \( r^{(0)} = y \).
3. Select the predictor (here a polynomial) \( \psi_{\alpha^{(j_1)}} \) the most correlated with \( y \).
4. Move the coefficient \( \beta_{\alpha^{(j_1)}} \) in the direction of the predictor \( \psi_{\alpha^{(j_1)}} \) until the current residual \( r^{(1)} = y - \beta_{\alpha^{(j_1)}} \psi_{\alpha^{(j_1)}}(X) \) is equally correlated with \( \psi_{\alpha^{(j_1)}} \) and another predictor \( \psi_{\alpha^{(j_2)}} \).
5. Select this second predictor \( \psi_{\alpha^{(j_2)}} \) and define \( u^{(2)} \) as the unit vector bisecting \( \psi_{\alpha^{(j_1)}} \) and \( \psi_{\alpha^{(j_2)}} \).
6. For \( k \) from 3 to min\((P,N-2)\):
   a. Move \( \beta = \{\beta_{\alpha^{(j_1)}}, \ldots, \beta_{\alpha^{(j_{k-1})}}\} \) in the direction of \( u^{(k-1)} \) until the current residual \( r^{(k-1)} \) is equally correlated with \( u^{(k-1)} \) and another predictor \( \psi_{\alpha^{(j_k)}} \).
   b. Select this additional predictor \( \psi_{\alpha^{(j_k)}} \) and define \( u^{(k)} \) as the unit vector bisecting \( u^{(k-1)} \) and \( \psi_{\alpha^{(j_k)}} \).
7. Add the polynomial \( \psi_{\alpha^{(0)}} \) of total degree \( p = 0 \) to the selected polynomials.

Consequently we obtained \( L = \min(P,N-2) + 1 \) possible basis \( \{\psi_{\alpha^{(0)}}, \psi_{\alpha^{(j_1)}}, \ldots, \psi_{\alpha^{(j_L)}}\} \) with \( k \in [1,L] \). The benefit is here to choose \( P \geq N-1 \) to be able to get polynomials of higher degree and build a sparse truncation at a time. Then, for each possible basis, the PC coefficients is obtained by computing the least-square coefficients of the selected polynomials according to the so-called LARS-OLS hybrid method [21]. The LARS algorithm has here only a selection function and is not used to estimate the PC coefficients. As shown in [21], this method always increases the empirical fit \( R^2 \). This methodology is the one employed in [9]. Note that, in contrast with universal Kriging, the polynomial chaos metamodel does not interpolate at the simulation points.

3.3. Model validation and quality assessment

3.3.1. Quality assessment

In both methods presented above, meta-models are built from designs of experiments. In such approaches, it is fundamental to assess the quality of the computed surrogate models in order to see how accurate they are. To extract a global quality from the built metamodels, the following so-called generalization error is considered:

\[
Err = E \left[ \left( f(X) - \hat{f}(X) \right)^2 \right]
\]  

(24)

where \( f \) is the original physical model, \( \hat{f} \) is the predictor provided by the metamodel (the PC truncation or the best linear unbiased predictor provided by Kriging), \( X \) is the random vector defined in Section 3.2 and \( E \) is the expectation operator.

When considering universal Kriging, a classic estimator of this generalization error is the IMSE (Integrated Mean Square Error) [27, 10]:

\[
IMSE = \int_X s^2_\hat{f}(x) p_X(x) dx
\]  

(25)
When considering polynomial chaos expansions, a first intuitive estimator is the empirical mean-square error (MSE) at the simulation points. For the following experimental design \( \mathcal{X} = \{ (x^{(1)}, f(x^{(1)})) \ldots (x^{(N)}, f(x^{(N)})) \} \) of size \( N \), this empirical MSE reads:

\[
MSE = \frac{1}{N} \sum_{i=1}^{N} \left( f(x^{(i)}) - \hat{f}(x^{(i)}) \right)^2
\]  

(26)

In case of designs of experiments of small size, this MSE estimator is likely to largely underestimate the actual generalization error. Moreover, these estimators cannot be used for both metamodeling techniques (since Kriging is an interpolator, Eq. (26) would provide a zero value). Thus it will not be used to compare both method performances.

In this paper, in order to override the underestimation issue and to be able to compare both universal Kriging and polynomial chaos performances, the Leave-one-out cross-validation technique (LOOCV) is used. LOOCV is a frequently used method in machine learning to assess the quality of a metamodel and/or to select the best metamodel among several ones. To perform LOOCV, one point \( x^{(i)} \) is taken out of the design of experiments and the metamodel \( \hat{f}^{(-i)} \) is computed from the design of experiments \( \mathcal{X} \setminus \{ (x^{(i)}, f(x^{(i)})) \} \).

Then, one can calculate the prediction error at \( x^{(i)} \):

\[
\Delta^{(i)} = f(x^{(i)}) - \hat{f}^{(-i)}(x^{(i)})
\]  

(27)

After computing \( \Delta^{(i)} \) for all \( x^{(i)} \) in the design of experiments, the generalization error can be estimated by the so-called Leave-one-out error (a.k.a predicted residual sum of squares (PRESS)):

\[
Err_{LOO} = \frac{1}{N} \sum_{i=1}^{N} \Delta^{(i)2}
\]  

(28)

Even if this estimator may be a bit optimistic compared to the actual generalization error, it is much better than a classical empirical mean-square error and it can be used to assess the generalization capacity of both universal Kriging and polynomial chaos expansions. If the \( Err_{LOO} \) estimator seems costly to compute, analytical expressions of this error exist for universal Kriging [43] and polynomial chaos [8] that reduce the computational cost of this cross validation. For an easier interpretation of this LOO error, a determination coefficient \( Q^2 \) can be extracted from it (which is the equivalent of the classic \( R^2 \) coefficient of the mean-square error):

\[
Q^2 = 1 - \frac{Err_{LOO}}{\hat{\sigma}_y^2}
\]  

(29)

where \( \hat{\sigma}_y^2 \) is the estimated variance of the output variable. Thus, the closer \( Q^2 \) is to 1, the better is the generalization capacity of the metamodel.

3.3.2. Model selection

Besides assessing the quality of the predictor, the LOOCV can be used as a model selection approach. For example, it can be used for the optimization of hyperparameters of universal Kriging autocorrelation functions instead of the maximum likelihood method [11, 44]. When considering polynomial chaos expansions, LOOCV is used to select the number of LARS polynomials on the truncation that provides the most accurate metamodel [8]. At each iteration of the LARS algorithm, a LOOCV is performed on the current truncated polynomial chaos model to evaluate its accuracy. At the last iteration of the algorithm (when all polynomials in the candidate basis have been used or after \( N \) iterations, \( N \) being the size of the experimental design) one selects the model with the highest \( Q^2 \) among all assessed models, i.e. the best model in terms of generalization capacity.
4. Combination of polynomial chaos expansions and universal Kriging

This section introduces a surrogate modeling technique, called LARS-Kriging-PC modeling, that uses the polynomials selected by the LARS algorithm as regression functions in the universal Kriging formulation of Eq. (5). As previously explained for universal Kriging, the choice of the regression functions is often based on an a priori knowledge of the physical evolution of the output variable depending on the input parameters. Most of the time, only the constant term corresponding to the polynomial of total degree \( p = 0 \) is kept as a regression function to make the Gaussian process evolve around the estimated mean of the output variable (ordinary Kriging). We propose here to use the generalization capacity of the polynomial chaos expansions and the ability of the LARS to select the most relevant sparse set of polynomials to build up an optimal universal Kriging approximation. The purpose of the method is to select polynomials that bring the most relevant information to the Kriging model. Thus the Gaussian process has to model the residual of the regression part. The algorithm used to build such a metamodel in this paper is the following:

1. First, build an initial design of experiments of prescribed size and define a target accuracy \( t \);
2. Perform the LARS algorithm using a candidate set of polynomials;
3. Within each step of the LARS algorithm, build the universal Kriging model with the current basis of polynomials;
4. Perform a LOOCV on each built surrogate model to assess their accuracy.
5. Select the model with the highest capacity of generalization, i.e. the one yielding the highest \( Q^2 \);
6. If \( Q^2 < t \), increase the design of experiments by adding new samples and repeat the algorithm from the second step.

In this paper, the Latin Hypercube sampling (LHS) method [45] is used to build the initial design of experiments. Then, to enrich the design of experiments, the nested Latin Hypercube sampling technique is used. The principle of this technique introduced in [46] is to complement an existing LHS design in such a way that the resulting design keeps its LHS configuration, at least approximately. The benefit of the NLHS technique in the present situation is to allow one to add new samples in the initial LHS by preserving the uniformity of the LHS. Indeed the size of a LHS design has to be selected a priori because this sampling is based on a grid. The NLHS will replace the initial grid by a new one corresponding to the new total number of points. The new points will be randomly added in empty possible spaces keeping the LHS configuration of the design. For more details, see [46, 8].

Note that the first chosen LARS polynomial is always polynomial of total degree \( p = 0 \). Thus the ordinary Kriging is the first evaluated model in the algorithm presented above. Consequently, if no polynomial bring enough relevant generalization capacity to the universal-Kriging approximation, the chosen model will be the ordinary-Kriging one.

5. Application to analytical examples and fetus exposure

This section is dedicated to the validation of the introduced approach. First, LARS-Kriging-PC, ordinary Kriging and classic LARS-PC are applied to three benchmark functions in order to illustrate the performances of the proposed approach compared to other surrogate modeling techniques. Then, the same techniques are applied and compared to the fetus exposure data.

As the benchmark functions are fast to evaluate, the accuracy of the metamodels in these cases will be assessed, using \( N_m = 100,000 \) Monte Carlo simulation points, by the following relative mean-square error:

\[
MSE_r = \frac{\sum_{i=1}^{N_m} \left( f(x^{(i)}) - \hat{f}(x^{(i)}) \right)^2}{\sum_{i=1}^{N_m} (f(x^{(i)}) - \hat{\mu}_y)^2} \tag{30}
\]

where \( \hat{\mu}_y \) is the estimated mean of the output variable. As far as the application to fetus exposure is concerned, the relative error from the LOOCV will be used:

\[
\varepsilon_r = \frac{\text{Err}_{LOO}}{\sigma_y^2} \tag{31}
\]
5.1. Sensitivity analysis

From the obtained metamodel, a sensitivity analysis can also be conducted. Thus, the total Sobol’ indices [47, 48] will be computed from the best linear unbiased predictor of the LARS-Kriging-PC metamodel for the fetus exposure problem in order to quantify the part of the total response variance that is explained by each of the input parameters. The Sobol’ indices are computed using the so-called Sobol’ decomposition of \( f(x) \):

\[
 f(x_1, ..., x_M) = f_0 + \sum_{i=1}^{M} f_i(x_i) + \sum_{1 \leq i < j \leq M} f_{ij}(x_i, x_j) + ... + f_{1,2,\ldots,M}(x_1, \ldots, x_M) \tag{32}
\]

In the latter equation, \( f_0 \) is a constant that corresponds to the mean of the output and each summand \( f_{i_1,\ldots,i_s}(x_{i_1}, \ldots, x_{i_s}) \) has the following property:

\[
 \int_{0}^{1} f_{i_1,\ldots,i_s}(x_{i_1}, \ldots, x_{i_s}) dx_{i_k} = 0 \quad k \in [1, s] \tag{33}
\]

Eq. (33) ensures the orthogonality of the summands to each other. Considering the random input vector \( X \) of independent uniform input parameters with \( X_i \sim U(0, 1) \), the so-called total variance \( D \) reads:

\[
 D = \text{Var}(f(X)) = \int_X f^2(x)dx - f_0^2 \tag{34}
\]

By integrating Eq. (32), the total variance can thus be decomposed into partial variances:

\[
 D = \sum_{i=1}^{M} D_i + \sum_{1 \leq i < j \leq M} D_{ij} + ... + D_{1,2,\ldots,M} \tag{35}
\]

Then the Sobol’ indices can be defined:

\[
 S_{i_1,\ldots,i_s} = \frac{D_{i_1,\ldots,i_s}}{D} \tag{36}
\]

The first order indices \( S_i \) aim at giving the influence of each parameter taken alone whereas the so-called total Sobol’ indices \( S_{Ti} \) aim at assessing the total effect of an input parameter. The total indices read:

\[
 S_{Ti} = \sum_{Z_i} D_{i_1,\ldots,i_s} \tag{37}
\]

where

\[
 Z_i = \{(i_1, \ldots, i_s) : \exists k, k \in [1, s], i_k = i\} \tag{38}
\]

These total and first Sobol’ indices will be computed for the fetus exposure problem using Monte Carlo simulations as detailed in [47].

5.2. First analytical example: the Ishigami function

The Ishigami function, widely used for benchmarking in global sensitivity analysis [49], is a function depending on three input parameters \( \{x_1, x_2, x_3\} \) and is expressed as:

\[
 f(x) = \sin x_1 + 7\sin^2 x_2 + 0.1x_3^4\sin x_1 \tag{39}
\]

The input parameters are independent and have uniform distributions over \([−\pi, \pi]\). The initial LHS design of experiments consists of 40 points that are augmented by the nested LHS technique until 160 points. The classical LARS-polynomial chaos (PC), the ordinary Kriging and the new LARS-Kriging-PC approaches are applied. This analysis is replicated 50 times in order to assess the statistical uncertainty, and boxplots of the errors are shown in Figure 4. The validation error (Eq. (30)) is computed using 100,000 Monte Carlo simulation points for each surrogate modeling technique and the different numbers of points in the LHS.
Figure 4: Comparison of LARS-PC, LARS-Kriging-PC, and ordinary Kriging metamodeling approaches for 50 different initial LHS of 40 points augmented until 160 points by the NLHS technique for the Ishigami function.

Table 1: Range of the input parameters of the Borehole function

<table>
<thead>
<tr>
<th>Input parameter</th>
<th>Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x_1$</td>
<td>[0.05; 0.15]</td>
</tr>
<tr>
<td>$x_2$</td>
<td>[100; 50000]</td>
</tr>
<tr>
<td>$x_3$</td>
<td>[63070; 115600]</td>
</tr>
<tr>
<td>$x_4$</td>
<td>[990; 1110]</td>
</tr>
<tr>
<td>$x_5$</td>
<td>[63.1; 116]</td>
</tr>
<tr>
<td>$x_6$</td>
<td>[700; 820]</td>
</tr>
<tr>
<td>$x_7$</td>
<td>[1120; 1680]</td>
</tr>
<tr>
<td>$x_8$</td>
<td>[9855; 12045]</td>
</tr>
</tbody>
</table>

Figure 4 shows the results with boxplots presenting the median error, the quartile error values and the extreme error values of the 50 independent runs. As shown in this figure, the proposed LARS-Kriging-PC approach performs better, in terms of median value, than the two other approaches. The performance difference is apparently more significant between LARS-Kriging-PC and ordinary Kriging than between LARS-Kriging-PC and LARS-PC. However, for a small sample size (i.e. 40 points) the ordinary Kriging seems to be the least scattered method in terms of performance.

5.3. Second analytical example: the Borehole function

The Borehole function is a benchmark function used for emulation and prediction tests [50, 51]. This function has 8 input parameters and initially models the water flow through a borehole by the equation:

$$f(x) = \frac{2\pi x_3(x_4 - x_6)}{\ln(x_2/x_1) \left(1 + \frac{2x_2x_3}{\ln(x_2/x_1)x_1^2x_4} + \frac{x_3^2}{x_2^2}\right)}$$  \hspace{1cm} (40)

All input parameters are modeled by independent uniform variables whose range is given in Table 1. The same study as for the Ishigami function is conducted to illustrate the performance of the proposed approach in for this second function. Results are presented in Figure 5.

As in the previous example, the proposed LARS-Kriging-PC approach performs better than the two other techniques in terms of median value. However, for 50 points, it can be noticed that several values
considered as outliers by the boxplot routine provide higher errors than the ordinary Kriging. This can be due to a bad optimization of the hyperparameters of the universal Kriging model. Indeed, the DACE toolbox used in this study [37] provides a basic optimization algorithm that can generate suboptimal solutions in high dimension. Another explanation may be that these high errors are due to an overestimation of the generalization capacity of the LARS-Kriging-PC by the LOOCV selection. This would select a suboptimal set of functions for the deterministic part of the universal Kriging. This phenomenon is not encountered for a higher number of points where the LARS-Kriging-PC is always more efficient than the two other techniques. The prediction improvement seems to be more important for the smaller number of points when comparing LARS-Kriging-PC and LARS-PC. As in the Ishigami function, the ordinary Kriging seems to be the technique, the performance of which is the least scattered throughout the runs.

5.4. Higher dimension example: the Sobol function

The performance of the proposed approach is now tested with a higher dimension problem. The considered benchmark example is here the Sobol function of dimension 20 whose the expression is:

\[
f(x) = \prod_{i=1}^{20} \frac{|4x_i - 2| + c_i}{1 + c_i} \quad x \in [0, 1]^{20}
\]

where

\[
c_i = \{1, 2, 5, 10, 20, 50, 100, 500, 500, 500, 500, 500, 500, 500, 500, 500, 500, 500, 500\}
\]

The same study as in the two above analytical examples is conducted for this higher dimension function. The results are shown in Figure 6. These results confirm the optimal aspect of the LARS-Kriging-PC methodology. Indeed the LARS-Kriging-PC significantly overperforms the ordinary Kriging and have at least the same performance than the classical LARS-PC. The sparsity of the Sobol function, that has a few variables more influential than the others, appears to be well captured by the LARS algorithm. Consequently the Kriging model achieves better performances than the ordinary Kriging. Furthermore, for 400 points, some cases of LARS-Kriging-PC shown as outliers appear to perform better than the two other approaches. It appears in this paper that the performances of the LARS-Kriging-PC are dependent on the problem. With a problem where LARS-PC and ordinary Kriging have poor performances, the LARS-Kriging-PC might have also poor performances and this lack of accuracy would be corrected by the addition of new points. But from an applicative point of view, the use of this approach ensures to have optimal performances regarding
Figure 6: Comparison of LARS-PC, LARS-Kriging-PC, and ordinary Kriging metamodeling approaches for 50 different initial LHS of 100 points augmented until 400 points by the NLHS technique for the Sobol function.

Table 2: Range of the input parameters of the fetus-exposure problem

<table>
<thead>
<tr>
<th>Input parameter</th>
<th>Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>$r$</td>
<td>[1; 3] meters</td>
</tr>
<tr>
<td>$\phi$</td>
<td>[0, 360] degrees</td>
</tr>
<tr>
<td>$z$</td>
<td>[-0.75, 1.75] meters</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>[0, 360] degrees</td>
</tr>
</tbody>
</table>

the two other methods. And because of the fact that ordinary Kriging and LARS-PC are two quite different meta-modeling techniques that might have different performances depending on the problem, the optimality of the LARS-Kriging-PC is a strong advantage allowing the user to obtain better performances or at least the best of the two.

5.5. Application on the Fetus exposure problem

The LARS-Kriging-PC is now applied to the fetus-exposure problem defined in Section 2. The purpose is to assess the influence of the input parameters defined in Section 2.3 on the output variable under consideration, namely the whole fetus-body SAR defined in Eq. (4). The EMF source which is a femtocell device is located in a room. Then we assume that, inside the perimeter of the room, all relative positions of the anatomical model and the femtocell device have equal chance to occur. Consequently, the 4 input parameters are assumed to follow uniform PDFs whose the ranges are listed in Table 2. These parameters are assumed to be independent. The origin of the coordinate system is located at the center of the FDTD domain. The initial design of experiments consists of a LHS of 50 points that is increased with the NLHS technique by 50 and 100 until 200 points for accuracy needs. As in the previous section, the classic LARS-PC, the ordinary Kriging and the LARS-Kriging-PC are applied on these experimental designs. The relative error obtained from the LOOCV defined in Eq. 31 is computed for these models. Figure 7 presents the results and shows that the LARS-Kriging-PC performs much better than the ordinary Kriging in terms of relative error. It can also be noticed that classic LARS-PC and LARS-Kriging-PC have equivalent performances and generate relative errors around 0.05 for 100 and 200 points in the design of experiments. In order to assess the relative influence of input parameters onto the output variance of the metamodel, the total
Figure 7: Comparison of LARS-PC, LARS-Kriging-PC, and ordinary Kriging metamodeling approaches on the fetus exposure problem using the relative LOO error $\varepsilon_r$ as a function of the number of points of the LHS

<table>
<thead>
<tr>
<th>Input parameter</th>
<th>First-order indice</th>
<th>Total indice</th>
</tr>
</thead>
<tbody>
<tr>
<td>$r$</td>
<td>0.171</td>
<td>0.508</td>
</tr>
<tr>
<td>$\phi$</td>
<td>0.389</td>
<td>0.764</td>
</tr>
<tr>
<td>$z$</td>
<td>0.014</td>
<td>0.261</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>0.002</td>
<td>0.131</td>
</tr>
</tbody>
</table>

Table 3: Total and first-order Sobol indices of the input parameters of fetus exposure problem obtained from 1,000,000 MC simulations of the BLUP of the LARS-Kriging-PC metamodel.

Sobol indices [47] are estimated using Monte Carlo simulations and the LARS-Kriging-PC metamodel are computed for each input parameter using 1,000,000 Monte Carlo simulations. These total Sobol indices are presented in Table 3. It shows that the output variance is mainly explained by the input parameters $r$ and $\phi$. In particular, the most influential variable with respect to the whole-fetus-body SAR is the angle $\phi$ which is the rotation of the femtocell device around the anatomical model. This is partly explained by the fact that the thickness of pregnant woman tissues between the air and the fetus strongly varies with the rotation of the device around the pregnant woman and so the power absorbed by the fetus will also strongly vary. Moreover Table 3 shows a significant difference between first-order and total indices which means that there are strong interactions between the input parameters. The computation of the higher-order indices shows that for the second order indices, only the index of the interaction between $r$ and $\phi$ is significant and the indices of order three and four are the ones that constitute the output variance explained by $z$ and $\alpha$, always in interaction with $r$ and/or $\phi$.

6. Conclusion

This paper introduces the use of polynomial chaos expansions as regression functions in a universal Kriging model with an application to the estimation of fetus RF exposure from a femtocell using computational dosimetry. The proposed approach is compared in terms of performances with a classic sparse polynomial chaos expansion based on the least-angle regression (LARS) algorithm and with an ordinary Kriging model. The accuracy of the best linear unbiased predictors of the Kriging model and of the polynomial chaos expansions is estimated by leave-one-out cross validation. The comparison is first performed for benchmark functions in order to validate the approach (in this case, a large validation set can be used to compute the error), and then for the study of the influence of input parameters on the whole-fetus-body SAR. For the fetus-exposure study, the comparison is followed by a sensitivity analysis of the best linear unbiased predictor.
of the LARS-Kriging-PC model. Thus total Sobol indices are computed using Monte Carlo simulations.

As far as the benchmark examples are concerned, the novel LARS-Kriging-PC approach appears to perform better in terms of median value of the obtained error (the median being computed with respect to replications of the procedure) than classical LARS-PC expansion and ordinary Kriging. Depending on the case, the proposed approach provides a significant accuracy improvement compared to the ordinary Kriging for the Ishigami function and the LARS-PC expansion for the Borehole function. In any case, it performs at least as well as the ordinary Kriging or LARS-PC taken separately. Regarding the fetus exposure problem, LARS-Kriging-PC appears to have the same accuracy as the LARS-PC expansion but performs much better than the ordinary Kriging model. The sensitivity analysis highlights that the most influential input parameter is the rotation of the antenna around the pregnant woman followed by the distance between the anatomical model and the antenna.

The proposed method has been applied to three benchmark functions and a full-scale metamodeling problem in order to obtain a better global accuracy of the created metamodels. In future investigations, this approach could be applied to global optimization problems and sequential design of experiments oriented to the evaluation of quantiles or oriented to reliability analysis [27, 28, 52, 53].
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