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Abstract: 

The rapid changes in today’s socio-economic and technological environment in which the enterprises 

operate necessitate the identification of new requirements that address both theoretical and practical 

aspects of the Enterprise Information Systems (EIS). Such an evolving environment contributes to both 

the process and the system complexity which cannot be handled by the traditional architectures.                   

The constant pressure of requirements for more data, more collaboration and more flexibility motivates 

us to discuss about the concept of Next Generation EIS (NG EIS) which is federated, omnipresent, 

model-driven, open, reconfigurable and aware. All these properties imply that the future enterprise 

system is inherently interoperable. This position paper presents the discussion that spans several 

research challenges of future interoperable enterprise systems, specialized from the existing general 

research priorities and directions of IFAC Technical Committee 5.31, namely: context-aware systems, 

semantic interoperability, cyber-physical systems, cloud-based systems and interoperability assessment. 

 

1. Introduction 

 

Increasing diversity of the environment in which enterprises are collaborating with its customers and 

suppliers has established interoperability as a scientific challenge of major importance. The need to 

address this challenge becomes even more important when considering that new paradigms such as 

Internet of Things and Cyber-Physical Systems have introduced new identifiable resources with 

communication and processing capability and have contributed to significantly increased complexity of 

the technical environment in which above mentioned collaborations take place. 

Although industry has responded to the interoperability challenges with the development of 

collaboration interfaces and integration mechanisms, such development may become unsustainable 

with the rapid growth in the variety of system architectures. The traditional approaches to achieve 

interoperability have targeted facilitating negotiation between systems to enable meaningful and 

purposeful interoperations. When this negotiation is carried out in processes where two systems 

attempt to understand each other’s interfaces, then capability to interoperate is dependent on its 

“capability to understand”. This consideration can be extended to include the capability to understand 

various types of stimulus or data from a (including raw data, perceived physical phenomenon,                            

a message from another system or a social media event). 

The need for continued research in Enterprise Integration and Interoperability has to be underscored 

along with identifying the developing trends and issues of relevance to the broader domain of 

Enterprise Information Systems (EIS). It is important to recapitulate the Grand Challenges defined in 

Panetto and Molina (2008), which are still valid. This earlier identification of Grand Challenges 

emphasized the importance of Collaborative Networked Organizations, the adoption of Enterprise 

Modelling techniques and Reference Models (while emphasizing model reuse), the importance of 

addressing Enterprise and Process Models Interoperability, the need to develop methods to support 

Verification, Validation, Qualification and Accreditation of Enterprise Models.  

 

                                                 
1 IFAC Technical Committee 5.3 « Enterprise Integration and Networking », http://www.ifac-tc53.org 
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It is also important to note that recent advances in information and communication technologies 

(ICT) have allowed enterprises to move from highly data-driven environments to a more cooperative 

information/knowledge-driven environment (Panetto and Cecil, 2013). The supervision, monitoring, 

adaptation and control of the enterprise systems dynamics and of the eco-system of network(s) they are 

operating are the requirements that guide the design of an effective management framework. This is 

especially true when recognizing the fact that new ICT governance models will continue to emerge; 

this in turn will lead to continued evolution of their information systems and infrastructure accordingly 

(Jardim-Goncalves and Grilo, 2010). 

According to Svejvig and Møller (2012), while first generation EIS were application-centric with 

not necessarily integrated business rules, second generation EIS can be considered to be data-centric 

and driven by the integrated databases. Third generation EIS focus on business processes with 

appropriate process management architectures, supported by integrated systems. Fourth generation 

EISs (current one) are human-centric and they are driven by new human-machine interfaces, with 

challenges for standards, security, transparency of control, user simplicity, rights management, IT and 

business working in a cooperative environment. According to authors, fifth generation EIS (emerging) 

can be considered things-centric and driven by the digitalisation and integration of “things” into a 

cyber-physical environment, with challenges for interfaces and communication platforms as well as 

service-oriented architectures. Then, next-generation EIS (NG EIS) can be considered everything-

centric and driven by creating interplay networks of  people, data, things and services, with challenges 

for achieving secure openness and capability to interoperate of and with all entities (Table 1). 

  

Table 1. Enterprise Information Systems Generations (Extended from Svejvig & Møller, 2012) 

EIS  

Generation 

1 2 3 4 5 6 

Application 

Centric 

Data 

Centric 

Process 

Centric 

Human 

Centric 

Things 

Centric 

Everything 

Centric 

Timeline 
Around  

80’s 
Around  

90’s 
Around  

00’s 
Around  

10’s 
Around  

15’s 
Around                

20’s 

Iconic 

Technology 
MRP ERP BPM HMI SENSORS DEVICES 

Technology 

Drivers 
Databases 

DBMS, 

Client-Server 
Architecture 

Internet,  

SOA 

Semantic 

Networks, 
Intelligent 

Social Media, 

Cloud 
Computing, 

Virtual and 

Augmented 
Reality 

Smart 
Things, 

Wireless 

Sensor 
Networks,   

Big Data, 

Service 
Science,  

Cloud 

Computing 

Real Plug & 

Play Systems,  
Open and 

Trusted  

Platforms, 
Trustworthy 

Infrastructures, 

Interoperability 
Service Utility 

Deployment 
Environment 

Local Systems Digital Systems Cyber-Physical Systems 

Business 

Challenge 
Efficacy Efficiency Effectiveness Resilience Sensitiveness Proactiveness 

Organisational 

Challenge 

Support of 

Departments 

Support of 

Enterprises 

Support of 
Supply 

Chains 

Support of 
Social 

Networks 

Support of 
Sensor 

Networks  

Support of 
Interplay 

Networks 

Technology 
Challenge 

Systems Integration Systems Interoperability 

Knowledge 

Challenge 

Structured                                 

Data 

Integrated  

Data 
Dynamic Data Real-Time Data 

Inferred                

Data 

 

The properties of these future NG EISs have been identified based on the synthesis of the different 

works, mainly done within Future Internet Enterprise Systems (FInES) cluster of projects, supported by 

the European Commission. In its recently published research roadmap (FInES, b), FInES cluster 

identified the ICT solutions and socio-technical systems aimed at supporting the emerging future 

enterprises that will largely operate over the Future Internet, including also enabling technologies.               

The following properties of NG EIS are identified: 

Omnipresence: Omnipresence refers to being present everywhere. In an EIS context, this refers to 

the implementation or existence of EIS on a wide range of computing and other platforms. 

Traditionally, EIS have been implemented on networked computers and the web for various application 

contexts. Recently, the advent of ‘thin clients’ such as tablets, smart phones, smart watches and other 

devices has provided the basis for the continued evolution of deployment scenarios for next generation 

information systems. As the computing power of these thin clients and devices increase, EIS’ can be 

run on such clients (through cloud or other technologies) as well can be implemented through 

integrating an array of distributed components deployed from various locations in the world. 
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Model-driven architecture: The behaviour of Next Generation Systems will be driven by 

advanced information based models (from distributed locations) which can control the functionality of 

the corresponding collaborative enterprises; this can radically influence the accomplishment of a given 

product development life-cycle or any other non-engineering activity or set of activities. For these 

reasons, the architectures of such systems can be described as being ‘model- driven’. By adopting a 

different model or modifying an existing model, the functional behaviour of a given enterprise can be 

modified (or ‘controlled’ to address changing customer, environment, industry or other requirements. 

Openness: In the EIS context, ‘openness’ typically refers to technological (and legal) accessibility 

of software entities, artefacts and distributed collaborative processes based on knowledge sharing 

between peers. In broader contexts, openness can also refer to transparent organisational structures. 

Such practices can include ‘Internal openness’, ‘external openness’ or a hybrid combination of both. 

Internally, technologies to support such openness can include co-creation environments and tools 

within the daily functioning of an organization. Externally, openness can include adoption of 

crowdsourcing, and open innovation market based approaches. Such characteristics will dramatically 

impact both inter-organisational and intra- organisational ways to creating new products and processes 

while providing robust support to relevant ecosystems of various components and agents; an example 

is the ecosystem surrounding Google’s Android OS [ECIS 15]. With the advent of cyber-physical 

frameworks, an important outcome of adopting openness is that there will be a greater emphasis on 

information and information driven models which can interface with on-demand physical facilities and 

resources. For such openness to become a reality, the issue of semantic interoperability needs to be 

effectively addressed to support collaboration across platforms and applications. 

Dynamic Re-configurability: Re-configurability refers to the ability to function in a different 

manner to perform the same function or accomplish a different set of functions using the same or 

improved set of resources. An essential capability to achieve this will be the availability of seamless 

interfaces to ‘process’ and ‘activity’ related information models which can be modified to reflect such 

new functionalities, processes or activities. Apart from being model driven, such NG EIS can also 

access and use specific functional components (for various services in an enterprise’s life cycle); if 

necessary, it can re-configure itself based on a different model and then implement various functions 

according to this new model. 

Multiplicity of Functional Identities: NG EIS systems in the future will be capable of different 

functional identities based on given application, process and domain contexts. For instance, in a certain 

context, such a system can be a complex software agent performing a specific task in a social 

networking application; in another context, it can be a collaborative process integration system capable 

of coordinating advanced engineering life cycle activities. 

Semantic and Sensory Awareness: Awareness refers to recognizing lower level process changes 

(through sensors and other devices) as well as higher level semantic constructs which are both essential 

to achieving seamless functional integration across multiple contexts and platforms. NG EIS will need 

to be able to accept, process and perform various functions based on lower level sensory inputs from 

distributed or co-located devices. At a higher level, such EIS will need to understand and resolve 

semantic interoperability bottlenecks across multiple platforms and collaborating components.  

Advanced Reasoning and Computing Flexibility: NG EIS will be increasingly required to 

function beyond the ‘normal’ reasoning and computing capabilities found in typical enterprise systems 

for engineering and business applications. They will need to be capable of fuzzy reasoning depending 

on incomplete data/information/knowledge available for various contexts. 

The list of properties implies that interoperability is foreseen as an inherent capability of the NG 

EIS. It facilitates forming ad-hoc collaborations; it uses the correspondences between the different 

models and enables their use by the core execution environments; it integrates data, information and 

knowledge resources and services; it enables a federation of NG EIS functions to its smart objects, 

agents and avatars. 
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Fig. 1. Abstract Architecture of NG EIS 

 

The listed properties are used to propose the generic abstract architecture of the NG EIS, as 

illustrated on Fig. 1. 

Hence, research challenges are categorized based on the consideration of the identified properties of 

NG EIS in context of the past work of IFAC TC5.3. The specific challenges were identified in context 

of the conventional EIS lifecycle (with disregarded development phase, considered as non-relevant),            

as it is illustrated on Fig. 2. 

Therefore, this paper describes challenges, trends and issues that must be addressed to support a 

new generation of scientific-based and technological solutions for facilitating the collaboration of 

existing enterprise systems while addressing the sustainability requirements of collaborative 

environment itself, and of their products and processes. The following challenges for the development 

of NG EIS are identified: context-aware systems, semantic interoperability, cyber-physical systems, 

cloud-based systems and interoperability assessment. The progress towards resolving the respective 

issues will then create opportunities for new organisational forms and business models that will 

transform the conventional enterprise (see Fig. 2). 
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Fig. 2 The Research Challenges for NG EIS 

 

In Section 2, we explore the above mentioned challenges and discuss on their possible contribution 

to the development of NGEIS. Then, in Section 3, an overview of the tools, technologies, 

methodologies and knowledge resources for resolving these challenges, so-called enablers of NGEIS 

are presented. Finally, the Section 4 discusses about the potential impact of the listed technologies to 

the transformation of the conventional enterprises and their information systems to the future, Internet-

based business endeavours. 

 

2. Research Challenges for the Future Interoperable Enterprise Systems 

 

This section elaborates on the identified research challenges for NG EIS (see Fig. 2), namely, context-

aware systems, semantic interoperability, Cyber-Physical Systems, Cloud-based systems and 

interoperability assessment. In addition it is discussed possible impact of resolving these challenges, 

throughout the contribution of the respective scientific topics to the development of NG EIS. 
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2.1 Context-Aware NG EIS 

 

Today, enterprises should be addressed as complex adaptive systems, stimulated by extensive and 

resilient sensorial capabilities that are able to detect physical and virtual stimulus, recognising                      

the application context of specific operational situations and responding and/or reacting accordingly 

(Jardim-Goncalves et al., 2013). To achieve such capabilities, the concept demands a novel framework 

with normalized reference models, formal methods, standardized architecture and open platform and 

tools, model and process adaptation and morphisms for data and model transformation (Agostinho et 

al., 2011). Such assets will enable the enterprises with the capability for global application context 

awareness and with the faculty to perceive their holistic actual operational status in a real-time and 

anticipate future decisions by using multi-dimensional and multi-modal information. 

Context-awareness brings the ability to assume connectivity among everything, anywhere and 

anytime, independently of the means and providers. The NG EISs will receive a real-time physical 

(e.g., through networks of physical sensors) and virtual (e.g., through data analytics from cloud or 

social media sources) information about enterprises operating environment, which is ‘global’ by nature, 

including tweets, sensing information, RFID or GPS data, to mention only a few examples (Frankston, 

2009). Real-time information from both the physical and the virtual surroundings of the enterprise is 

fed constantly into its decision making process, whether the latter is still controlled by the ‘subjects’ 

(i.e. the human beings) or by the ‘objects’ (i.e. the various sorts of Internet of Things-enabled artefacts) 

(FInES, b) (Svejvig and Møller, 2012). 

Cyber-Physical Systems theories have been taken as a reference to move beyond the state of the art 

in this area. They embrace hierarchical design for modelling complex and distributed systems that 

require a consistent supporting framework, together with re-use of previous developments on standards 

and meta-standard architectures for an effective and systematic approach to deal with complexity. 

Embedded in the system's design, semantic interoperability based on the ability to deal with ontologies 

and taxonomies has to be considered (Ferreira et al., 2013). 

Removing the complexity, by detaching the context models from the native NG EIS architecture 

will contribute to their increased flexibility and hence, to their dynamic configurability. Now, these 

context models will become a part of loosely integrated (by logical correspondences, forming the 

unification models themselves) NG EISs models infrastructure, from which behavioural models of each 

of the NG EISs digital identities will be possible to infer. 

Current main challenges for the NG EIS are within dynamic configurability, competitive and 

customer Intelligence, intelligent reconfiguration, automatized categorization of ontological structures, 

transient analysis and adaptive services. This challenges conduct to a set of envisaged solutions in a 

short, medium and long term, i.e., IoT-facilitated intelligent response of the enterprises to their 

environment (short), Implementing virtual and physical sensing capabilities and connecting them to   

the digital capabilities of the Future Internet (medium), Inclusive (multiple dimensions and 

stakeholders) sensing (long), and Consolidation of efforts to create large possibilities of innovative 

business (long). 

 

2.2 Semantic Interoperability as a Capability of NG EIS 

 

Semantic interoperability of systems is foreseen as an approach to establish the universal and 

unconditional interoperability. Namely, it is expected to reduce the volume of pre-conditions/pre-

agreements needed to be fulfilled/established before two systems can effectively interoperate. 

Unfortunately, it seems that the expectations from the semantic interoperability are failing beyond the 

limits of the academic exercises. For example, the research community failed to achieve effective 

automatic reconciliation of semantic heterogeneities. In practice, this reconciliation is done manually. 

Hence, it is error-prone, labour intensive and thus, inefficient. It is common that 60-80% of the 

resources in data sharing projects are spent on addressing the issues of semantic heterogeneities (Doan 

et al., 2004). 

The semantic interoperability goes beyond mere data exchange and deals with its interpretation, in 

order to facilitate interoperability based on the interpreted meaning. The notion of interpretation 

implies that some kind of intelligence is needed by the systems so to understand the information that is 

being transmitted. In the traditional research of semantic interoperability, the process of understanding 

is reduced to the process of reasoning about the transmitted concepts. The development of intelligent 

agents and related concepts inspired the work on defining the interoperability capability by using 

anthropomorphic perspective which goes far beyond simple reasoning. In fact, this complex capability 

is comprised of system’s abilities to sense, perceive its environment, make an intelligent decision                

on the response to a perceived meaning of the stimuli and articulate this response (Zdravković et al., 
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2015). The assumption is based on analogies with the human communication process, which is today 

considered as interplay of four physiological and psychological groups of processes: sensation 

(physiological), perception, cognition and articulation (Littlejohn and Foss, 2010). Hence, the 

interoperability capability of one NG EIS is constituted by the corresponding attributes of awareness, 

perceptivity, intelligence and extroversion. These attributes are further decomposed and formally 

defined in Zdravković et al. (2014b). Although the cited work is one step in this direction, the lack of 

unified interoperability theory is considered as a significant obstacle for innovation in the semantic 

interoperability research arena.  

While the awareness property of systems is already well developed in the research typically 

associated to the area of CPS, achieving the perceptive system is still a huge challenge. Perceptivity is a 

capability of a NG EIS to assign a meaning to the observation from its environment or from within 

itself. It is based on the access to a wide range of perceptual theories or sets, consisting of different 

ontologies representing the domain knowledge, but also motivational aspects of communication, e.g. 

different problem or application ontologies. Despite the data explosion and rising use of semantic 

technologies for its representation (open linked data), the underlying semantic structures (ontologies) 

are still fragmented and uncorrelated. This is considered as a main challenge in forming the complex 

perceptual sets, needed to implement perceptive systems. 

Based on the perception, the NG EIS should be able to decide on the consequent action. This 

decision is a result of a cognitive process, which consists of identification, analysis and synthesis of   

the possible actions to perform in response to the “understood” observation. The intelligence also 

encompasses assertion, storing and acquisition of the behaviour patterns, based on the post-agreements 

on the purposefulness of the performed actions. 

  

2.3 Cyber-Physical NG EIS 

 

A cyber-physical oriented enterprise system (CPES) can be described as a system comprising of a 

heterogeneous mix of software and physical components which support collaborations to achieve a 

functional objective of creating new products or providing services in a range of domains. Other 

researchers have outlined cyber-physical systems as a system of collaborating computational elements 

controlling physical entities (Wang et al., 2013). In a process engineering context, such cyber- physical 

systems can be viewed as an emerging trend where software tools interface/collaborate with physical 

devices to accomplish a variety of activities ranging from sensing, monitoring to advanced assembly 

and manufacturing. 

The CPS frameworks and architectures make possible to embed ICT systems in all types of artefacts 

making our daily-used systems and objects, such as cars, factories, hospitals and personal devices - 

“smarter”, more intelligent, more energy-efficient and more comfortable. CPS enable a new generation 

of “smart” systems, through the convergence of networking and information technologies with 

manufactured products, engineered systems and associate services. Often provided with control, 

monitoring and data gathering functions, CPS have to comply with essential requirements like safety, 

privacy, security and very low power consumption, together with size, usability and adaptability 

constraints.  

Thus, CPSs become core, native components of NG EIS, and the key technical enablers of their 

omnipresence. As such, they need to inherit all their properties and implement those on the deployment 

level. Namely, they will implement technical protocols and standards for (flexible) processing, 

communication (semantic interoperability) and persistence (cloud). These high-level protocols and 

standards will not only enable further development of the NG EIS-related paradigms; they will also 

contribute to their own de-verticalisation, and hence, to extension of the application base, even to their 

commoditization. Finally, the development of these protocols and standards will provide important 

input to further evolution of the existing communication infrastructure towards the paradigm of Next 

generation Internet. 

 

2.4 Cloud-based NG EIS 

 

According to Gartner’s forecast, by 2020 the number of smart-phones, tablets and PCs in use will reach 

about 7.3 billion units while the IoT (Internet-of-Things) will expand at much faster rate, resulting in a 

number of about 26 billion units at that time (Middleton, 2013). New paradigms, approaches, 

technologies and devices are needed to be able to handle (generate, transmit, collect, store, process)    

this epic flow of data in a flexible, reliable and secure way. Cloud computing is one of the main 

technologies to support the efforts to overcome this extreme data flows. 
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Cloud computing is a model for enabling ubiquitous, convenient, on-demand network access to a 

shared pool of configurable computing resources (including networks, storage, services and servers); 

the computing resources can be rapidly provisioned with reduced or minimal management effort or 

interaction with service providers. Cloud-Based Systems (CBS) are flexible, scalable and can operate 

very economically from the point of users. The essential characteristics of cloud computing are: On-

demand, self-service; Broad network access; Resource pooling; Rapid elasticity; and Measured Service 

(Mell and Grance 2009), 

When taking into consideration the present status, applications, trends and the forecasts on                     

the future of cloud computing, we foresee that the CBS will be the key repository and deployment 

component of the future NG EIS. However, this assumption holds only if certain specific challenges of 

CBS are addressed effectively in the future. The main challenges for CBS are: interoperability (inside 

the cloud; between clouds; between conventional and CBS), security (communication, endpoint and 

data storage) and privacy (ownership, business and personal data access). Beyond the technical 

challenges the operational and legal aspects also should be mentioned as specific serious challenges. 

The key argument for the assumption that CBS will constitute a key deployment and storage 

components of the future NG EIS is related to its flexibility and collaboration potential. Cloud 

computing offers significant financial advantages (pay only for what you use, less in-house IT staff and 

costs, etc.) while offering high level collaboration possibilities (Buyya et al., 2009). Cloud computing, 

includes many aspects of computing (from hardware to software) so they can be described by different 

models. When their service and deployment characteristics are considered, they can be classified into 

three service models, as: 

 Software as a Service (SaaS), 

 Platform as a Service (PaaS), 

 Infrastructure as a Service (IaaS). 

Clouds may be hosted and employed in different styles depending on the use case, respectively                       

the business model of the provider: 

 Private cloud, 

 Community cloud, 

 Public cloud, 

 Hybrid cloud, 

 Special Purpose Clouds. 

The main benefits of this approach are that the users of services do not need to own and manage              

the capital equipment involved. From financial aspect cloud computing represents a “pay-per-use” 

business model with lower costs in most cases and this is the biggest advantage for an average user, 

customer. Other general advantages of cloud computing include, but not restricted to: the massive 

scale, the homogeneity, the virtualization, resilient computing, low cost software, geographical 

distribution, service orientation and advanced central security technologies. Security advantages are 

related to the fact that shifting public data to an external cloud reduces the exposure of the internal 

sensitive data; cloud homogeneity makes security auditing/testing simpler; clouds enable automated 

security management and redundancy/disaster recovery are simpler. Advantages in data storage are                            

the automated replication, the data fragmentation and dispersal, provision of data zones (e.g., by 

country), encryption in storage/in transfer and automated data retention. 

 

2.5 Interoperability Assessment in and for NG EIS 

 

Interoperability assessment (often referred as interoperability evaluation) is foreseen as an approach             

to evaluate, quantitatively or qualitatively, a priori of any interoperation process or a posteriori between 

existing collaborative enterprise information systems.  

As cooperative environment progressively evolve, two (or more) information systems need to 

interoperate between each other in order to fulfil a given objective determined by the cooperation 

context. Typically, this cooperation requires that heterogeneous information systems coordinate with 

each other by sharing information. The interoperability occurs when each one of those systems is able 

to successfully use the exchanged information. Whether it is related to exchange and use of 

information, or to carrying out an operation on behalf of another system, this is commonly called 

interoperation (Whitman et al., 2006). Interoperation is also characterised as the relationship of                    

the exchange and the cooperative use of information (Fisher, 2006). In practice, the achievement of           

the cooperation depends strongly on the effectiveness of the interoperation between the participating 

systems. That means that, at least, those systems must be minimally interoperable with each other to 

complete the global system goal. In this context, assessing the consequence of the lack of 

interoperability between systems is a critical issue (Yahia et al., 2012) and is considered as one of the 
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key challenge for EIS interoperability research today. The dynamicity of the interrelationships is then 

an issue that imposes new formal definitions. For achieving a given goal, EISs work together and 

develop different interactions or interoperability relationships between each other. They are 

autonomous with regards to their own mission and they are heterogeneous with regards to their 

architecture and content. Current research on interoperability measurement mainly focuses on maturity 

measures (Guedria et al., 2015) based on a variety of models. Generally speaking, Enterprise 

Interoperability (EI) maturity can be measured in two ways: a priori where the measure relates to the 

potential of a system to be interoperable with a possible future partner whose identity is not known at 

the moment of evaluation, or when the measure relates to the level of interoperability between two (or 

more) known systems willing to interoperate or a posteriori when the assessment is related to the 

measurement of the performance of an existing interoperability relationship between two systems 

(Yahia et al., 2012). Thus, evaluating the interoperability of theses information systems, based on the 

evaluation of the degree of coupling between processes is a Grand Challenge that would allow 

evaluating the semantic relationships and identifying the activity replication and overlapping, as well as 

the aspects related to interaction/cooperation. 

 

3. Enablers of the Interoperable NG EIS 

 

Despite the fact that NG EIS synthesizes many very ambitious concepts and technologies that are not 

yet developed, an analysis of the state of the art in the selected relevant research areas has indicated a 

potential convergence of the current research efforts towards NG EIS. In this section, these efforts are 

shortly presented; the respective results are considered as the enablers of the interoperable NG EIS,                  

in each of the designated fields, namely context-awareness, semantic interoperability, cyber-physical 

systems, cloud computing and interoperability assessment. Then, a short discussion on the specific 

challenges related to realizing the contribution of the enablers towards realization of NG EIS is 

presented. 

 

3.1 Context-Awareness 

 

Recognised as one of the key challenges for the interoperable NG EISs, the context-awareness property 

will facilitate their sensorial capabilities, but also it will affect their core design (Bakillah, 2015) 

(Villegas, 2013) (Zhang, 2013). Thus, the research of context-aware systems will need to span a variety 

of scientific topics and address different theoretical and practical issues (Jardim-Goncalves, 2013).                  

In this section, we present non-exhaustive list of the relevant domains of interest for that research, 

considered as the enablers for advancing in achievement of the context awareness of NG EIS.                      

The domains include Ambient connectivity, Dynamic configurability, Systems complexity, Networks 

and web science, Models based systems and Systems engineering, Competitive and customer 

intelligence. 

Ambient Connectivity: Ambient Connectivity brings the ability to establish connectivity among 

everything, anywhere and anytime, independently of the means and providers (Monfort, 2012) (Juarez, 

2014). The Sensing Enterprise receives real time information about its environment, which is ‘global’ 

by nature, with tweets, sensing information, RFID or location data that leverage the sensing capabilities 

of the enterprise (Agostinho, 2015). Real-time information from both the physical and the virtual 

surroundings of the enterprise is fed constantly into its decision making process, whether the latter is 

still controlled by the ‘subjects’ (i.e. the human beings) or by the ‘objects’ (i.e. the various sorts of IoT-

enabled artefacts) (Memon, 2014). 

Dynamic Configurability: Dynamic configurability supports a system in how it operates with a 

great deal of flexibility (Mokhtar, 2012). Since IoT systems are made of thousands of nodes and 

devices, such as sensors and actuators, their configuration and reconfiguration are of strategic value for 

the enterprise (Perera, 2014). Dynamic and automatized remote configuration facilities need to be 

provided for enabling self-management applications to automatically configure the parameters required 

for the applications and the users, and therefore to continuously adapt to the changing contexts of 

enterprises’ operations. 

Systems Complexity: Systems have many structures and relationships. Understanding their 

interactions is considered a major factor in anticipating and directing the enterprise’s behaviour in a 

current context. Implicit is the view that systems are complex and adaptive (CAS). Preliminary theories 

have been advanced in specific scientific disciplines, e.g., biology, to explain the importance and 

evolution of systems complexity (Gharajedaghi, 2011). Researchers have attempted to extrapolate these 

results to a “general systems theory” to explain the importance and behaviour of systems in several 

fields of science, and address the emergence, adaptation, evolution, and self-organization of systems. 
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Research challenges include interoperability and system behaviour and adaptability; communication, 

collaboration and coordination facilities; interoperability of digital ecosystems as complex systems of 

systems (Blair, 2012). 

Network and Web Science: The ability and capability of enterprises to understand the collaboration 

context is closely linked to the ability and capability of enterprises to interoperate in a network, as a 

representation of objects that are seamless interconnected by some underlying structure that facilitates 

common understanding (Shadbolt, 2008). Research challenges in this domain include Enterprise 

Interoperability and the adaptability, management and efficiency of networks, e.g. random networks, 

scale free networks, small world networks, pervasive networks, social networks, clustered networks; 

“basic laws” for governing networks, the interoperability of networks, interoperability of digital 

networked ecosystems (Agievich, 2013). 

Model-Based Systems Engineering: Modelling provides a more rigorous method for capturing, 

design, analysis, verification and validation of information, relevant for inference of the operational 

context (Brambilla, 2012) (Völter, 2013). This provides a comprehensive understanding between 

development teams and the other stakeholders, as well as traceability features that facilitate properties, 

such as backward compatibility, where the enterprises of the Future, enabled with NG EISs should be 

able to interoperate with non-evolved enterprises (using the conventional EISs) (Diallo, 2011) (Guédria 

et al., 2015). 

System Intelligence: To understand the context in which one system operates means to be aware of 

the semantics of the information that potentially constitutes that context, including its potentially 

complex logical relationships. Information science studies the intrinsic properties and characteristics of 

information, such as how to use mathematics to represent them, how to deal with uncertainty in 

information, what are the fundamental units of measure, what are useful metrics, how to measure those 

uncertainties and metrics (Arch-int, 2013) (Rezaei, 2013). Research challenges include the semantic 

aspects of interoperability, in particular definition of the basic properties and characteristics of 

information; the meaning and “common understanding” of information objects; the construction, use 

and dissemination of information objects; comparison between information objects; measurement of 

information objects; applying methods such as crawling, scraping or data mining to gather information 

about the surrounding environment (including competitors and markets) as well as knowledge of 

technological developments (Fortineau, 2014) (Chungoora, 2013) (Vermesan, 2013). 

 

3.1.1 Specific Challenges of Context-Awareness 

 

Research on NG EIS is expected to push beyond the state of the art in systematizing the Sensing 

Enterprise concept in the described fields, resulting in a novel scientific framework with normalized 

reference models, formal methods, standardized architecture and open platform and tools, able to 

realize the demanded universality of the sensing capabilities of the enterprise (Jardim-Goncalves et al., 

2011). In specific, further research in the above listed specific fields is expected to contribute to 

achievement of the following capabilities of the future NGEIS, relevant for the context-awareness 

property: 

1. Intelligent reconfiguration of components, for interoperability maintenance of evolutionary 

networked systems, including learning and adaptability. After identifying the need to solve an 

interoperability problem, the related systems typically know very little about the necessities 

required to have the global system completely interoperable (Cretan et al., 2012). A learning 

process will be designed to support the adaption of the several system network nodes involved, 

and thus keep the global network interoperable. 

2. Automatized categorization of ontological structures. The resolution of this issue aim to provide 

an automatized development of ontologies from descriptive specifications in non-specialized 

language, e.g., queries described in natural language, supported by an engine with feedback for 

the user, with learning and reconfiguration capacities (Danila et al., 2013). 

3. Transient analysis. The global interoperable network, as a complex integrated system, will face 

transients whenever an internal or external “interference” occurs, e.g., update in one of its 

nodes. Thus, there will be a period of time when the systems’ nodes will need to react and 

readapt before the system becomes again stable and interoperable. The evolution and 

progressive adaptation of each network system node would be done supported by a systematic 

study and analysis of the network transients, as single node, clusters, and global network. 

4. Harmonization of ontological structures to support the application dynamics and enable 

adaptability of users’ semantic specifications aims at providing the capabilities for the 

management of mutation of ontologies, by using stochastic methods to support the updates in 

the representation of concepts and its instances (Gilad, 2008). It embraces semantic 
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harmonization and adaptive mapping in dynamic environments, with mediation of semantic 

conflicts according to the interactions and evolution with the systems with which it interacts. 

5. Evolutive systems. Systems able to endure in time will require an embedded set of ‘self-

properties’ qualified to re-organize, optimize, configure, diagnose and maintain (INCOSE, 

2007). Design rules and methodologies for enterprises intervening at earlier conceptual phases 

will help implementing ‘self-properties’ embedded engines for the sensing capabilities of the 

physical and virtual artefacts (Ducq et al., 2012). 

 

3.2 Semantic Interoperability Capability of NG EIS 

 

In this paper, the anthropomorphic consideration of the semantic interoperability capability of NG EIS 

is suggested as a methodological approach to facilitate understanding of the information being 

exchanged between the systems and their consequent seamless interoperations. Although it is a novel 

concept, the analysis and synthesis of the literature has shown that many existing efforts can be taken 

into account as potential enablers for this approach. 

Facilitating Awareness: System behaviour related to the awareness of the NG EIS’s can be 

facilitated by using sensor ontologies, several of which have been developed to represent sensors and 

their behaviour, since 2004 (Compton et al., 2004). The extensive review of these ontologies was done 

by W3C Semantic Sensor Network Incubator Group (W3C, 2011), with objective to propose the W3C 

Semantic Sensor Network (SSN) Ontology. SSN Ontology (Compton et al., 2011) is a formal OWL 

DL ontology for modelling sensor devices (and their capabilities), systems and processes. It is 

universal in sense that it does not assume a physical implementation of a sensor. Namely, it can be used 

to describe the process of sensing by the WSN nodes, as well as by the humans. The sensor ontology is 

a useful asset for achieving self-awareness property. Also, it can be used to formally describe 

processing of the pre-determined, expected observations and making direct conclusions. 

Facilitating Perceptivity: The observational perceptivity is related to computing a percept on basis 

of a raw sensor data. Some work in this direction has been done (Barnaghi et al., 2012), in terms of 

identifying patterns from sensor data. These patterns are then translated into abstractions with an 

abductive logic framework called Parsimonious Covering Theory (PCT) (Reggia and Peng, 1987).  

PCT uses domain-specific background knowledge to determine the best explanation for a set of 

observations, namely to link the patterns to semantic descriptions of different relevant thematic, spatial 

and temporal features. In the subsequent effort, with the objective to provide a formal semantics of a 

machine perception, Henson et al. developed IntellegO ontology of perception (Henson et al., 2011). 

IntellegO was made based on the principles of Neisser’s Perception Cycle (Neisser, 1976). Neisser 

considered a perception as a cyclic process, in which the observation of the environment, followed by 

the creation of the initial percepts, is often affected by the process in which we are directing our 

attention for further exploration, in order to get more stimuli required for constructing the final percept. 

In this process, humans generate, validate and consequently reduce the hypotheses that explain their 

observations. According to IntellegO, based on the observed qualities of the inherent properties of the 

observed object, a subject creates a number of percepts as parts of the so-called perceptual-theory. 

Hence, the specific goal of the perception cycle is to generate a minimum perceptual-theory for a given 

set of percepts. Generation, validation and reduction of the hypothesis that explain the observations are 

traditionally defined as a process of semantic integration (Noy, 2004). They depend on the perceptual 

sets to which the NG EIS has access. These perceptual sets comprise of number of high level generic 

descriptions of reality (upper ontologies) (Gangemi et al., 2002), enterprise domain theories 

(ontologies) (Fox et al., 1996) (Uschold et al., 1998) (Madni et al., 2001) (Zdravković et al., 2011), 

local models of NG EISs themselves (local ontologies) (Zdravković et al., 2014a), but also the 

descriptions of the motivational factors for interoperations, specific circumstances in which they occur.  

Facilitating Intelligence: Currently, the Semantic Web stack of languages (RDF/RDFS/OWL) is 

the most used approach for representation and reasoning of knowledge. However, the limited 

expressiveness of DL-based languages urges to consider the pragmatic approach which will foresee 

new representation and inference languages and strategies, both deterministic and non-deterministic, 

complemented with OWL (e.g. as extension of OWL). The development of Semantic Web Rule 

Language (SWRL), combining OWL and RuleML for definition of Horn-like rules (Horrocks et al., 

2004) is one of the examples that reflect this need. Some attempts have been made also to extend OWL 

with F-Logic rules and defaults (Kattenstroth et al., 2007), Logic Programming (Motik et al., 2006) and 

others. Furthermore, the realities of the future interoperating systems requirements will need to locate 

dealing with vagueness and uncertainty at the top of the priorities. Similarly to above, this uncertain 

and incomplete knowledge need to be embedded into formal, possibly OWL ontologies. Based on 

Bayesian Network, Costa and Laskey (2006) formally defined a probabilistic ontology and developed 
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the OWL extension (PR-OWL), consistent with the former definition. In probabilistic ontology, each 

axiom is annotated with a probability that can now be computed for each of the executed queries 

(Bellodi et al., 2011) affecting this axiom. This computation is often based on Bayesian Network 

inference procedures, e.g. belief propagation or junction tree (Ding and Peng, 2004). 

Facilitating Extroversion: Extroversion as a property is considered as a capability of a NG EIS to 

commit to articulating and performing an action, based on a decision. It reflects its commitment to act 

socially, namely to actively inform, affect or change its environment, where this engagement is related 

also to endorsing or denouncing other “things” actions. It also reflects its curiosity, namely the 

capability to articulate the request for any additional information needed for a complete reasoning 

during the processes of perception and decision. 

 

3.2.1 Specific challenges of Semantic Interoperability 

 

When taking into account the anthropomorphic approach to semantic interoperability, two key issues 

for enabling interoperable NG EIS are highlighted: lack of unified interoperability theory and lack of 

systemic methodological approach to engineering the ontology for semantic interoperability. 

There already exist several works aiming at filling this gap. It was first addressed in the domain of 

federated databases, the first to face the problem of semantic heterogeneities. Lee et al. (1996) provided 

the specification of interoperable system, based on so-called Context Interchange Architecture, by 

using first-order logic. Later efforts followed mainly from system engineering community. Euzenat 

(2001) proposed the definition of semantic interoperability based on the model theory. Kalfoglou and 

Schorlemmer (2004) proposed a formalization of semantic interoperability based on the Barwise-

Seligman theory of information flow, arguing for a theoretical framework based on the analysis and 

implementation aspects of semantic interoperability scenarios. Naudet et al. (2010) introduced system 

theory as an approach for interoperability formalization and developed the Ontology of Interoperability 

(OoI) - a meta-model for ontological descriptions of systems, problems and solutions, which can then 

be inferred for a computer-aided interoperability diagnosis. In a more recent work, Jardim-Goncalves et 

al. (2013) posed the challenge of developing an Enterprise Interoperability Science Foundation (EISF) 

with attempt to systematize the Interoperability Body of Knowledge (IBoK). Liao et al. (2015) 

analysed the state-of-the-art about semantic annotations used to formally represent knowledge attached 

to enterprise models. Unfortunately, all these efforts developed partial or full theories that remained 

largely uncorrelated one with another. In addition, further work on validation of these propositions is 

needed in order to establish the most relevant conceptualizations. 

The number of ontologies, addressing different domains, realities, applications and problems, 

produced by the scientific community today is growing extensively. Unfortunately, many of these 

ontologies are isolated, without an ambition to extend or complement existing work. In addition, the 

approaches to conceptualizing domains vary significantly from one work to another (Lezoche et al., 

2012), posing the need to strengthen and further promote the methodological base for ontology 

engineering, already defined by the influential works of Gruber (1991) and Guarino (1997). When 

taking into account the anthropomorphic approach to defining the semantic interoperability, proposed 

in this paper, and in context of methodological approach to ontology engineering, authors propose              

the “human” ontology continuum (see Fig. 3) as a set of future ontological frameworks, acting as 

perceptual theories. 

According to this, the interoperable (receiving) NG EIS needs to exhibit the domain knowledge, 

empathy, situational and environmental awareness. Each of these communication capabilities 

correspond to the representation of the models that facilitate those capabilities, namely, the domain 

ontologies (OD), problem ontologies (OP) and ontology of emotions (OE). Then, the perceptual sets are 

formed as schemas in which the different concepts from the above ontologies are logically related 

between themselves. Layering of domain and problem representation models reflects the paradigm of 

separation of domain and task-solving knowledge (Gangemi, 2005) and assumes their mutual 

independence (Guarino, 1997). 
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Fig. 3. “Human” Ontology Continuum 

 

Hence, problem or task ontologies are often formed to formalize context-independent, problem 

solving knowledge. Such ontologies facilitate the situational awareness of the communicating entities. 

It is also important to highlight that the communication between two NG EISs takes place in some 

general context, which is not by any means affected by this communication, nor related to it. 

Environmental conditions and noise are examples of such a case. They change the way one message is 

articulated and consequently, sensed and perceived. Hence, the perceptual sets must also take into 

account the formal descriptions of these conditions. In fact, the NG EISs need to be capable to 

continuously and in a real time: 1) sense these conditions; 2) create and maintain their formal 

descriptions; 3) create and maintain correspondences of these formal descriptions with “internal” 

perceptual sets. Emphatic aspect of one perceptual set is related to the capability of NG EIS to interpret 

and classify emotional states of the information sender and thus to evaluate its message, accordingly 

(for example, its urgency). Representation and modelling of emotions has become a research challenge 

with appearance of the affective computing paradigm (Piccard, 2003), that deals with building 

machines that recognise, express, model, communicate, and respond to emotional information.                  

The emphatic capability of the NG EIS can be enriched by enabling the systems to automatically 

recognise emotions from structured or unstructured text (Wu et al., 2006). 

 

3.3 Cyber-Physical Systems and Next-Generation Internet as Enablers of NG EIS 

 

While semantic interoperability as an inherent capability of NG EIS facilitate context-awareness,                

the Cyber-Physical Systems are considered as future infrastructures that will host NG EIS, over next-

generation Internet. 

Cyber-physical systems (CPS) are in contrast to traditional embedded systems which deal with 

stand-alone devices (Kanduri et al., 2013). Embedded systems can be viewed as a pre-cursor generation 

of cyber-physical systems which can be found in various fields ranging from medicine to transportation 

systems. An overview of CPS research is provided in Kyoung-Dae and Kumar (2012) including a 

review of theoretical results on modelling and analysis of dynamic behaviour of CPS. In Woochul et al. 

(2012), three key properties of CPS is highlighted including safety, security and sustainability. 

Typically, CPS applications involve sensors monitoring a specific environment and providing feedback 

to a centralized node; such approaches can be used in medical monitoring, distributed robotics and 

advanced manufacturing. Although the CPS is a new research field, a review of literature indicates 

growing trend of implementations of cyber-physical systems. One such application is MITs Distributed 

Robot Garden where a group of robots services a garden (Cartel 2015). Another application involves 

calculating fastest routes for taxis in Boston based on traffic information (Enikov and Lazarov, 2001). 

The general framework for implementing cyber-physical approaches can also serve as a conceptual 

framework to create advanced and complex implementations in the context of Smart Cities and Internet 

of Things (IoT). In Wang and Xu (2013), the design aspects of a typical cyber-physical system, 

including computational modelling and implementation are discussed. 

Clearly, massive use of CPS will generate extensive amount of data and Internet traffic. Current 

infrastructures do not exhibit the performance that matches the respective requirements. 

The basic Internet protocol is now 35 years old and the Internet scale has increased by many orders 

of magnitude. There have been hundreds of additional protocols and extensions, which make its 

management more and more complex. However, the novel societal and commercial usages are 
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continuing to push the original Internet architecture to its limits; it has steered the use of the Internet 

into directions which were not initially anticipated. It has also resulted in posing demanding 

technological and policy challenges security, mobility, heterogeneity, complexity, etc. will require a 

radical redesign or change in the architecture of the current Internet. This is the underlying motivation 

to design the next Internet (EU FIRE). Recent global initiatives involving the design of the next 

generation of Internet are underway which can address the need to develop agile, high gigabit 

networks. Among these are the GENI (Minnick, 2013), FIRE, US Ignite, Fed4FIRE and other 

initiatives involving US, EU, Japan, Korea, India, China and other countries. 

 

3.3.1 Specific Challenges referring to Cyber-Physical Systems 

 

The medium and long term challenges in cyber-physical based EIS include breakthroughs in dependent 

technologies as well as in addressing key issues related    to sustainability and predictability. 

In Kwei-Jay and Panahi (2010), a real time service oriented architecture (SOA) is outlined to 

support sustainability and predictability in cyber-physical systems. In Gobinath and Cecil (2005) and 

Cecil and Jones (2014), the adoption of an integrated strategy involving use of virtual (cyber) and 

physical resources for advanced manufacturing is outlined. The need to develop broader frameworks         

to support such cyber-physical interactions has also been recognised; the benefits of such approaches in 

tele-medicine are discussed in Cecil et al., (2013). The creation of information centric frameworks to 

support modelling, simulation and exchange among cyber-physical entities is outlined by other 

researchers. In the context of advanced manufacturing, the adoption of such an information framework 

is discussed for the field of micro assembly by Cecil et al. (2013). In Cecil (2015), the preliminary 

design of a cyber-physical framework for advanced manufacturing (based on emerging GENI 

technologies) is outlined. In this application, users can propose, compare, analyse, plan and finally 

assembly micro/meso scale devices. An assortment of cyber resources available through a cloud based 

infrastructure which has been built using the Global Environments for Network Innovation (GENI) 

framework and as part of a US Ignite initiative. In Mayyas et al. (2009), a group based programming 

abstraction called a ‘Bundle’ is discussed; sensors (such as in cell phones) and sensor based networks 

are viewed as a foundation for developing new CPS infrastructure. The Bundle abstraction can be used 

to extend these group based abstractions to support devices such as PDA’s and laptops. 

Cyber-Physical Systems are highly dynamic in nature in terms of the computing resources and                 

the related physical processes. During runtime, the availability of the various entities can change 

substantially due to noise, failures, mobility, etc. The supporting network layers for such systems can 

be unstable. Current network middleware are not designed to handle such dynamic aspects of CPS. In 

Vicaire et al. (2012), a middleware architecture is proposed which enables timely and reliable sensor 

data dissemination under unpredictable CPS environments. CPS software is usually built using 

programming abstractions with little or no temporal semantics. In Sztipanovits et al. (2012), a 

programming model called PTIDES is outlined that serves as a coordination language for model-based 

design of distributed CPS; PTIDES can function as a coordination language by controlling components 

that may be designed and specified using different formalisms. 

The long term challenges in CPS based frameworks involve the gradual deployment of the Next 

Generation of Internet globally. Currently, the next Internet is only accessible to a limited number of 

users in academia and industry in the US, EU, Korea, Australia, Japan, India, and China. Within the 

next decade, the newer Internet based on SDN needs to become available to the general public 

including industrial and other organizations.  

Other challenges which need to be addressed in the long term include modelling CPS systems, 

addressing semantic interoperability issues to support seamless data/information exchange as well as 

innovative ways to model functionality and implementation architectures to support the realization of 

CPS based EIS. In Banerjee et al. (2012), the challenges of modelling cyber-physical systems are 

emphasized including concurrency, sensitivity and heterogeneity. Several modelling technologies are 

discussed including heterogeneous and concurrent models of computation (MoCs), hybrid system 

modelling and simulation, joint modelling of functionality and implementation architectures. The need 

to develop methods and tools for design and analysis of CPS is emphasized in Derler et al. (2012).                 

It also delineated a framework to support the design, simulation and verification of such cyber-physical 

systems. 

In general, the various components of a next generation EIS embracing cyber-physical principles 

include the following: 

 Heterogeneous mix of software or cyber resources (including software tools, modules, etc.) to 

support the life cycle activities for a given virtual enterprise.  
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 Assortment of physical resources including sensors (cameras, bar code readers, RFID based 

devices which provide feedback to the distributed VE partners), the physical equipment 

(including manufacturing equipment, material handling mechanisms such as conveyors, 

robots, etc.). 

 Cyber-infrastructure including Next Generation computing networks which will provide the 

communication mechanisms for collaboration among the distributed cyber-physical resources. 

 Software based enterprise level managers and modules which initiate, monitor, integrate and 

ensure the achievement of the functional objective (which can be manufacturing, engineering, 

service, social or administrative in nature). 

 

3.4 Cloud Computing as enabler of Interoperable NG EIS 

 

Cloud based technologies have the potential to support and implement cyber-physical frameworks, 

approaches and implementations. 

Some of the most critical components of cloud-based systems are related to the security aspects, 

namely preserving the identity of users and data security. By the very nature of cloud computing, the 

data belonging to the organization using a cloud service will be held in a shared environment, which is 

implicitly less secure than a non-shared one. In a cloud, the resources are shared between multiple 

tenants and the location of the resources is potentially unknown. Sensitive data or protected 

applications are critical for outsourcing issues. Whilst the data should be protected in a form that 

addresses legislative issues with respect to data location, it should at the same still be manageable by 

the system. Data encryption can decrease this risk besides helping to address a number of other threats 

that are present in a cloud computing environment.  

The number and variety of applications of cloud systems with different cloud types imply the need 

for different security models and requirements. As such, classical authentication models may be 

insufficient; in fact, multi-level authentication models have to be applied. In particular, in cases of 

aggregation and resale of cloud systems, the mix of security mechanisms may not only lead to 

problems of compatibility, but may also lead to the user distrusting the model due to lack of insight. 

However, there are certain domains of current state of the art in cloud computing that are directly 

related to interoperability problem (Mezgar and Rauschecker, 2014). We highlight these domains in the 

remainder of this section. 

Interoperability: In the world of cloud computing, interoperability means the ability to write code 

that works with more than one cloud provider simultaneously, regardless of the differences between   

the providers. Service interoperability is the ability of cloud consumers to use their data and services 

across multiple cloud providers with a unified management interface. Interoperability can be divided 

into two main groups in cloud-based systems/applications: interoperability of the cloud systems itself 

(cloud layer); and interoperability of the applications (Application layer – industry specific, HW/SW 

specific). According to IEEE experts, interoperability is even a bigger problem than security: ”The 

greatest challenge facing longer-term adoption of cloud computing services is not security, but rather 

cloud interoperability and data portability…The lack of integration between these networks makes it 

difficult for organizations to consolidate their IT systems in the cloud and realize productivity gains 

and cost savings” (Weissberger, 2011). 

Portability: Portability is the ability to run components or systems written for one environment in 

another environment. In cloud computing, this includes software and hardware environments (both 

physical and virtual). In this case, customers are interested to know whether they can move their data or 

applications across multiple cloud environments at low cost and minimal disruption. System portability 

allows the migration of a fully-stopped virtual machine instance or a machine image from one provider 

to another provider, or migrate applications and services and their contents from one service provider 

to another which reduces vendor lock-in problem. It is important to mention that various cloud service 

models (SaaS, PaaS, IaaS) may have different requirements in relation to portability and 

interoperability. 

Data Migration: Data Migration means the periodic transfer of data from one hardware or software 

configuration to another or from one generation of computer technology to a subsequent generation. 

Migration is a necessary action for retaining the integrity of the data and for allowing users to search, 

retrieve, and make use of data in the face of constantly changing technology. Data migration has 

increasing importance as growing number of organizations store greater quantities of data in the cloud. 

Interoperability and Standardization: Standardization will increase and accelerate the adoption 

of cloud computing as users will have a wider range of choices in cloud without vendor lock-in, with 

improved portability and ability to use the cloud services provided by multiple vendors. This will also 

include the ability to use an organization’s own existing data centre resources seamlessly. There are 
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two main aspects that have to be taken into account when considering standards for cloud computing. 

First, there are many standards from the fields of e.g. networking, shared IT systems that can be also 

applied in cloud computing. Second, all users tend to use the data information stored in their legacy 

systems. The different standards address the different interoperability issues: across cloud service 

types, within cloud service types and between the cloud and the enterprise. First, as cloud applications 

can use different types of cloud services (SaaS, PaaS, IaaS) standards are needed to define how these 

different services can work together. Second, within each type of cloud service (IaaS, PaaS or SaaS), 

open standards make it possible to avoid vendor lock-in. Third, the standards that can define how an 

enterprise application can communicate with cloud resources (e.g. a database) would enable that 

application to use cloud services directly, without modifications. Many existing IT standards contribute 

to the interoperability between cloud consumer applications and cloud service, and between cloud 

services themselves. Also, there are standardization efforts that are specifically initiated to address the 

interoperability issues in the cloud. Here, we refer to Open Cloud Computing Interface (OCCI), Open 

Grid Forum, Cloud Data Management Interface (CDMI), Storage Networking Industry Association 

(SNIA), IEEE P2301 - Guide for Cloud Portability and Interoperability Profiles (CPIP) (IEEE, 2015a), 

IEEE P2302 - Standard for Inter-cloud Interoperability and Federation (SIIF) (IEEE, 2015b). When 

portability is discussed, only few cloud-specific standards are referred to, related to data (Cloud Data 

Management Interface - CDMI) and system portability (Open Virtualization Format - OVF, IEEE 

P2301 Guide for Cloud Portability and Interoperability Profiles - CPIP). A more detailed list of 

standards can be read in (CSCC, 2014). 

 

3.4.1 Specific Challenges of Cloud Computing 

 

When taking into consideration the great number of the existing standards that could be applied in 

clouds and the strong and diverse requirements and demands of the different system/firms, it is obvious 

that the members of the IT community has to join with each other to form groups and task forces 

dealing with the different standardization tasks in this area (FInES, 2012). The working methodology 

has to consider first the existing standards and de-facto interfaces as specifications. Based on the 

collected materials and documents, the Reference Architectures need to be developed, to help to define 

and resolve the gaps in the cloud standardization space. 

Cloud Computing Use Case Discussion Group (CCUCDG), Distributed Management Task Force 

(DMTF) and the National Institute of Standards and Technology (NIST) have developed Reference 

Architectures in cooperation focusing other field of cloud standardization (NIST, 2011). In the frame of 

most reference architectures, taxonomies for cloud components have been developed to provide a 

better overview on complex system structures and their operation. 

Based on the collected existing standards and the demands of the customers the gap analysis has 

been already done (NIST, 2011). Some of the relevant standardization priorities are proposed: 

Standards supporting migration in all levels, Interoperability between existing in-house IT systems and 

cloud based systems. The detailed overview of the identified gaps is presented in (NIST, 2011). 

Many of the specific challenges, related to interoperability of cloud-based systems arise from                   

the new exciting applications in the different domains. For example, as Computer Aided 

Design/Manufacturing (CAD/CAM) moves into the cloud and 3D printing becomes available                      

on-demand; soon it will become possible to simultaneously model and design products even from                

the convenience of a smart-phone, yet by using the computational power of the cloud. Furthermore,               

the integrated application of data-intensive cloud platforms and big data analytics frameworks will pose 

the need to collect, aggregate and process distributed real-time streaming data collected from a large 

number of disparate sources. 

BYOD (Bring Your Own Device) solutions also can be connected to big data, social networks and 

cloud technology having a continuously growing importance. BYOD is a main tool for connectivity 

and collaboration for external and internal communication of enterprises, employees/agents who can 

now reach enhanced flexibility to collaborate across all platforms (interoperability requirements), 

through their smart devices, in real-time, 365/24/7. 

As the number of smart-phone applications that will facilitate omnipresence of NG EIS is growing 

extensively, the long term challenge of 5G mobile networks will certainly need to be considered in             

the context of the devices interoperability. A new generation of 5G standards may be introduced 

approximately in the early 2020 (Cryderman, 2013). Since 5G aims at supporting multiple devices 

simultaneously, interoperability becomes its inherent challenge. 
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3.5 Interoperability Assessment in NG EIS 

 

Many methods are proposed in the literature to deal with interoperability assessment. Most of these 

methods are based on the maturity model, a framework that describes, for a specific area of interest, a 

number of levels of sophistication at which activities can be carried out (Alonso et al., 2010).                           

It describes stages through which enterprises evolve in terms of interoperability and proposes plans of 

action in order to reach higher levels. Some comparison study has been reported in (Panetto, 2007) and 

(Guedria, 2008). 

Generally speaking, enterprise interoperability maturity can be measured in two ways: a priori, 

where the measure relates to the potential of a system to be interoperable with a possible future partner 

whose identity is not known at the moment of evaluation, and a posteriori, where the measure relates to 

the compatibility measure between two (or more) known systems willing to interoperate or to                      

the measurement of the performance of an existing interoperability relationship between two systems. 

Current research on interoperability measurement mainly focuses on maturity measures based on a 

variety of models. There are works based on what is generally called a Maturity Model (CMMI 2013) 

(Guedria et al., 2015). Authors can quote LISI (Levels of Information System Interoperability) (C4ISR 

1989), OIM (Organisational Interoperability Model) (Clark and Jones 1999), LCIM (Levels of 

Conceptual Interoperability Model) (Tolk 2003) and the new standard ISO 11354-1:2010 (ISO 2010) 

and CEN 11354-2:2013 (CEN 2013). Those approaches rely on qualitative but subjective assessments 

based on general evaluation criteria as quoted in (Panetto, 2007) and (Guedria, 2008).  

 

3.5.1 Specific Challenges of Interoperability Assessment  
 

These approaches lack formal definition of their criteria and need a high level of expertise to be applied 

in an industrial context (Ford et al., 2007). Some studies have tried to explore quantitative measures 

(Ford et al., 2007) (Daclin et al., 2008) for describing interoperability relationships, but considering    

the participating systems as black boxes without any concerns about the details and the semantics of 

the exchanged information. The approach proposed by (Castano et De Antonellis, 1998) and extended 

by (Bianchini et al., 2006) provides a framework for expressing and evaluating quantitatively                     

the semantic relationships between multiple information systems. Those information systems are seen 

as a collection of processes that produce services to accomplish a well-defined objective. Thus, 

evaluating the interoperability of theses information systems is based on the evaluation of the degree of 

coupling between processes. This evaluation is allowed through evaluating the semantic relationships 

and identifying the activity replication and overlapping, as well as the aspects related to 

interaction/cooperation (Yahia et al., 2012).  

Some significant studies have shown the usefulness of the measures precision and recall that 

originate from Information Retrieval (IR) (Clerverdon 1993) and have been adapted for Ontology 

Matching Quality (OMQ) in (Do et al., 2003) and (Ehrig and Euzenat 2005). Those measures are 

mainly based on the comparison of an expected result and the effective result of the evaluated system, 

for instance, the set of semantic relationships to be retrieved by ontology matching tools. We could not 

apply those measures to evaluate interoperability between information systems as they are only useful 

to evaluate the ability of the ontology matching tools for retrieving the right semantic relationships 

between information systems. Thus, precision and recall do not measure the ability of two information 

systems to interoperate. 

 

4. Towards Future Internet-based Enterprises 

 

According to telecom giant Cisco (2013), the Internet of Everything (IoE) is “bringing together people, 

process, data, and things to make networked connections more relevant and valuable than ever before, 

turning information into actions that create new capabilities, richer experiences, and unprecedented 

socio-economic and environmental opportunities for businesses and individuals”. In this context, the 

Future Internet-based Enterprise can be defined as “an enterprise-centric network integrating and 

interoperating with proprietary and non-proprietary advanced technologies, computers, communication 

systems, control strategies as well as cognitive agents (both humans and/or advanced intelligent 

systems) able not only to manage processes and products, but also to generate new behaviours for 

adapting themselves to a dynamic market” (Davis et al., 2007). Consequently, the Future Internet-based 

Enterprise aims to manage and leverage on all possible networked connections among people, process, 

data, things and services to achieve its strategic goals. This is not possible without the system with 

associated capabilities, as presented in this paper. 
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The networked connections have the potential to create new collaborative forms and business 

models between the Future Internet-based Enterprise and the IoE. In this IoE, NG EISs create, maintain 

and operate the digital identities of Internet-based Enterprise; each of these identities can sense and 

perceive the people, process, data, things and services, namely, they are aware of its environment; 

based on those perceptions, the identities of NG EISs can dynamically configure and re-configure to 

identify and use the business opportunity in a most effective and efficient way. Now, the business 

opportunities are drawn from the Internet of People (IoP), Internet of Processes (IoPs), Internet of Data 

(IoD), Internet of Things (IoT) and Internet of Services (IoS). 

From a people perspective, the Internet of People (IoP), a world of smart phones and other Internet-

enabled personal electronics (e.g. tablets and laptops) is maturing and adding already wearable personal 

devices and many new human interfaces giving birth to emerging business models for industries such 

as health, fitness and sports for leisure and/or work. For example within the Factories of the Future 

(FoF), handheld computers and wearable devices will and are already starting to make possible to 

improve productivity and flexibility of workers and also increasing occupational safety and health at 

work. On the consumer goods market wearable devices and personal sensors are enabling a range of 

services based on measurement of physiological indicators to monitor and track the health and 

wellbeing of their users. 

From a process perspective, the Internet of Processes (IoPs) refers to processes that go beyond 

typical business rules engines, these “smart” processes incorporate intelligent agent technology to build 

on current business process management frameworks new reasoning and adaptive capabilities that will 

permit business rules to learn, adapt, and act accordingly to the complexity of tasks inherent in a 

multiple business processes environment. For example, any task or activity within a business process 

can be enriched with embedded awareness data and task-appropriate analytics relevant to the business 

activity being executed in order to improve its overall performance. As a result, agent technology holds 

a great potential to provide business processes with the efficiency, flexibility, and customization that 

customers want from organizations today (Sinur et al., 2013), for example, from a travel agency 

company or an event planning service.  

From a data perspective, the Internet of Data (IoD) aims to organize the data to be interconnected as 

a network and collect useful information for data identification, data tracing, data visualization and 

further data analysis, according to Wei Fan et al. (2012). The IoD concept comes from the notion that 

the data is meaningful only as data interoperates with other data and context can be provided to it to 

transform the data into information. In a world of exponential data growth, IoD explores the 

information about a specific data entity (metadata) using data hiding technology (Moulin and Sullivan, 

2003) in order to improve the way to interconnect all the data and extract useful information from it 

(Wei Fan et al., 2012). For example, IoD offers a great potential to “big data” applications by 

proposing a new data management strategy capable of facilitating data aggregation, datasets creation, 

and patterns discovery to gain new or even breakthrough insights from open and/or own data. Financial 

services, insurance industry, marketing companies and other data-driven organizations will be able to 

boost their business models with big data analytic tools. 

From the devices’ perspective, the Internet of Things (IoT) includes tags, sensors, meters, actuators, 

and other types of devices that can be attached to any physical object and build a connection between 

the physical and digital worlds by connecting to a wired and/or wireless network to share information. 

The IoT is creating endless opportunities to capture in real-time basis and lower cost untapped data 

about products and processes to help businesses to monitor and optimize their live performance, 

driving as a result their organizations into full efficiency and enhanced operational performance. IoT 

solutions will provide as such in the coming years new organisational capabilities to achieve greater 

productivity, reliability, and quality of service, while reducing costs by means of real-time and even 

proactive improvement thanks to a continuous “Sense-Interpret-Decide-Act-Monitor” (SIDAM) 

operational mode that will make possible a rapid deployment model to achieve continuous and 

sustainable improvement. Some examples of the IoT can be already seen in manufacturing (smart 

factories), and distribution and logistics (smart transportation systems) processes, making their 

operations more intelligent and efficient, and also at products in service-enhanced products or product-

service systems that rely on available information on the product to provide remote services like 

diagnostics and condition monitoring, support and troubleshooting, and software updates (Monostori, 

et al., 2015).  

A fifth dimension of the IoE can be defined, named the Internet of Services (IoS), coming from a 

vision of “resources virtualization” and their delivery as a service. The IoS includes nowadays service 

models like Infrastructure-as-a-Service (IaaS), Platform-as-a-Service (PaaS), Software-as-a-Service 

(SaaS), and Unified Communications-as-a-Service (UCaaS). The IoS offers to their users the 

opportunity to build on others available resources and focus on a new strategic logic where resources 
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are mobilized, managed and deployed rather than owned. As many resources become able to be 

virtualized, the Internet becomes a new and attractive delivery channel for such digital services. 

Furthermore, the IoE is more than different Internets; it is a network of networks that aims to bring 

all together people, process, data, things (e.g. machines), and even services (e.g. virtual resources) in 

several possible combinations such as: person-to-person (P2P) in social networks; person-to-process 

(P2P) with processes visualization in models, simulators, dashboards, widgets and/or cockpits; person-

to-data (P2D) with semantic search accuracy; person-to-machine (P2M) with intelligent human-

machine interfaces; person-to-service (P2S) with accessibility to digital services; process-to-process 

(P2P) with processes mash-ups; process-to-data (P2D) with enriched datasets for data analytics; 

process-to-machine (P2M) with improved automation and control of machines; process-to-service 

(P2S) with better virtual resources availability and utilization; data-to-data (D2D) for value-added 

metadata; data-to-machine (D2M) with higher performance of machines due to real-time and precise 

data streaming; data-to-service (D2S) for better (mass-)customization of digital services; machine-to-

machine (M2M) aiming a totally integrated automation and control of equipment; machine-to-service 

(M2S) with complementary virtual resources available on the cloud on-demand; and service-to-service 

(S2S) with scalable resources also available in the cloud through their virtual resources integration. 

Such Internet Ecosystem described depicts the emergence of new collaborative forms between 

people, process, data, things, and services and calls for new “systems of systems interoperability” 

(SOSI) solutions within the Future Internet-based Enterprise and with the IoE, including open 

standards, new business models and open architectures and frameworks to support the Future Internet. 

These solutions constitute native architectures of NG EISs. In this context the importance of 

interoperability for the Future Internet Ecosystem members’ from people to services is undoubted, and 

still from a technical and business contexts decentralized and distributed approaches for peer-to-peer 

networks and heterogeneous entities interoperability are still missing.  

From a dual business and technical contexts, the Enterprise Interoperability Research Roadmap of 

the European Commission (2006) identified six dimensions which span the problem space, namely 

managing the rapid pace of change and innovation, adapting to globalization, change to an open 

innovation model, large integration and interoperability costs, difficulties in decision making when to 

interoperate with other entities, and lack of business case for interoperability. The latter three appear to 

be those directly affecting the take up of any enterprise interoperability solution, but currently based on 

to the emerging IoS, some of the large integration and interoperability costs have started to be reduced 

thanks to the appearance of “interoperability services” over the Internet. Furthermore, the decision on 

when to interoperate with other entities somehow has become no longer a matter of decision making 

but a de facto need in order to thrive, or even survive in the Future “ubiquitous” Internet and 

“pervasive” world driven by the IoE and all its shareholders (people, businesses, governments, etc.). 

Finally, more and more business cases for interoperability are emerging in the global market and 

society, to mention more mature global e-commerce and e-business economy that requires secure 

digital transactions and novel plug & play interfaces to interoperate in an agile and flexible way within 

the different IoE dynamic ecosystems; new open markets of unlimited possibilities for innovative value 

propositions based on product-service systems and digital services enabled by the IoT and IoS, and of 

course the young big data analytics market enabled by the IoT and IoD.  

From a pure business context, there is very limited literature available on business models for 

interoperability services within the scientific and practitioners’ communities. Some research works 

have been presented by Legner & Wende (2006), Bucherer & Hoyer (2008), and Castro & Alves 

(2011), and some practitioners’ investigations by SAP (Stuhec, 2007) and Gartner (Natis, 2011).                  

In both communities, research on business models for interoperable services is still on its infancy.                       

An outstanding and bring-forward scientific work in this almost virgin field can be found at Otto et al. 

(2013) research that aims at responding to the question of how to design a business model reference for 

decentralized interoperability services that could enable the required SOSI development with a 

business sense to exploit the full business potential of the IoE. Otto et al. (2013) have presented a 

successful business model reference and a clear guide for reference modelling that can be used by 

interoperable services providers and consumers to develop and assess the value on interoperable 

solutions investments.  

From a purely technical perspective, even that plenty of research exists on systems interoperability; 

the IoE challenges remain, related to highly intelligent and ubiquitous interoperability among people, 

process, data, things, and services. Some research works that can be highlighted in this direction are 

Morris et al. (2004) and DiMario (2010), both addressing the future implications for SOSI engineering. 

Furthermore, future SOSI solutions will be based on a combination of tight and loose coupling 

approaches between various systems of systems components, especially loose coupling approaches due 

to the ubiquitous and pervasive nature of collaboration opportunities in the IoE for interoperation 
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between different entities. In this sense, Morris et al. (2004) pointed out some technology advances and 

common agreements that must be achieved between technology providers in order to achieve a 

network-centric wealth-fare for the IoE: (a) a basic research on network behaviour (emergent properties 

of networks), (b) network fundamentals (e.g. routing, forwarding) - adaptive dynamic networking, (c) 

modelling and simulation of component interactions, (d) effect of component architectures on quality 

attributes (e.g. security, reliability, survivability and re-configurability) of systems of systems, (e) 

service-oriented architectures defining basic and higher level capabilities for system composition, (f) 

capability to specify semantic assumptions and expectations about shared data, and (g) approaches for 

legacy system integration and migration.  

But coming back to business context even with the necessary technology advances, success will not 

be achieved without corresponding changes in policy and appropriate business models and business 

sense incentives. DiMario (2010) introduces a holistic “social” function for systems of systems to cope 

with the emergence of interoperability opportunities. Such function is the global utility function 

whereby the system of systems, as a system, is capable of maximizing its expected utility by means of 

different interoperability possibilities.  

The future of the Future Internet-based Enterprise is still open for many technical research and 

business opportunities towards a ubiquitous SOSI environment for people, process, data, things, and 

services to meet the full potential of the IoE. 

 

5. Conclusions 

 

This paper presents a vision statement of the IFAC Technical Committee 5.3 related to the development 

of NG EIS. It identifies their key properties and elaborates on some of the most important challenges 

for realizing these properties. 

Enterprises should be addressed as complex adaptive systems, stimulated by extensive and resilient 

sensorial capabilities that are able to detect physical and virtual stimulus, recognizing the context of 

specific situations and responding and/or reacting accordingly. To achieve such capabilities, a novel 

framework is required with normalized reference models, formal methods, standardized architecture 

and open platform and tools, model and process adaptation and morphisms for data and model 

transformation able to realize the universal sensing capabilities of the enterprise. Actually, it is the 

context-aware NG EIS that will enable the enterprises with the capability for global context awareness 

of the business systems and with the faculty to perceive their holistic actual status in a real-time and 

anticipate future decisions by using multi-dimensional and multi-modal information. 

The universal awareness and self-awareness of one NG EIS and its corresponding capacity to 

perceive the stimulus of an unknown background, character, source, underlying motivation, etc., will 

draw directly from a semantic interoperability as a property of this NG EIS. The Next Generation 

internet will be a key technological enabler of complex, loosely connected or disconnected functional 

networks of devices. Each of these networks will store and maintain knowledge that can be of benefit 

for a sensing enterprise. When this knowledge becomes available externally, the NG EIS will become 

capable to form on-demand virtual ecosystems of data, models, services and computational resources. 

Capabilities to sense these resources, perceive their meaning by combining different perceptual theories 

even computational methods and act upon these perceptions are crucial components of the semantic 

interoperability property of NG EIS. 

It is foreseen that the deployment aspects of NG EIS will be mostly affected by the current research 

and practice in the fields of Cyber-Physical Systems and Cloud architectures.  

Cyber-Physical Systems and Next Generation Internet are considered as primary deployment 

infrastructures for NG EIS. The further development of these paradigms will open the tremendous 

opportunities for realizing the presented concepts of NG EIS, but also pose the significant challenges. 

Some of the highlighted challenges are seamless information exchange between the cyber tools and 

resources across systems and platforms; and modelling issues related to concurrency, sensitivity and 

heterogeneity. 

Cloud architectures are able to handle the great amount of data generated by sensors, smart devices 

and distributed, anthropocentric systems that are basic components of NG EIS. The complex cloud 

based systems - including e.g. BYOD, Big Data, 5G - can fulfil the demands for high-level 

collaboration, flexibility and dynamic behaviour set by the NG EIS. After having solved the challenges 

for CBSs (interoperability and lack of special standards besides security and privacy), they will become 

one of the basic components of the NG EIS. 
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It is a fact that enterprises must collaborate, in the new environment where IT is predominant. 

However, enterprises, such as humans, have their own identity and their own objectives. As envisioned 

in this paper, NG EISs need, for seamlessly collaborating, to be dynamically adapted to the evolving 

environment. Thus, assessing the risk of non-functioning and their conceptual barriers, for allowing 

smooth interoperation between these context-aware systems is a challenging priority. Assessing, a 

priori, the interoperability property of these systems will help in not only focusing the development 

efforts to the most strategic parts of these systems, but also to develop cost-effective interfaces which 

are, in fact, the major driver for the Future Internet-based Enterprises in a global market. 

These enterprises will be regulated open, but controlled-border cyber-physical systems of intra- and 

inter- systems/networks of people, process, data, things, and services cooperating towards common or 

compatible goals as well as competing within a Global Networked Economy. Enabling interoperability 

as a property of any entity in the IoE will become a technical reality in the near future, handling                        

the dynamic categorization, membership, integration, accreditation, rewarding and disintegration of 

different entities within multiple networks. Nevertheless from a business perspective (economical and 

behavioural), interoperability research is behind in fully understanding the new “Game Theory” for 

business interoperability strategies and services between the multiple participating entities of the IoE. 

This last statement is one of the biggest challenges for the interoperability research area in the coming 

years.  
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Appendix 1: Overview of Existing Body of Knowledge: Current Issues and Foreseen Solutions for the Challenges of Interoperable NG EIS 
 Existing Resources  

(Theories, Models, Languages, Tools, …) 

Key Current Problems  

(Research Gaps) 

Envisaged Solutions with a Timeframe  

(Short, Medium, Long-term) 

Context-Aware Systems 

 Cyber-Physical Systems (CPSs) 

 Systems complexity 

 Model-based Systems 

 Service engineering 

 Conformance testing 

 Interoperability checking 

 Dynamic configurability 

 Competitive and Customer Intelligence 

 Intelligent reconfiguration 

 Automatized categorization of ontological structures 

 Transient analysis 

 Adaptive Services 

 IoT-facilitated intelligent response of the enterprises 

to their environment (short). 

 Implementing virtual and physical sensing 
capabilities and connecting them to the digital 

capabilities of the Future Internet (medium). 

 Inclusive (multiple dimensions and stakeholders) 

sensing (long). 

 Consolidation of efforts to create large possibilities 

of innovative business. (long). 

Cloud-based systems 

 Deployment models for the different 
business cases,  

 Service models for the different user 
demands, 

 Virtual machines for data handling. 

 Different, complex types of interoperability 
between/inside clouds and conventional systems. 

 Lack of standards for CC special interoperability 
problems. 

 International, structured efforts to classify existing 
usable interoperability standards for cloud (short). 

 Define needs and specifications of new cloud 
standards (medium). 

 Continuous development of standards (long). 

Enterprises as                   

Cyber-Physical systems 

 Information Centric models for 
collaboration.  

 Next Generation Internet Test Beds. 

 Cloud based technologies serve as 

enables of CPS. 

 Seamless data/information exchange techniques 
integrating use of sensory and other data with cyber 

tools across systems and platforms. 

 Ultra-fast network with high gigabit capability. 

 Modelling cyber-physical systems is emphasized 
including concurrency, sensitivity and heterogeneity. 

 Global consortium with focused industry efforts (in 
medicine/healthcare, manufacturing, transportation, 

education, energy systems, among others). 

 Innovative Education and Curriculum development 

addressing industry needs. 

Interoperability 
Assessment 

 Capability Maturity models 

 Semantics formalisation 

 Ontology engineering and reuse 

 Formal measures 

 Concepts mapping and matching 

 Formal Concepts Analysis (FCA) 

 Lack of formal maturity models. 

 Lack of practical/automatized concepts mapping tools. 

 Size/scale of existing models and ontology. 

 Definition of a maturity model based on a priori and 
a posteriori semantics measures (short). 

 Generic automatic semantic matching tool (long). 

 Natural Language Processing tools (long). 

 Data mining tools (medium). 

 Formal interoperability theory (medium). 

Semantic Interoperability 

 Ontology engineering methodology  

 Ontology engineering tools (e.g. Protégé) 

 Semantic annotation 

 Manual semantic integration 

 Sensor ontologies 

 Dolce Upper ontology 

 Relatively high number of different 
domain ontologies. 

 Transformation tools (e.g. database-to-
ontology, UML-to-ontology). 

 Lack of unified interoperability theory. 

 Fragmented and uncorrelated ontologies. 

 Development and validation of the Formal 
interoperability theory (short). 

 Establishing commitment to “Human” ontology 

continuum methodology (short). 

 Development of Ontology engineering frameworks 

(based on the formal interoperability theory and 
methodology) (medium). 

 Further integration and consolidation of work on 
combining deterministic and non-deterministic 

logics (long). 

 


