Abstract—Prognostics is a core process of Prognostics & Health Management (PHM) discipline, that estimates the Remaining Useful Life (RUL) of a degrading machinery to optimize its service delivery potential. However, machinery operates in a dynamic environment and the acquired condition monitoring data are usually noisy and subject to high level of uncertainty / unpredictability, which complicates prognostics. The complexity further increases, when there is absence of prior knowledge about ground truth (or failure definition). For such issues, data-driven prognostics can be a valuable solution without deep understanding of system physics. This paper contributes a new data-driven prognostics approach namely, an “enhanced multivariate degradation modeling”, which enables modeling degrading states of machinery without assuming a homogeneous pattern. In brief, a predictability scheme is introduced to reduce the dimensionality of the data. Following that, the proposed prognostics model is achieved by integrating two new algorithms namely, the Summation Wavelet-Extreme Learning Machine & Subtractive- Maximum Entropy Fuzzy Clustering to show evolution of machine degradation by simultaneous predictions and discrete state estimation. The prognostics model is equipped with a dynamic failure threshold assignment procedure to estimate RUL in a realistic manner. To validate the proposition, a case study is performed on turbofan engines data from PHM challenge 2008 (NASA), and results are compared with recent publications.
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I. INTRODUCTION

With aging, machinery or its components are more vulnerable to failures. The optimization of machinery service and the minimization of life cycle costs / risks require continuous monitoring of deterioration process, and reliable prediction of life time at which it will be unable to perform desired functionality. To fulfill such time critical needs, PHM is an emerging engineering discipline which links studies of failure mechanisms and life cycle management [1]. It aims at extending machinery service life, while reducing exploitation and maintenance costs. PHM has by and large been accepted by the engineering systems community in general and the aerospace industry in particular as the future direction [2]. Within the framework of PHM, prognostics is considered as a key process with future capabilities, which should be performed efficiently for successful decision support to recommended actions for maintenance [3], or system configuration [4]. Prognostics is called as the “estimation of a system’s Remaining Useful Life”, as its primary objective is to intelligently use monitoring information of in-service machinery, and to predict its RUL before a failure occurs, given the current machine condition and its past operation profile [5], [6]. RUL is expressed by considering units corresponding to the primary measurement of use for overall system, e.g. for commercial aircrafts the unit is cycles, for automobiles it is kilometers. According to literature, prognostics approaches are classified into three types: physics based, data-driven and their hybrid [7]. The physics based approaches for prognostics require explicit mathematical model to describe the behavior of a degrading system and its components [8] and are thereby application specific [9]. Data-driven prognostics approaches learn the systems behavior directly from collected condition monitoring (CM) data and use that knowledge to infer its current state and to predict future progression of failure to estimate RUL. Hybrid approaches integrate physics based and data-driven approaches, that attempts to leverage the strengths from both prognostics approaches. But in parallel, such methods are computationally expensive, which makes them difficult for some applications.

Although in recent years, a vast number of prognostics methods have been proposed for different applications, the progress to build an effective and efficient approach is still limited. Usually, lack of understanding about complex and non-linear behavior of degrading machinery under dynamic operating
Degradation environment prevents practitioners to develop precise mathematical models for prognostics. In such situations, data-driven prognostics is a good alternative and is easier to deploy without physical understanding about the degradation process. We can classify RUL estimation strategies of data-driven approaches into three groups (Fig. 1).

1. Univariate degradation based prognostics model rely on the prediction of continuous degrading state followed by a failure criteria. RUL estimate is obtained when degrading signal intersects a pre-defined failure threshold (FT). The main difficulty with this method is to define FTs, which is often very hard to achieve.

2. Direct RUL prediction model learns from the data, the relation between observed trends and equipment end of life. RUL is derived from data-driven model by applying a pattern matching process between the current observation and the knowledge of equipment RUL [10]. This method does not require FTs, but rely on smooth and monotonic features for pattern matching [11].

3. Multivariate degradation based prognostics model is composed of two complementary modules: a prediction engine that forecasts observations in time, a classifier that sets precise FT and estimates the most probable states of degradation [12]. RUL is obtained from the estimated time to reach the faulty state from current time \( t_c \). This idea was initially proposed in [13]. A complete illustration of this method was given in [14], [15]. Later, this approach was further developed and named as joint approach for RUL [16].

Obviously no model is perfect, however, among data-driven prognostics strategies, the multivariate degradation approach is relatively new as compared to former methods (see Fig. 2). Also, to improve the accuracy of RUL estimates, the use of multidimensional degradation signals is preferred rather than one-dimension signal [16]. But still, some issues of this approach should be addressed to improve prognostics. Firstly, the prediction phase do not account for the selection of most relevant features that are predictable over long horizon and can contribute for better RUL estimation. Secondly, the classification phase is based on the assumption about the number of degrading states. In case of the absence of ground truth (or actual labels) in the data, clustering method [17] or a posterior classification [14] are applied, and the number of states is same for all machines in the fleet. As a result, the FTs are static and do not vary with respect to test case, which is not realistic. Therefore, the need for an enhanced prognostics approach can be pointed out to avoid issues highlighted above. This paper contributes to an “enhanced multivariate degradation prognostics”, that is as achieved by the following developments.

1) Data post-treatment: in order to reduce the dimensionality of data, a predictability based features selection procedure is proposed. The underlying idea is to assess the capability of a prediction model to predict a feature. Obviously, there is no interest in retaining features that are hard to be predicted.

2) Prediction model: in order to achieve long-term predictions, a new connectionist approach is presented namely, the Summation Wavelet-Extreme Learning Machine (SW-ELM) algorithm, that enables a good balance between model accuracy and complexity.

3) Classification model: in order to assign temporal predictions to different classes, a new clustering algorithm is presented namely, the Subtractive-Maximum Entropy Fuzzy Clustering (S-MEFC), that enables estimating the health state of the system automatically, (rather than with fixed no. of states).

4) Dynamic FT: to estimate the RUL, SW-ELM and S-MEFC are integrated in order to dynamically set the FTs and to track the evolution of machine degradation with simultaneous predictions and discrete state estimation.

Due to the contributions above, the proposed prognostics approach assesses the health state of machinery dynamically and estimates its RUL in a realistic manner. Moreover, the combination of methods like SW-ELM and S-MEFC is a less explored area, but it has a good potential to overcome drawbacks of conventional data-driven approaches. Like other data-driven methods the combination of such machine learning methods can be deployed quickly and cheaply.

The paper is organized as follows. Section II focuses on improving multivariate degradation modeling by proposing a predictability measure and algorithms for prediction / classification. Section III elaborates the dynamic FT procedure to complete our proposition. Section IV demonstrates performance of proposed approach on a PHM case study on turbofan engines data (NASA). Finally, section V concludes this work.
II. ENHANCED MULTIVARIATE PROGNOSTICS MODELING

A. Improving the prediction phase

Describing the problem of prognostics by means of continuous predictions and discrete state estimations is new in PHM community and its only addressed in few publications [14], [16], [18]. Obviously, for prognostics part, the prediction phase is critical and must be dealt in an accurate manner for timely decisions. However, due to dynamic operational environment, the CM data gathered from machinery are subject to high levels of uncertainty and unpredictability. Predictions can be incorrect; therefore, it is important to understand their quality in a framework that is dependent on the considered time series. In other words, for further classification task (to estimate discrete states), there is no use in retaining features that are not predictable. Moreover, the accuracy of prediction is greatly affected by horizon of prediction and the choice of prediction model. According to above discussions, we can highlight two key issues of the prediction phase.

- How to assess predictability of features?
- How to achieve long-term predictions?

To improve the prediction performances, it is required to include the data post-treatment procedure for reduction of multidimensional data and to build an efficient tool to project the evolution of degradation process.

1) Predictability based features selection: the standard of machine learning approaches for prognostics is composed of two steps, i.e., learning and testing. In classical way, the learning step has to be reiterated by trial and error, since there is no certainty in providing an accurate prognostics model. This can be time consuming, as there is no advantage in retaining features that are hard to be predicted. Therefore, while building a prognostics model the learning step should include set of features that can be more accurately predicted over different horizons. In this context the considered post-treatment approach emphasizes to further reduce dimensionality of data by assessing predictability. According to [18], predictability is defined as follows.

- Predictability is “the ability of a given time series $TS$ to be predicted with an appropriate modeling tool $M$ that facilitates future outcomes over a specific horizon $H$ and with a desired performance limit $L$’.

Formally, we propose to formulate it as:

$$\text{Pred}(TS/M,H,L) = \exp \left[-\ln\left(\frac{1}{2}\right) \frac{MFE^2}{2} \right]$$  \hspace{1cm} (1)

where, $MFE$ is the mean forecast error between the actual values of $TS$ and the predicted ones (see details in [18]). Predictability has an exponential form (Fig. 3) and is inversely proportional to $MFE$. A $TS$ can be considered predictable if predictability coefficient is between 0.5 and 1. The aim of this measure is to reconsider the learning step of data-driven approach by considering both “feature selection” and “prognostics modeling” as interrelated. This allows to either retain / reject each potential couple of “feature-model” to be used for prognostics. On this basis, the set of selected features obtained by data-mining techniques can be further reduced to a final set of predictable features in accordance to trained prediction models.

![Fig. 3. Illustration of predictability measure](image)

The predictability based feature selection procedure assumes that different prediction models are available e.g. artificial neural networks (ANN), Neuro-fuzzy systems, etc. However, a feature can be unpredictable by a classical ANN, but may be predictable by NFS. Indeed, its hard to build an accurate prediction model and the possibility exists that considered prediction models are incapable of predicting the most useful features. Therefore, in the learning phase the practitioner should carefully choose the prediction approach for a particular application, which is the aim of the following topic (see [18] for further details).

2) Building a prediction model using SW-ELM: in PHM applications, prognostics approaches are used to compute long term predictions followed by FT. The accuracy of a prognostics model is related to its ability to predict degrading behavior of a monitored machinery. Among machine learning methods, Artificial neural networks are a special case of adaptive networks that are most commonly used in PHM domain [7], [19]. They do not require any a priori assumptions on the properties of given data set, neither they assume any a priori model [20]. ANNs can have two types of architectures known as feed-forward neural networks (FFNs) and recurrent neural networks. It is mentioned that around 95% of literature are on FFNs [21]. However, constructing a good neural network model is a non-trivial task and practitioners still have to face several issues that limit their applicability for real industrial case [22]. Although, several learning schemes for ANNs exist [23], relatively a new algorithm was proposed for a Single Layer Feed Forward Networks (SLFN), namely the Extreme learning Machine (ELM) [24].

Unlike conventional learning algorithms for SLFN, ELM avoids slow iterative tuning and requires one-pass batch learning, by randomly choosing hidden layer parameters (weights and bias) and analytically calculating output layer weights. ELM has several other advantages over classical methods of ANNs, which makes it a better candidate for prognostics [25]. Moreover, ELM has been proved for its universal approximation capability [26]. But, obviously, no algorithm is perfect, the performances of ELM can suffer due to random initialization of parameters and the type of activation functions in hidden layer. Such issues can increase the complexity of model and may lead to ill-condition [25]. In other words,
accuracy of ELM is sensitive to the complexity of hidden layer and usually a large model is generated [27]. Therefore, to enhance the performances of ELM without compromising its better applicability, an improved variant is presented namely, the Summation Wavelet-Extreme Learning Machine.

Basically, SW-ELM is a combination of ANN and wavelet theory and appears to be an effective prediction approach [28]. It benefits from an improved: parameter initialization to minimize the impact of random weights and bias (of input-hidden layer) and structure with dual activation functions for a hidden node. Also SW-ELM works on actual scales of the data (see Fig. 4). The differences with ELM are further elaborated as follows.

- **Structure** - Each hidden node holds a parallel conjunction of two different activation functions rather than a single activation. Output from a hidden neuron is the average value from dual activations \( f = (f_1 + f_2)/2 \). The conjunction of activation functions can handle non-linearity in a better manner (rather than single activation function), which has been confirmed in our recent publication [28] and in the previous studies by [29].

- **Activation function** - Convergence of algorithm is improved by an inverse hyperbolic sine (Eq. 2) and a Morlet wavelet (Eq. 3) as dual activation functions.

\[
f_1 = \theta (X) = \log \left[ x + (x^2 + 1)^{1/2} \right] \tag{2}
\]

\[
f_2 = \psi (X) = \cos (5x) e^{-0.5x^2} \tag{3}
\]

- **Parameter initialization** - To provide a better starting point to the algorithm, two types of parameters have to be considered: those from the wavelets (dilation and translation) adapted by a heuristic procedure such that the wavelet function covers the whole input space [30], and those from the SLFN (weights & bias for input-hidden layer), initialized by Nguyen Widrow procedure [31].

\[
\beta = \begin{bmatrix} \beta_1^T \\ \vdots \\ \beta_N^T \end{bmatrix} \in \mathbb{R}^{N \times m}
\]

Finally, the least square solution of the linear system defined in Eq. 6, with minimum norm of output weights \( \beta \) is:

\[
\hat{\beta} = H_{avg}^T
\]

where \( H_{avg} \) shows the Moore-Penrose generalized inverse for the hidden layer output matrix \( H_{avg} \) [32]. A brief learning scheme is synthesized in Algo. 1, (see details in [28]).

**Algorithm 1** Brief learning scheme of SW-ELM

**Require**
- \( N \) learning samples \( \{x_i, t_i\} \), \( n \) inputs, \( \tilde{N} \) hidden nodes
- Arcsinh and Morlet activation functions \( \theta \) and \( \psi \)

**Ensure**
- Find output weights matrix \( \hat{\beta} \)

1: Initialize hidden layer output matrix \( H_{avg} \) using Eq. 7.

2: Assign parameters of hidden nodes i.e., weights and bias \( \{w_k, b_k\} \), by Nguyen Widrow approach [31].

3: Obtain hidden layer output matrix \( \hat{\beta} \) using Eq. 7.

4: Find the output weight matrix \( \hat{\beta} \) in Eq. 9.

3) **Long-term predictions**: Connectionist approaches like SW-ELM aim at approximating an input-output function. Such methods must be tuned to fit to the studied problem. The long-term multi-steps ahead prediction “\( n_{misp} \)” can be achieved in different ways and by using connectionist approaches (structure + learning algorithm). [33] studied five methods, namely the Iterative, Direct, DirRec, Parallel, and MISMO approaches.
According to this work, except iterative approach all other approaches require knowledge of prediction horizon $H$. The $msp$ are provided by using a single model (SW-ELM) that is tuned to perform a one-step ahead prediction $\hat{x}_{t+1}$. This estimated value is used as the regressors of the model to estimate the following ones and the process is repeated until the estimation of $\hat{x}_{t+H}$. The procedure is illustrated in Fig. 5.

Formally:

$$\hat{x}_{t+h} = \begin{cases} f^1(x_t, \ldots, x_{t+1-p}, [\theta^1]) & \text{if } h = 1, \ f^h(x_{t+h}, \ldots, x_{t+h+p}, [\theta^h]) & \text{if } h \in [2, \ldots, p], \\ f^1(x_{t+h-1}, x_{t+h-2}, \ldots, x_{t+1}, x_t, \ldots, x_{t+h-p}, [\theta^1]) & \text{else if } h \in [p+1, \ldots, H], \\ f^s(x_{t+h-1}, \ldots, x_{t+h-p}, [\theta^1]) & \text{else} \end{cases} \quad (10)$$

where $\{P^1, [\phi^1]\}$ states for the one-step ahead prediction model and its parameters obtained from the learning step, $p$ the number of regressors used. Note that, from the time $h > p$, predictions are made only on evaluated data and not on observed data.

As discussed above, the iterative approach do not need knowledge of $H$ and require only one model to perform $msp$. However, during the iterative process, the prediction model takes the estimated values as inputs rather that the actual ones, which will affect subsequent predictions.

In order to address this issue, given the $msp$ problem, in the learning phase several SW-ELM models can be obtained for the considered data. The model with minimum training error is chosen for performing $msp$ in the test phase. Nevertheless, the learned SW-ELM model may not be optimum, therefore to ensure that error of $msp$ is acceptable for the given feature data, predictability analysis is performed (see II-A1).

### B. Improving the classification phase

With multivariate degradation modeling, it is not only required to perform good predictions, but to stop predictions at the right time as well. Therefore, the task to determine the prediction horizon is performed by a classifier that assesses the health state of the monitored machinery using multidimensional data and sets the FTs. For PHM applications, failure definitions could be a difficult task to achieve. The uncertainty of RUL estimates is not only due to predictions, but to FTs as well, that can lead to large RUL errors. Also, prognostics can be quite challenging when few knowledge or previous experiences on degradation process are available [34], or when there is absence of ground truth. In other words, multivariate degradation based prognostics can be difficult (section I), as one has to handle unlabeled data with no prior knowledge about actual states or transitions between these states. According to above discussions, we can highlight two key issues of the classification phase.

- How to determine states of degrading machinery?
- How to handle unlabeled data?

To enhance multivariate degradation modeling, an unsupervised classification procedure is necessary. Moreover, it is also important to represent uncertainty of unlabeled multidimensional data like, transitions among different states, which can be performed by theories like fuzzy sets, probability, etc. Therefore, we consider a new algorithm, that accounts for issues above and can improve prognostics model efficiency.

1) **Building a classifier using S-MEFC**: the goal of unsupervised classification is to organize data into homogeneous groups such that, intra group similarity is minimized to have compact clusters and inter group dissimilarity is maximized to increase separation among clusters. As the CM data for prognostics are dynamic and vary with time. Given unlabeled multidimensional real valued data, it is required to determine groups of time series of unequal lengths, to assess the health of monitored machinery. According to literature, clustering methods can be classified into five categories: model based methods, graph based methods, density based methods, hierarchical methods and partition methods [35]. The clustering methods are totally data-driven and each approach can have its own limitations, however some key issues can be: sensitivity to noise, inconsistent performance (i.e., results vary for each run), time consumption and dependence on human involvement.

Therefore, a recently proposed unsupervised classification algorithm is considered namely, the Subtractive-Maximum Entropy Fuzzy Clustering [12] that enables estimating the health state of the system. S-MEFC algorithm takes benefits of density based Subtractive Clustering algorithm (SC) [36] and partition based Maximum Entropy Fuzzy Clustering algorithm (MEFC) [37]. S-MEFC is summarized in Algo. 2. In brief:

- SC is a one pass approach to estimate cluster centers among numeric data (with a density function). This method can be used to provide number of clusters and initial centers for algorithms like MEFC [37]. According to [38], SC is a robust algorithm that could (a) remove outliers, (b) resolve conflicting data and (c) discard unnecessary patterns [36]. Also, it does not have inconsistency issue like Fuzzy C-Means algorithm that gives different results for different simulations [39]. However, it does not represent uncertainty of clustered data.

- MEFC algorithm is considered to represent uncertainty of clustering phase, as it ensures a maximum fairness to handle imprecise data and minimize such choice of bias of membership function via maximum entropy inference (MEI). In comparison to other fuzzy clustering approaches, the maximum entropy function also gives a clear physical meaning for clustering data. This means, the data points closer to cluster centers will have higher memberships.

Consider a training dataset given by Eq. 11 containing $N$ unlabeled samples of $\hat{n}$ time series. SC approach is used to automatically determine clusters $c$ in multidimensional data,
and their centers \( V = \{ v_j \}_{j=1}^c \) (see [36]).

\[
L_D = \begin{bmatrix}
  x_{11} & \ldots & x_{1n} \\
  \vdots & \ddots & \vdots \\
  x_{N1} & \ldots & x_{Nn}
\end{bmatrix}
\]

\( (11) \)

SC requires one parameter which is set by the user, i.e., the radius of neighborhood \( r_a \). The achieved centers, \( V \) from SC serve the need of MEFC algorithm, which avoids its random initialization of centers. To further adjust centers positions and to assign membership to each data point, given \( \sigma \) a fuzziness parameter (by user), the algorithm runs iteratively until termination criteria \( (\epsilon) \) is met. The maximum entropy inference based fuzzy partition matrix is represented as \( U = [\mu_{ij}]_{c \times N} \), where \( \mu_{ij} \) represents the membership degree of \( i^{th} \) object in \( j^{th} \) cluster. Note that, the key component in clustering is similarity between two data being compared [35]. In our case we consider Standardized Euclidean Distance \( D_{SE} \), while updating cluster partitions matrix \( U \) and centers matrix \( V \) with MEFC algorithm. It is similar to Euclidean Distance (ED) except that every dimension is divided by its standard deviation. This results in better clustering than would be achieved with ED, because each dimension has different scales. Let \( x, v \) each be a \( n \)-dimensional vector and \( SD \) the standard deviation. The \( D_{SE} \) distance between data points and the centers is computed as:

\[
D_{SE}(x, v) = \sqrt{\sum_{k=1}^{n} \left( \frac{1}{SD_k^2} (x_k - v_k)^2 \right)}
\]

\( (12) \)

### Algorithm 2 S-MEFC

**Require**  
- Learning data set Eq. 11  
- Fix \( r_a, \epsilon, \sigma > 0 \)

**Ensure**  
- Cluster centers \( V \) and fuzzy partitioning \( U \)

**learning procedure**

1. Obtain initial cluster centers \( v^{old} \) using SC ( [36] )
2. Compute fuzzy partition matrix \( U \) using MEI ( [37] )

\[
\mu_{ij} = \frac{e^{-D_{SE}^2/2\sigma^2}}{\sum_{k=1}^{c} e^{-D_{SE}^2/2\sigma^2}} \forall i, j
\]

\( (13) \)

3. Adjust cluster centers \( v^{new} \)

\[
v^{new}_{j} = \frac{\sum_{i=1}^{N} \mu_{ij} x_i}{\sum_{i=1}^{N} \mu_{ij}} \forall j
\]

\( (14) \)

4. Repeat step 2 and 3 until termination criteria is met

\[
\|v^{new} - v^{old}\| < \epsilon
\]

\( (15) \)

2) **Discrete state estimation**: for prognostics model, the discrete state estimation is achieved by two steps, 1) off-line and 2) on-line. The off-line step is required to determine the hidden structure (in the multidimensional data) representing states of degradation, i.e., good state to faulty state. This step can be referred as the learning phase of an unsupervised classifier. The on-line step deals with labeling new data in test phase. Therefore, labels (or discrete states) are assigned by looking at similarity between multidimensional time series and clusters achieved in the off-line phase. To illustrate this procedure, consider a 2D visualization is shown in Fig. 6. The multidimensional time series data are firstly assessed by the unsupervised classifier to determine probable states of degradation (i.e., transition from good state to faulty state), and in the test phase new data from predictions are matched with obtained clusters. On the basis of similarity metric, data closer to particular cluster centers are given labels that represent the discrete states (S), and the RUL estimate is achieved when a transition from degrading (d) state to faulty (f) occurs, indicating a FT to stop prediction process (see Eq. 16).

![Fig. 6. Discrete state estimation from multidimensional data](image)

\[
transition \ d \rightarrow f \Rightarrow RUL = S_{d \rightarrow f} - tc \quad (16)
\]

### III. Dynamic Failure Thresholds Procedure

Generally, modeling of data-driven prognostics with machine learning methods requires learning and testing steps, that are dependent on features extracted / selected from raw CM data. As discussed in section I, for multivariate degradation modeling, prognostics is performed by integrating a prediction model and a classification model to perform simultaneous predictions and discrete state estimation (or health assessment) to achieve the RUL estimate. However, with this approach, previous works presented in [14], [16], [18] have a common drawback that the number of discrete states are assumed for continuous observations. This assumption is not realistic in case of degrading machinery. The behavior of each machine can differ according to operational environment. For practical reasons such assumptions are avoided. Therefore, during operation, each machine can have different states or degradation levels toward failure [40], [41]. As a result, FTs can vary and should be assigned dynamically, rather than static ones based on fixed number of states as presented in [16]. To achieve the goal of dynamic FTs, we propose a new procedure that accounts for issues related to FTs and improves the performance of the prognostics model.

The proposed procedure integrates two new algorithms namely, the SW-ELM and the S-MEFC that enables estimating the RUL of degrading machinery. The main task of SW-ELM based predictor is to perform (long-term) \( msp \), and the tasks of S-MEFC based classifier are: to dynamically set the FTs, to
estimate the discrete states from *msp* and to stop the prediction process when the transition from degrading state to faulty state occurs (see Eq. 16). In comparison, the classical approach of multivariate prognostics (section I) does not take into account these important issues. The flow diagram of prognostics using proposed enhanced multivariate degradation modeling strategy and its dynamic threshold assignment procedure is shown in Fig. 7, where two main steps are highlighted: 1) off-line phase to learn univariate predictors and multivariate unsupervised classifiers, considering set of predictable features only, and 2) the on-line phase to simultaneously perform continuous state predictions and discrete state estimation, to dynamically assign FTs for RUL estimation. The detailed descriptions of each phase are given here after.

A. Off-line phase: learn predictors and classifiers

Given training dataset $L_{D}$ (Eq. 11) having multidimensional features $F_{Li}$ (or sensor measurements), that can be from multiple learning cases. According to dimension of feature space, $\tilde{n}$ univariate predictors $P_{i}$ are build using SW-ELM algorithm and trained with data from $\tilde{m}$ cases (Fig. 8, left part). The features set is further reduced by post-treatment (section II-A1) to final set of predictable features according to learned predictors. This allows to retain or reject each potential couple of “feature-model” for prognostics. Following that, an unsupervised classifier is build using S-MEFC algorithm for each learning case using multidimensional features $F_{Li}$ that are predictable (Fig. 8, right part). Each classifier $C_{L}$ can have different number of clusters (or states), which depends on a particular learning case. This enables to set FTs dynamically on-line.

B. On-line phase: perform predictions & discrete estimation

In the off-line phase, with predictable features $\tilde{n}$ univariate predictors and $C_{L}$ unsupervised classifiers are build. For the on-line phase (Fig. 9), consider a new test case $TF_{i}$ containing piece of trajectories from multidimensional signals (i.e., predictable ones) up to current time $tc$, from where prognostics should be initiated. Prior to RUL estimation task, the FT is assigned dynamically by looking at distance similarity (ED) among learned classifiers (from the off-line phase) and indexes of test data of case $TF_{i}$ (e.g. from index= 1:$tc$). Note that, each index of $TF_{i}$ can have similarity to a particular $C_{L}$. This problem can be simply resolved by applying “mode operation” to identify most frequently matched classifier with indexes of test data ($TF_{i}$). Suppose that, most of the indexes $TF_{i}$ match classifier $C_{m}$, that is built in the off-line phase. Now, assume that the total number of clusters (or states) in $C_{m}$
are 3. This means 3rd state is the faulty one, and threshold for the test case TF\textsubscript{i} is assigned according to that. When the matched \( C_m \) is identified, the severity of degradation at the current time \( t_c \) can be also determined by distance similarity between \( t_c \) and states of \( C_m \). After assignment of FT and assessment of the severity of degradation, the RUL estimation task is initiated. Thus, with the proposed strategy, \( n \) predictors perform \( msp \) (section II-A3), and simultaneously discrete states are estimated (by using \( C_m \), see Fig. 6). The \( msp \) continues until their discrete states intersect FT (i.e., transition from degrading state to faulty, see Eq. 16).

IV. PHM CASE STUDY ON REAL DATA

A. Turbofan Engines datasets of IEEE PHM Challenge 2008

The aim of this case study is to validate the performances of the proposed enhanced multivariate degradation modeling. For this purpose, the data of turbofan engines are considered, which are available at NASA data repository [42]. Basically, the turbofan engines degradation simulations were carried out using the Commercial Modular Aero-Propulsion System Simulation test-bed developed by NASA for noisy sensor measurements. In order to train and test the prognostics model, we used text files “\text{train−FD001}.txt” composed of 100 training cases with different temporal lengths (Fig. 10), and “\text{test−FD001}.txt” also with 100 test cases. Each engine starts from a normal state but, due to some fault occurrence, begins to degrade. The degradation increases with time until failure takes place. Note that, the test data are composed of pieces of trajectories and their RUL is unknown. Each case either from the train or test file has 26 columns that represent: engine no., time in cycles, constant operational settings and sensor measurements (or time series features) contaminated with measurement noise. According to our previous work [12], only 8 features are considered from each case for the experiments i.e., sensor measurements 2, 3, 4, 8, 11, 13, 15, 17. As an example, consider the left part of Fig. 10, where run-to-failures data of “sensor 2” are shown from 100 engines in the training data. The data are highly noisy and should be filtered before feeding the prognostics model. The right part of Fig. 10 shows the life spans distribution of 100 engines in the training data. The variability in learning histories can affect the robustness of the prognostic model [25].

B. Performance evaluation and simulation setting

For results evaluation, estimated RULs are compared with actual RULs provided in the file “\text{rul−FD001}.txt”. Most importantly, for a given test case \( TF \), an interval I=[-10,13] is
considered to assess RUL estimates as on-time, early or late (Fig. 11). This interval is further used to compute final score for comparison (see [43]), which should be as low as possible. In PHM context, it is generally desirable to have early RUL estimates rather than late RULs, since the main aspect is to avoid failures. Therefore, for engines degradation scenario, an early RUL estimate is preferred over late RUL.

In brief, the scoring function for the challenge data is asymmetric around the true failure time to heavily penalize late RUL estimates as compared to early RULs [43]. However, with increase in error the scoring penalty grows exponentially. The scoring function \( s \) is given by Eq. 17 as follows:

\[
s = \begin{cases} 
\sum_{i=1}^{n} e^{-a_2d_i} - 1 & \text{for } d < 0 \\
\sum_{i=1}^{n} e^{-a_2d_i} - 1 & \text{for } d \geq 0 
\end{cases}
\]

where, \( a_1 \) and \( a_2 \) are parameters to control the asymmetric preference, with values \( a_1 = 10 \) and \( a_2 = 13 \) (i.e., \( I = [-10, 13] \)). The RUL error is denoted by \( d \) (i.e., estimated RUL - Actual RUL), and \( n \) represents the cases under test.

According to the proposed scheme (section II), SW-ELM is used to build univariate predictors (with respect to dimension of feature space). Assuming that a single model cannot guarantee accuracy of prediction, therefore for each feature 100 SW-ELM models (with different weights / bias) are learned and the model with minimum training error is selected. The network topology of each SW-ELM predictor is set as follows: 3 regressors input nodes, 5 hidden nodes, 1 output node and constant \( C = 0.1 \) (i.e., see [28] for details about parameter initialization). For the predictability metric (Eq. 1), the performance limit is set to \( L = 0.5 \). As for discrete state estimation (i.e., health assessment), the S-MEFC classifier is used with a neighborhood radius \( ra = 0.4 \), and the fuzziness parameter \( \sigma = 0.38 \).

### C. Prognostics results on complete test data

1) Results comparison using all features & predictable features: according to previous discussions in section II-A1 prognostics should be performed only with predictable features, that leads to better RUL estimates. To avoid any confusion, the RUL estimates for turbofan data are expressed in units time i.e., number of cycles. In comparison to our previous work [12] from the experiments on training data, by learning 90 engines data and performing predictability analysis 10 engines data, we found that, among 8 features, only 5 are predictable, i.e., features \{F1 : F4 - F7\} or sensor (2, 8, 11, 13, 15). Let us validate this assumption by estimating the RUL for each multidimensional test data set, by using, on one side, the whole set of pre-selected features \{F1 - F8\}, and on the other side, these final “predictability-based” selected features.

To estimate the RULs for both cases, SWELM and S-MEFC model are learned with 100 cases and tests are performed on 100 as well. It should be noted that for the learning and testing tasks, datasets are used with actual scales. As for example, the RUL estimation result with simultaneous prediction (by SWELM) and state estimation (by S-MEFC) involving pre-selected features \{F1 - F8\} from the first test case is shown in Fig. 12.

For RUL estimation, the dynamic FTs assignment is possible due to S-MEFC algorithm that can automatically determine different clusters (or states) among multidimensional data. Obviously, this is a realistic approach, because each machine can have different level of degradation from good state to faulty state, and any assumption about states should be avoided. For
e.g. consider Fig. 13, where clustering results on run-to-failure data on engine 1 and 100, from file “train – FD001.txt” are provided for different sensor measurements. The right part of the figure shows a color code sequence which corresponds to the memberships of data points in the clusters shown on the left part of Fig. 13 having the same color. In case of turbofan engine 1, data are automatically partitioned into 4 groups, whereas for turbofan engine 100 data are automatically partitioned into 6 groups using S-MEFC algorithm. Similarly, each classifier $C_L$ (for a particular engine) can represent different states of degradation. The dynamic FTs are assigned by looking at distance similarity in multidimensional data of test case and learned classifiers $C_L$. Fig. 14, shows variations of FTs, while performing prognostics with all features {F1 - F8} and with predictable features {F1 ; F4 - F7} for complete test data of 100 engines.
Mainly, the difference of the results is due to the number of features used to build a classifier $C_L$ (because unpredictable features can lead to poor prognostics results).

Now, lets validate our proposed methodology to get correct RUL estimates falling in an interval $I = [-10, 13]$ (Fig. 11). Table I summarizes performances for all tests initiated at current time $t_c$, and compares prognostics results with all features {F1 - F8}, with predictable features {F1 ; F4 - F7} and classical multivariate degradation modeling approach [16].

<table>
<thead>
<tr>
<th>Criteria</th>
<th>All features</th>
<th>Predictable features</th>
<th>By [16]</th>
</tr>
</thead>
<tbody>
<tr>
<td>RUL error pdf</td>
<td>$I=[-85,74]$</td>
<td>$I=[-39,60]$</td>
<td>$I=[-85,120]$</td>
</tr>
<tr>
<td>On-time RULs</td>
<td>32</td>
<td>48</td>
<td>53</td>
</tr>
<tr>
<td>Early RULs</td>
<td>34</td>
<td>40</td>
<td>36</td>
</tr>
<tr>
<td>Late RULs</td>
<td>34</td>
<td>12</td>
<td>11</td>
</tr>
<tr>
<td>$R^2$</td>
<td>0.55</td>
<td>0.614</td>
<td>N/A</td>
</tr>
<tr>
<td>$Time$</td>
<td>5m 33sec</td>
<td>3m 54sec</td>
<td>N/A</td>
</tr>
<tr>
<td>Total score</td>
<td>4463</td>
<td>1046</td>
<td>N/A</td>
</tr>
</tbody>
</table>

Among 100 tests cases, with predictable features RUL estimates of 48 cases fall in interval $I=[-10,13]$, i.e., on-time RUL estimates. The amount of early RUL estimates is 40, and amount of late RUL estimates is only 12. Note that early estimates are preferable than late estimates that can cause catastrophic situations [43].

The estimated RULs with the proposed approach are also compared with actual RULs provided in the file “rul – FD001.txt”, and the overall accuracy achieved is $R^2=0.614$ with a global score of 1046, whereas with all features score is 4463. Most importantly, the RUL error distribution with the proposed approach (with predictable features) has lowest span $I=[-39,60]$ as compared to other methods (Fig. 16). This shows robust performance of the prognostics model when exposed to tests without any knowledge about the RULs and their variability. Such behavior is depicted in Fig. 15, where the estimated RULs are closely mapped to actual RULs.

Besides that, it is also important for a prognostics model to meet real time constraints. In this context, the total computation time with the proposed approach to learn and test the data from the fleet of 200 turbofan engines is just 3m 54sec.

2) Results comparison with other approaches: as expected, predictability based prognostics model has much better results as compared to prognostics with all features (including unpredictable ones). Obviously, features that are hard to be predicted can lead to poor prognostics results. But still, it is required to further compare the performances of the proposed “enhanced multivariate degradation modeling” strategy, to other approaches in the literature. Unfortunately the authors who use data “train – FD001.txt” and “test – FD001.txt” do not clearly mention errors of RUL estimates and scoring (for each test) which prevents benchmarking approaches. In literature only one publication was made with same data of 200 turbofan engines (and also the same Features {F1 - F8}) by applying “classical multivariate degradation modeling”
strategy [16], but again limited information on results were
given. Nevertheless, it will help to make a final comparison
with RUL estimates achieved with our method.
The RUL error distribution obtained with proposed approach
is compared with the recent results published by [16], (see
Fig. 16). According to these results, the proposed approach
has better precision of RUL estimates as indicated by the
compact distribution of RUL errors (i.e., from I=[-85, 120]).
In comparison, the results provided by [16] are less precise
with a wider distribution of RUL errors (i.e., approximately
from I=[-85, 120]). However, [16] achieved higher number of
on-time estimates as compared to our method, i.e., 53 vs. 48.
But, as the RUL error distribution has a wide spread on interval
I=[-85, 120], this shows very early / late RUL estimates and
will surely result in large score according to criteria of data
challenge (Eq. 17). Relatively, when the proposed approach is
evaluated on the basis of scoring criteria, the achieved total
score is 1046, (see Table. I). The score curve for all 100
tests is given in Fig. 17, where only 5% RUL estimates are
very early, which affects the scoring. However, the score plot
clearly reflects that, the proposed method has preference for
early RUL estimates rather than late RULs. Further, it is not
possible to compare our score with other approaches in the
literature, due to the absence of scoring results with this data
(i.e., train – FD001.txt).

Lastly, in case of the total computation time comparison,
the proposed approach is much faster (i.e., 3m 54sec) than
“trajectory similarity based prediction approach” by [44],
which could take few hours even with only data of 100 test
cases (i.e., engines).

V. CONCLUSION

The goal of prognostics is to intelligently use condition
monitoring data from an in-service machinery, and to estimate
its RUL. Indeed, real machinery operates in highly non-linear
environment and the monitored data could be of high variabil-
ity, sensor noise, etc., which can impact on performances of
prognostics approaches. In other words, complex and nonlinear
nature of degradation phenomena can lead to poor prognos-
tics results. In this paper, different strategies for data-driven
prognostics are summarized and their issues are highlighted.
Based on that, the developments focus on the proposition
of predictability driven “enhanced multivariate degradation
modeling” using two new machine learning approaches i.e.,
SW-ELM and S-MEFC. From application point of view and in
comparison to existing data-driven prognostics approaches for
RUL estimation, the proposed approach has following benefits.

- It works on actual scales of the data;
- It manages unlabeled data of different temporal lengths;
- It requires no assumption about the data and can dynam-
ically estimate states of degrading machinery;
- It assigns failure thresholds dynamically without any
prior knowledge;
- It requires only four parameters to be set by the user and
computationally less expensive.

Results analysis on a case study of turbofan engines data (with
different life spans) from PHM challenge 2008 show that,
the use of multidimensional data (and predictable features) is
beneficial in improving accuracy of RUL estimates. The future
perspectives of this work are:

- to automate the initialization of two important parameters
  of the prognostic model, i.e., number of neurons in the
  hidden layer of SW-ELM, and the radius of neighborhood
  of a cluster in S-MEFC.
• to include data-pretraitment procedure and to integrate variable operating conditions as inputs of the proposed prognostics model.
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