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Abstract A targeted methodology to study the West African monsoon (WAM) rainfall variability is considered
where monthly rainfall is averaged over 10°W-10°E to take into account the latitudinal migration and
temporal distribution of the WAM summer rainfall. Two observational rainfall data sets and a large number of
quasi-operational forecast systems, among them two systems from the European Seasonal to Interannual
Prediction initiative and six systems from the North American Multi-model Ensemble project, are used in this
research. The two leading modes of the WAM rainfall variability, namely, the Guinean and Sahelian regimes, are
estimated by applying principal component analysis (PCA) on the longitudinally averaged precipitation. The
PCA is performed upon the observations and each forecast system and lead time separately. A statistical model
based on simple linear regression using sea surface temperature indices as predictors is considered both as a
benchmark and an additional forecast system. The combination of the dynamical forecast systems and the
statistical model is performed using different methods of combination. It is shown that most forecast systems
capture the main features associated with the Guinean regime, that is, rainfall located mainly south of 10°N and
the northward migration of rainfall over the season. On the other hand, only a fraction of the forecast systems
capture the characteristics of the rainfall signal north of 10°N associated with the Sahelian regime. A simple
statistical model proves to be of great value and outperforms most state-of-the-art dynamical forecast systems
when predicting the principal components associated with the Guinean and Sahelian regimes. Combining all
forecast systems do not lead to improved forecasts when compared to the best single forecast system, the
European Centre for Medium-Range Weather Forecasts System 4 (S4). In fact, S4 is far better than any forecast
system when predicting the variability of the WAM rainfall regimes several months ahead. This suggests that
in some special occasions like this one, a multimodel approach is not necessarily better than an especially
skillful model.

1. Introduction

Associated with the apparent motion of the Sun, the Intertropical Convergence Zone (ITCZ) experiences a
latitudinal shift along the year that plays a fundamental role in determining the West African monsoon
(WAM) rainfall variability [Motha et al., 1980; Sylla et al., 2013]. The WAM rainfall variability spans a wide
range of time scales, from intraseasonal [Sultan et al., 2003] to interdecadal [Nicholson, 1993], and is
influenced by both local and remote oceanic forcings and associated changes in the atmospheric circulation
[Folland et al., 1986; Fontaine et al., 1995, 1998; Fontaine and Janicot, 1996; Janicot et al., 1998, 2001; Joly and
Voldoire, 2009, 2010; Hourdin et al., 2010; Mohino et al., 2011a, 2011b; Rodriguez-Fonseca et al., 2011].

Motha et al. [1980] analyzed long-term rainfall data in Nigeria and found two distinct rainfall patterns. In one
of them, rainfall anomalies of opposite signs are observed in the Sahelian and Guinean regions. They
suggested that this was associated with the latitudinal migration of the ITCZ such as that above (below)
normal rainfall in the Sahelian (Guinean) region is observed when the ITCZ is placed farther north of its
climatological position. The opposite takes place when the ITCZ does not penetrate into the Sahelian region
with its normal intensity. In the second pattern, rainfall anomalies with the same sign are experienced
throughout the WAM region. These patterns show a low-frequency modulation of their spatial extent

[see Rodriguez-Fonseca et al., 2011 for a review].

The two leading modes of WAM rainfall variability, extracted by using principal component analysis (PCA),
correspond to the rainfall variability along the Sahelian and Guinean regions [Giannini et al., 2003, 2005;
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Tippet and Giannini, 2006; Philippon et al., 2010]. While the Guinean rainfall regime is mostly explained by
interannual variations, the variability in the semiarid Sahelian region occurs mostly on decadal time scales,
although interannual variations also play a role in this region, specially linked to the El Nifio-Southern
Oscillation (ENSO) [Fontaine et al., 1998; Janicot et al., 2001; Giannini et al., 2003, 2005; Tippet and Giannini,
2006]. It is worth noting that the internal variability may be important for the WAM rainfall variability, even
at decadal time scales [Caminade and Terray, 2010].

Forecasting the WAM summer rainfall is of great importance, especially taking into account that a large
part of this region employs rain fed agriculture [Sylla et al., 2013]. On the other hand, farmers find that
forecasting the total amount of seasonal rainfall is of limited usefulness [Ingram et al., 2002]. Instead, they
would benefit from having information such as the duration and distribution of rainfall over time and space
or the timing of the monsoon onset [Ingram et al., 2002; Vellinga et al., 2013; Sylla et al., 2013]. This kind of
information has been hardly taken into account in predictability studies over the WAM region. In this study,
the seasonal evolution of the WAM summer rainfall is taken into account through the meridional evolution
of rainfall from June to October (i.e., T month prior to and 1 month after the July, August, and September
(JAS) period). Latitude-time diagrams of longitudinally averaged rainfall are considered as this approach
provides a suitable representation of the integrated atmospheric dynamics of the WAM system, which is
related to shifts in the local ITCZ [e.g., Sultan and Janicot, 2000, 2003; Sultan et al., 2003].

Atmospheric general circulation models (AGCMs) forced with observed sea surface temperatures (SSTs)

are able to simulate successfully the two WAM rainfall regimes [Giannini et al., 2003, 2005; Tippet and Giannini,
2006]. However, Goddard and Mason [2002] compared the ensemble mean anomaly correlation simulated
and predicted by an AGCM using persisted SST anomalies and found that errors in the predicted SST

could lead to a significant degradation of the predictive skill. They showed that the WAM rainfall during the
July-August season is one of the most severe examples of this loss of prediction skill. In a different study,
Tompkins and Feudale [2010] noticed that a dipole bias in the WAM rainfall prediction by the European Centre
for Medium-Range Weather Forecasts (ECMWF) climate forecast System 3 (S3), with dry (wet) conditions over
the Sahel (Gulf of Guinea). A warm bias in the equatorial Atlantic SST predictions by S3 would affect the
observed northward migration of the ITCZ. When S3 is run with observed SST as boundary forcing, the dipole
bias disappears, and an overall reduction in rainfall bias is found [Tompkins and Feudale, 2010]. Capturing
the interannual variability of the equatorial Atlantic SST using simulations from the Coupled Model
Intercomparison Project 3 (CMIP3) is still an issue, and consequently, its influence on the rainfall over the
Western African continent is hardly reproduced [Joly and Voldoire, 2010].

Cook and Vizy [2006] studied the ability of 18 climate models to simulate the climatology and the dipole
mode of WAM variability associated with the meridional migration of the ITCZ. They found that all of

them have positive SST bias in the Gulf of Guinea, only 10 could simulate the main observed climatological
features (e.g., some of the forecast system put the maximum rainfall over the ocean due to the warm SST
biases) and only 8 the dipole mode of variability. An analysis of the recently available CMIP5 historical
simulations shows that dynamical forecast systems still have substantial SST biases in the equatorial Atlantic
[Roehrig et al., 2013]. Zuo et al. [2013] used the newest version of the National Centers for Environmental
Prediction (NCEP) operational forecast system, the Climate Forecast System Version 2 (CFSv2), to assess the
predictability of the modes of interannual rainfall variability of three Northern Hemisphere monsoon systems:
the Asian and Indo-Pacific, the West African, and the North American monsoon systems. They found that the
low predictability of the principal components (PCs) associated with the two main modes of the WAM
rainfall variability could be probably due to the link between the WAM and the equatorial Atlantic SST, which
is poorly predicted by the CFSv2.

In addition, predictive skill can be negatively affected if the model used to take advantage of SST information
does not properly describe the mechanisms responsible for the WAM rainfall [Krishna Kumar et al., 2005].
Im et al. [2014] used a regional climate model with observations and reanalysis as initial and boundary
conditions to show the sensitivity of the WAM rainfall, surface energy balance, and circulation to the land
surface and convection schemes. They show that predictability of these parameters over the WAM can

be significantly improved when the land surface and convection are better represented in the model. Zuo
et al. [2013] found that the poor representation of land surface processes in the CFSv2 could in part explain
the low predictability of this forecast system when predicting the WAM rainfall regimes. Improving the
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representation of land surface and rainfall processes in dynamical forecast system is difficult and the
skill improvement in one region is usually followed by a degradation in another one so that the overall
improvement is usually small [Tompkins and Feudale, 2010].

When systematic errors are important, several studies have shown how the combination of several dynamical
forecast systems yields on average better deterministic and probabilistic forecast skill than any of the
single systems [Coelho et al., 2004; Doblas-Reyes et al., 2005; Hagedorn et al., 2005; Stephenson et al., 2005;
Batté and Déqué, 2011; Rodrigues et al., 2014]. It has been shown that combining statistical and dynamical
forecast systems could enhance forecast skill even further [Coelho et al., 2004; Stephenson et al., 2005]. Coelho
et al. [2004] and Stephenson et al. [2005] used the Forecast Assimilation (FA) technique, a Bayesian method for
calibrating and combining several dynamical forecast systems taking into account historical (observed)
information, to forecast SST over the Pacific region. The FA technique assigns weights to each forecast system
in the combination procedure based on each system'’s forecast error (i.e.,, more weight to forecast systems
with less forecast error). Stephenson et al. [2005] found that the FA technique could improve forecasts not only
over the single systems but also over the simple multimodel (SMM) combination, where all forecast systems
are combined assigning equal weights. Rodrigues et al. [2014] studied the benefits of combing three
operational dynamical forecast systems and a simple statistical model to predict SST over three ocean basins.
They found that on average, the SMM is better than the single forecast systems and the combination
methods that assign weight to each forecast system, including the FA. On the other hand, assigning different
weights could reduce low skill when most forecast systems perform badly, which is typically the case for the
WAM precipitation.

Previous multimodel assessments, however, showed limited benefit of merging different sources of information.
Bouali et al. [2008] found that the Development of a European Multi-model Ensemble System for Seasonal to
Interannual Prediction (DEMETER) multimodel system has only modest skill when predicting the Sahelian
rainfall. Philippon et al. [2010] studied the skill of the ENSEMBLES stream 1 multimodel when forecasting key
parameters of the WAM and found that the Guinean rainfall regime could be accurately predicted by these
systems, but not the Sahelian regime. Batté and Déqué [2011] used the ENSEMBLES stream 2 forecast systems to
study the precipitation seasonal forecast skill over Africa and found that the SMM improves on average forecast
skill over the single systems. They also found that probabilistic forecasts were more skillful in the Guinean region
than in the Sahelian region. Vellinga et al. [2013] used several forecast systems, including the ones from the
ENSEMBLES project and the UK Met Office operational seasonal forecast system GloSea4, to study the skill of
these systems when forecasting the onset of the WAM rainy season. They found that these forecast systems
have modest probabilistic skill when forecasting the onset of the Sahelian rainfall. This was attributed to the
difficulty of such systems to capture the mean rainfall amount in the Sahel and the influence of a diversity of
intraseasonal phenomena that usually have little or no predictability at this time scale.

New aspects of seasonal climate prediction of the WAM are addressed in this study. First, a targeted
methodology to assess both the seasonal evolution of the WAM rainfall within a rainy season and its interannual
variability simultaneously is considered. Second, the two leading modes of the WAM rainfall variability are
estimated using the seasonal evolution diagrams over the whole hindcast period. The robustness of the
methodology was estimated using two different data sets to assess the uncertainty associated with the
observations. Third, several quasi-operational forecast systems were used to estimate the leading modes of
WAM rainfall variability. The aim is to assess the ability of the forecast systems to predict the seasonal evolution
of the latitudinal migration of rainfall over West Africa. A simple statistical model that uses SST indices as
predictors for the WAM rainfall regimes is considered as both a benchmark and an additional forecast system.
Finally, several methods of combination are used to combine the dynamical and empirical seasonal predictions.

To illustrate these objectives, the paper is organized as follows. In section 2, the observations and forecast
systems are described. Section 3 describes how the two leading modes of WAM rainfall variability are
estimated, the combination of the predictions, and the forecast quality assessment. Section 4 presents the
results and section 5 describes the main conclusions.

2, Data and Forecast Systems

Two observational precipitation data sets have been used in this study: the version 2.2 of the Global
Precipitation Climatology Project (GPCP) monthly satellite gauge combined [Huffman and Bolvin, 2013] and
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the Global Precipitation Climatology Center (GPCC) version 6.0 monthly gridded gauge analysis derived
from quality-controlled station data [Schneider et al., 2011]. The GPCP data set has a 2.5° resolution and covers
both land and ocean. The period of the GPCP data is from 1979 onward. On the other hand, the 1° resolution
GPCC data set is available only over land and the period from 1901 onward. The GPCP data set is used for
the validation of the forecast systems while both data sets are used to assess the observational uncertainty.
The GPCC data set is also used to estimate the linear regression coefficients of the statistical model.

The Extended Reconstructed Sea Surface Temperature analysis version v3b (ERSSTv3b) is used to estimate
the SST indices that are used as predictors in the statistical model [Smith et al., 2008]. ERSSTv3b is generated
using in situ SST data and improved statistical methods that allow stable reconstruction using sparse

data and it has a 2° resolution. ERSSTv3b covers the period from January 1854 onward.

An unusually large number of quasi-operational dynamical forecast systems are used in this study,

among them two European Seasonal to Interannual Prediction (EUROSIP) systems and six North American
Multi-model Ensemble (NMME) forecast systems. Besides, a simple statistical model is used as a benchmark
for comparison with the dynamical forecast systems. These systems are described below.

The atmospheric component of the ECMWF climate forecast System 4 (S4) is the cycle 36r4 of the

ECMWEF Integrated Forecast System [Molteni et al., 2011; Kim et al., 2012]. It has a horizontal resolution of
about 80 km and 91 vertical levels, extending up to about 0.01 hPa. The ocean component of S4, the Nucleus
for European Modelling of the Ocean (NEMO) version 3.0, has a horizontal resolution of about 1° with
equatorial refinement and 42 vertical levels, 18 of which are in the upper 200 m. S4's hindcasts have

15 ensemble members, all starting in burst mode on the first day of every month at 0 UTC. The simulations are
7 month long and cover the period 1981-2011.

CFSv2 uses the NCEP Global Forecast System (GFS), with horizontal resolution of about 100 km and 64 vertical
levels, as its atmospheric component [Saha et al., 2013; Yuan et al., 2011; Kim et al., 2012; Kirtman et al.,
2013]. Its ocean component is the Geophysical Fluid Dynamics Laboratory (GFDL) Modular Ocean Model
version 4 (MOM4) and it has maximum horizontal resolution of 0.25° within 10° of the equator and

0.5° poleward and 40 vertical levels. CFSv2 hindcasts have 24 ensemble members, except those starting in
November, which have 28 members. The hindcasts are initialized in different days and times, being the
ones initialized after the day 7 used as the lead time 0 ensemble members of the next month. For example,
the ensemble members for the target month of February at lead time 0 have start dates on 11, 16, 21, 26,
and 31 January and 5 February (at the synoptic times 00, 06, 12, and 18 UTC) of the same year. The simulations
are 10 month long and cover the period 1982-2011.

Météo-France 3 (MF3) uses the Action de Recherche Petite Echelle Grande Echelle version 4 as its
atmospheric component [Alessandri et al., 2011]. It has a horizontal resolution of about 300 km and 91 vertical
levels, reaching high into the stratosphere. Its ocean component is the global version of the Océan Parallélisé
model version 8.2 and has horizontal resolution of about 2° and 31 vertical levels. MF3's hindcasts have 11
ensemble members, all starting in burst mode on the first day of every month at 0 UTC. The simulations are
7 month long and cover the period 1981-2011.

Community Climate System Model 3 (CCSM3) uses the Community Atmosphere Model (CAM) version 3, with
horizontal resolution of approximately 150 km and composed of 26 vertical levels [Kirtman and Min, 2009;
Kirtman et al., 2013; Yoshikatsu et al., 2008], as its atmospheric component. The Parallel Ocean Program with 1°
horizontal resolution and 40 vertical levels is the ocean component [Yoshikatsu et al., 2008]. CCSM3 hindcasts
have six ensemble members, all starting in burst mode on the first day of every month at 0 UTC. The
simulations are 12 month long and cover the period 1982-2011.

GFDL uses the GFDL Atmospheric Model AM2p12 with horizontal resolution of roughly 200 km and

24 vertical levels as its atmospheric component and the MOM4 with maximum horizontal resolution of about
0.3° near the equator (1° elsewhere) and 50 vertical levels as it ocean component [Zhang et al., 2007; Kirtman
et al., 2013]. The hindcasts have 10 ensemble members, all starting in burst mode on the first day of

every month at 0 UTC. The simulations are 12 month long and cover the period 1982-2011.

The International Research Institute-European Centre-Hamburg Model (IRI-ECHAM) anomaly and IRI-ECHAM
direct use the coupled forecast system described in DeWitt [2005] with some updated parameterizations
(http://iridl.Ideo.columbia.edu/SOURCES/.Models/.NMME/.IRI-ECHAM4p5-DirectCoupled/.MONTHLY/.

RODRIGUES ET AL.

©2014. American Geophysical Union. All Rights Reserved. 7911


http://iridl.ldeo.columbia.edu/SOURCES/.Models/.NMME/.IRI&hyphen;ECHAM4p5&hyphen;DirectCoupled/.MONTHLY/.dataset_documentation.html

@AG U Journal of Geophysical Research: Atmospheres 10.1002/2013JD021316

dataset_documentation.html). The atmospheric component is the European Centre-Hamburg Model
(ECHAM) version 4.5 with horizontal resolution of about 300 km and 19 vertical levels. The ocean component
is the GFDL MOM version 3 with zonal resolution of 1.5° and meridional resolution of 0.5° between 10°S
and 10°N, gradually increasing to 1.5° keeping constant at this value north of 30°N and south of 30°S. There
are 25 layers in the vertical with 17 layers in the upper 450 m. Both forecast systems produce hindcasts
with 12 ensemble members, all of them starting in burst mode on the first day of every month at 0 UTC
and are 9 month long. They cover the common period 1982-2011. The difference between the two versions
of the IRl system is that the IRI-ECHAM direct employs direct coupling while the IRI-ECHAM anomaly
employs anomaly coupling.

The Canadian Meteorological Centre version 2 (CMC2) uses the Canadian Centre for Climate Modelling

and Analysis (CCCma) atmospheric circulation model version 4 (CanAM4) as its atmospheric component
[Kirtman et al., 2013; Merryfield et al., 2013]. CanAM4 has a horizontal resolution of about 200 km and

35 vertical levels. The ocean component is the CCCma ocean model version 4 (CanOM4) with horizontal
resolution of approximately 100 km and 40 vertical levels. CMC hindcasts have 10 ensemble members, all
starting in burst mode on the first day of every month at 0 UTC. The simulations are 12 month long and cover
the period 1981-2011.

The statistical model is based on simple linear regression where the predictand is the PC associated with a
WAM rainfall regime and the predictor is an SSTindex. The equations are described in Coelho et al. [2004]. The
two SST indices that have been considered are described below. The statistical model is estimated in
retroactive mode, that is, only the period prior to the target year is used in the estimation of the regression
coefficients as in an operational context [Mason and Baddour, 2008]. The first training period is 1951-1981
and it is increased by 1 year at a time. The GPCC and ERSSTv3b data sets are used to estimate the regression
coefficients while the GPCP data set is used for the validation. The May Atlantic 3 (Atl3), i.e., the SST
averaged over 20°W-0°E/3°S-3°N [Zebiak, 1993], monthly-mean anomaly is used as predictor for the PC
associated with the Guinean rainfall regime and the previous year December Atlantic Multidecadal
Oscillation (AMO) monthly-mean anomaly is used as predictor for the PC associated with the Sahelian regime.
The months of May and December of the previous year are the lead time 0 and 4 months, respectively,
relative to the target period June through October. They are chosen as predictors because they have the
highest correlation (i.e., when only months prior to the target period are considered) with their respective
predictands when using the data set for the calibration of the statistical model. The aim is to emulate an
operational forecast system where only months prior to the target period would be considered as predictors.
Detailed information about the choice of the predictors is given in Appendix A.

3. Methods

The deterministic skill of the dynamical forecast systems described above has been assessed at each grid
point over the WAM region (22°W-22°E; 0°-22°N) to evaluate to what measure they are able to simulate
the total WAM rainfall. The correlation coefficient is used to assess the degree of linear correspondence
between the predicted ensemble mean and observed JAS rainfall. The mean and variability errors have been
also assessed on a grid point basis. All dynamical forecast systems were interpolated into the GPCP grid prior
to computing the correlation coefficient and the systematic errors.

A novelty of this work resides in the approach used to assess the forecast quality of the WAM rainfall
hindcasts. A targeted methodology to evaluate how the forecast systems predict both the seasonal evolution
of the WAM rainfall and its interannual variability simultaneously is considered. In this technique, monthly
rainfall is averaged over the 10°W-10°E African Monsoon Multidisciplinary Analysis transect [e.g., Hourdin
et al, 2010; Losada et al., 2010; Roehrig et al., 2013]. Averaging rainfall zonally allows taking into account two
relevant features of the WAM variability: the latitudinal migration and the seasonal distribution of the
summer rainfall [Hourdin et al., 2010]. The latitudinal range of the study extends from the equator to 20°N and
the period between June and October of each year. The southernmost limit is intended to capture the inland
penetration of monsoonal rainfall over the Guinean region, while the northernmost limit tries to capture
the Sahelian rainfall, which usually reaches 18°N in the observations. The period chosen to characterize the
seasonal variability is from June to October, where June and October are 1 month prior to and 1 month
after the JAS target summer season. With the forecast systems analyzed in this paper, the longest forecast
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time that can be considered is 7 months, the longest forecast time of both S4 and MF3. With seven forecast
months and covering the period June to October, three start dates can be considered to estimate the
intraseasonal evolution of the WAM rainfall: June (lead 0), May (lead 1 month), and April (lead 2 months). Most
users, such as farmers, request receiving information about seasonal rainfall about 1-2 months before the
climatological monsoon onset in July, that is, the information should be available in late April or early May
[Ingram et al., 2002]. For this reason, most figures displayed are for lead time 1, that is, a prediction starting
in the first of May or late April (as is the case for the CFSv2 and the statistical model).

The GPCP and GPCC precipitation data sets for the period 1982-2011 and 1951-2011, respectively, are used.
The selection of the previous two periods has different motivations. While the year 1982 is the first year
available for all the dynamical seasonal hindcasts, 1951 is the year from which a large number of stations are
used in the GPCC data set, and therefore, makes it a more trustworthy period for this data set [Schneider et al.,
2011]. The GPCP data set, which starts in 1979, is also used with a mask over the ocean for comparison with
the GPCC data, which have values only over land. GPCP is considered only from 1982 to agree with the
common period of the hindcasts, 1982-2011. Climatologies for the observed rainfall are hence computed
with four different samples: GPCP 1982-2011, GPCP land-only 1982-2011, GPCC 1951-2011, and GPCC
1982-2011. The systematic error of the predicted rainfall is computed against GPCP for the period 1982-2011
and for the three start dates, April, May, and June.

Principal component analysis (PCA) [Wilks, 2006] of the covariance matrix is performed upon the observed
and predicted zonally averaged rainfall to estimate the leading modes of WAM rainfall variability. The
three-dimensional data matrix used to estimate the covariance matrix contains the longitudes, the months
from June to October, and the number of years, which will identify the modes of interannual variability taking
into account at the same time the seasonal variability. For the hindcasts, the third dimension is the number of
ensemble members times the number of years. The anomalies, estimated for both observations and
forecast systems prior to applying the PCA, were computed using 3 year out cross validation (i.e., the target
year and the years prior to and after it were removed prior to computing the climatology instead of just the
target year) to avoid artificial skill in the forecast quality assessment [Mason and Baddour, 2008]. The leading
modes of the WAM rainfall variability are described as a set of spatial patterns (empirical orthogonal
functions; EOFs) and associated standardized time series (PCs) that are associated to specific modes of
variability. PCA is performed upon the observations and each forecast system and lead time separately to
take into account the fact that the hindcasts might represent the variability in a way different to the
observations, while this representation also depends on the lead time [Doblas-Reyes et al., 2003; Philippon
etal., 2010].

Most decision makers need a reliable probabilistic prediction instead of a set of forecasts performed by either
statistical or dynamical methods to take action [Doblas-Reyes et al., 2013]. Therefore, an important aim of
this work is to combine the dynamical forecast systems and the statistical model described above to estimate
a single forecast for the WAM rainfall regimes. In order to understand the benefits of the combination on the
forecast quality of the WAM rainfall variability modes, the forecast PCs were combined using two different
approaches. In the first approach, all forecast systems are combined with equal weight; hereinafter, this
method is referred to as the simple multimodel (SMM). In this combination, the ensemble mean prediction is
the arithmetic mean of the ensemble mean of all forecast systems, whereas the probabilistic prediction is the
arithmetic mean of the probabilistic predictions of all forecast systems. The second combination approach
assigns weights to each forecast system based on their past performance. The method used to assign the
weights is the FA [Stephenson et al., 2005]. The FA is a Bayesian method for calibrating and combining
predictions from several sources with prior (historical) empirical information. The FA was applied using either
the climatology (FAC) or the statistical model (FAS) as the prior information. A thorough description of
these combination methods is available in Rodrigues et al. [2014] and references therein. The combinations
are performed using 3 year out cross validation to avoid artificial skill in the forecast quality assessment
[Mason and Baddour, 2008]. It is important to bear in mind that the FA method is expected to provide reliable
predictions as it also calibrates them, that is, it provides probabilistic predictions of a specific event whose
average frequency of actual occurrence equals the probability.

The forecast quality assessment where the predicted and observed values are compared is an important
step in climate prediction. It assesses to what measure the combination of different forecast systems leads to
an improved forecast or if a forecast system improves when compared to previous versions. Due to the
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high dimensionality of the problem of forecast verification, it is very important to take into account multiple
verification measures to obtain richer and more robust conclusions about the quality and/or value of the
forecast systems [Murphy, 1991]. The correlation coefficient between the predicted ensemble mean, as a
deterministic prediction, and observed PCs for each forecast system and lead time is computed.

Several measures have been used to assess the quality of the probabilistic predictions. A generalized version
of the Brier Skill Score (BSS) and its reliability and resolution components are used to assess the forecast
quality for binary events [Stephenson et al., 2008; Doblas-Reyes et al., 2009]. The two binary events are the
probability of the WAM rainfall regime being above the median and the upper quartile of the climatological
distribution. The generalized version of the BSS takes into account the within-bin variance of the forecasts
and the within-bin covariance between forecasts and observations to make the BSS components less
sensitive to the arbitrary number of bins used in the BSS decomposition [Stephenson et al., 2008].

The other probabilistic scores used are the Continuous Ranked Probability Skill Score (CRPSS) and the
ignorance skill score. The CRPSS is defined as the integrated squared difference between the cumulative
forecast and observation distribution [Jolliffe and Stephenson, 2012]. It is defined on a continuous scale so
that there is no need to reduce forecasts into discrete probabilities of binary or categorical events as in the
BSS. On the other hand, reducing the forecasts into discrete probabilities using binary events is important to
verify how the forecast systems behave when predicting different binary events. The CRPSS can be computed
in two ways: (a) When an ensemble of forecasts is available as in the case of the dynamical forecast
systems, the CRPSS is estimated using a frequentist approach as in Hersbach [2000] and Jolliffe and
Stephenson [2012], and (b) when the predicted mean and standard deviation are available as in the case of
the statistical model and the combination of all systems, the CRPSS is computed assuming that the
cumulative distribution function (CDF) is Gaussian as in Gneiting et al. [2005]. The ignorance score is the
negative of the logarithm of the predictive density function at the verifying value [Gneiting et al., 2005; Jolliffe
and Stephenson, 2012]. The ignorance score is computed either by assuming a Gaussian probability
density function (PDF) as in the case of the statistical model and the combinations and using a generic kernel
density estimate when an ensemble of forecasts is available.

The reference forecast for all these scores is the climatological forecast defined as the climatological PDF
estimated from the historical observations. The climatological PDF is used to estimate the median and the
upper quartile necessary as thresholds to compute the BS of the climatological forecast or the CDF used to
estimate the ignorance score of the climatology. A particular verification data set is just one of many possible
samples from a population, and therefore, verification measures need to be shown together with an
indication of the sampling uncertainty [Jolliffe and Stephenson, 2012]. The sampling uncertainty in the
verification measures is quantified using 95% confidence intervals [Nicholls, 2001; Mason, 2008; Jolliffe and
Stephenson, 2012]. The only exception to this is the grid point correlation coefficient displayed as a map
where the use of confidence intervals would result in a very complex map [Nicholls, 2001]. In this case,

p values are used to quantify the sampling uncertainty. Both the confidence intervals and the p values are
estimated using a nonparametric bootstrap method [Mason, 2008; Jolliffe and Stephenson, 2012]. In this
procedure, the forecast-observation pairs are randomly resampled with replacement, keeping the forecast
and observation pairs together [Mason, 2008]. The bootstrap size is chosen to be 1000. From these

1000 resamples, the 2.5% and 97.5% quantiles, which represent the lower and upper confidence interval
limits, respectively, are estimated. On the other hand, the null hypothesis used to estimate the p values is that
the correlation coefficient is zero, while the alternative hypothesis is that the correlation coefficient is larger
than zero (i.e., one-tailed test).

4, Results

Figure 1 shows the correlation between the predicted ensemble mean and the observed JAS rainfall at each
grid point over the WAM region for the period 1982-2011. The correlation is computed for all dynamical
forecast systems at lead time 2 months (i.e., predictions starting in May). The aim is to assess the ability of
these systems to predict the spatial distribution of the seasonal WAM rainfall. S4 shows positive correlations
in almost all grid points at the three start dates analyzed (results for the two start dates of June and April
are not shown), most of them with p values smaller than 0.10. On the other hand, CFSv2 has low, and in
several instances, negative correlation values. Most of the positive correlation values in this forecast system
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Figure 1. Correlation coefficient between the predicted ensemble mean and observed summer (JAS) rainfall at each grid point over the WAM region for the period
1982-2011. The GPCP data set was used as the reference data. Forecasts are for lead time 1 month and interpolated into the GPCP grid prior to computing the correlation
coefficient. Circles are for p values smaller than or equal 0.01, squares for p values between 0.05 and 0.01, and diamonds for p values between 0.10 and 0.05.

appear north of 10°N, over the Sahel. Correlation values below 0.1 are found more often in the region south of
10°N. MF3 also has low correlation skill when compared to S4, but contrary to CFSv2, most of the positive
correlation appears south of 10°N in the Guinean region over the longitudinal range 20°W-10°E. CCSM3
performs generally worse than the previous three forecast systems but, as MF3, it performs better over

the Guinean region. GFDL performs well in almost all grid points and lead times, except for the Guinean
region at lead time 3 (i.e.,, predictions starting in April), where it has correlation values below 0.1 more
often than above it (not shown). As in the CFSv2 case, GFDL performs better over the Sahel than over the
Guinean region. The IRI-ECHAM systems perform poorly over the WAM region, especially over the Sahel
where they have negative values more often than positive ones. CMC2 shows positive correlations all over
the WAM region at the three start dates analyzed (i.e., lead times 1, 2, and 3 months).

Figure 1 illustrates that S4 has the highest overall correlation skill at all lead times, followed by CMC2 and
GFDL, respectively. This is a feature that will appear in many other of the diagnostics described in this
paper. S4 seems to represent a leap forward in the seasonal prediction of the WAM precipitation with respect
to previous versions of this system and to other contemporaneous operational systems. This leap forward
can be measured when compared with the performance of the previous ECMWF forecast system, which
had similar skill to other European systems [Batté and Déqué, 2011]. The grid point correlation over the WAM
region does not substantially change with lead time in any of the forecast systems.

S4, GFDL, and CMC2 have smaller mean systematic errors when compared to the other systems (not shown).
Therefore, even though a direct link between mean biases and forecast skill could not be established, one
can expect that improving the physical processes that are at the origin of the model drift and the systematic
error and that hamper the conversion of predictability into skill could lead to improvements in forecast
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Figure 2. Monthly rainfall (mm/d) averaged over 10°W-10°E as a function of month, from June to October, and of latitude.
Climatologies of the two analyzed observational data sets, (top row) GPCP and (bottom row) GPCC, were computed
using the period 1982-2011 and 1951-2011, respectively, except when indicated otherwise. For comparison, the GPCP
climatology was also computed masking the ocean and the GPCC using only the common period 1982-2011.

quality [DeWitt, 2005]. Molteni et al. [2011] found that S4 has improved the simulation and prediction of
ocean/atmosphere variability in the tropical Atlantic and adjacent regions when compared to S3, which could
benefit the prediction of the WAM precipitation. They highlight that some of the improvements S4 has
achieved when compared to its predecessor might be due to higher horizontal and vertical resolution, a
more accurate initialization of the land surface variables, and improved physical parameterization, among
other reasons. In fact, it is observed that the higher the model resolution of a system is, the smaller its
biases are, with CCSM3 being the only exception to this simple rule. However, as pointed out by Kirtman et al.
[2013], CCSM3 is generally worse when compared to the other NMME systems in terms of root-mean-square
error (RMSE) of the tropical SST for September start dates at leads 0-5 months. As a consequence, it is
planned to be replaced by CCSM4 in the second phase of the NMME project [Kirtman et al., 2013]. On the
other hand, not always a small bias leads to a high correlation. For instance, CFSv2 shows a relatively small
bias, while at the same time it has low correlation.

The WAM rainfall displays a strong monthly variability, which is illustrated by considering the latitudinal
migration of the zonally averaged rainfall between the months of June and October. Figure 2 shows the
climatology of monthly-mean rainfall averaged over 10°W-10°E and displayed over the latitudes between
the equator and 20°N. The climatology is computed using the GPCP data set for the period 1982-2011

(top left), GPCP after applying a mask over the ocean for the same period (top right), GPCC for the same
period (bottom right), and the GPCC data set for the period 1951-2011 (bottom left). The climatologies of the
zonally averaged monthly rainfall have similar patterns in both GPCP and GPCC. They show a northward
migration of the rainfall that reaches its northernmost position at 18°N in July and August, moving southward
later in the year. Some differences between GPCC and GPCP can be found over the common period. These
differences already point at the observational uncertainty of the WAM precipitation.

Every dynamical forecast system successfully simulates the meridional shift of the rainfall for the three
lead times analyzed (not shown). However, they all fail in simulating the correct position and magnitude of
the rainfall maxima and therefore have substantial biases, suggesting that these systems do not fully
reproduce the physical processes associated with the WAM rainfall. As an illustration, Figure 3 shows the
systematic error of the dynamical forecast systems at lead time 1. CCSM3 has a larger bias than the other
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Figure 3. Mean precipitation bias (mm/d) of the dynamical forecast systems over the WAM region for the period 1982-2011 is
computed as the difference between the one month lead hindcasts and the GPCP mean climatological estimates. The
hindcasts were interpolated into the GPCP grid prior to computing the systematic error.

forecast systems. It not only fails to simulate the rainfall maxima in August but is the only forecast system
that simulates rainfall above 2 mm/d north of 18°N. MF3 also has substantial biases. In particular, it has a
positive bias south of 10°N and negative north of it indicating that in this forecast system, the ITCZ does not
penetrate as far north as in the observations, which creates a dipole-like bias pattern (i.e., excessive
precipitation at lower latitudes and a deficit at higher latitudes). This pattern is also observed in S4 and CFSv2
but with smaller magnitude when compared to MF3. The IRI-ECHAM systems and CMC2 have a dipole-like
pattern with inverse sign (i.e., excessive precipitation at higher latitudes), while GFDL has a positive bias
overall. The forecast systems could be ranked in decreasing order of the mean bias (i.e., sum of the mean bias
over the whole domain) at lead time 1 to give S4, CMC2, CFSv2, IRI-ECHAM direct, GFDL, MF3, IRI-ECHAM
anomaly, and CCSM3. As it was also found in the analysis without the longitudinal averaging (not shown),
the systems with lower (higher) systematic errors are the systems with higher (lower) resolution, CCSM3
being the only exception to this.

The two leading modes of the observational WAM rainfall, obtained with the PCA method described above,
are shown in Figure 4. The aim of the longitudinal averaging applied to the data prior to the PCA is to
concentrate in both the latitudinal migration and the seasonal distribution of the WAM rainfall. The first EOF
(EOF1) in the GPCP data set shows positive values south of 10°N, in the Guinean region, while the second
EOF (EOF2) shows positive values north of 10°N, in the Sahelian region. The variance associated with these
two EOFs is 29% and 23%, respectively (Table 1). This is in agreement with the WAM patterns described in the
literature using different methodologies [Motha et al., 1980; Fontaine et al., 1995; Fontaine and Janicot,
1996; Janicot et al., 1998; Giannini et al., 2003, 2005; Mohino et al., 2011b; Rodriguez-Fonseca et al., 2011].
The same analysis has been performed on the GPCP data set after applying a mask over the ocean and on
the GPCC data set with a common period 1982-2011 and an extended period 1951-2011 to assess the
observational uncertainty. The GPCP land-only and the GPCC data sets have a reverse order of the leading
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Figure 4. Leading two EOFs of the longitudinally averaged precipitation data sets of Figure 2.

modes when compared to the GPCP land-ocean (Figure 4). This reverse pattern when land-ocean and
land-only data are used has been documented previously [Giannini et al., 2005]. This reversal is probably due
to the variance maximization of inland precipitation, where the latitudinal migration from the ocean into
the Guinean region early in the season is not considered. The variance explained by these two EOFs varies,
being 31% (EOF1) and 24% (EOF2) in the GPCP land-only, 27% and 20% in the GPCC, and 30% and 18% in the
GPCC for the common period 1982-2011. The difference between the smallest and largest values of the
variance explained in the observational data sets is 4% and 6% for the first and second EOF, respectively. As
previously with the mean bias, this uncertainty in the observations will be taken into account when
interpreting the EOFs from the hindcasts.

To illustrate that the Guinean regime is captured in the EOF1 (EOF2) when the data set have values over
both land and ocean (land only) and vice versa for the Sahelian regime, the PCs associated with these
EOFs are displayed in Figure 5. The first PC (PC1) of the GPCP data set is highly correlated with the second PC
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Table 1. Variance Explained (%) by the First and Second Modes of the WAM Rainfall Variability by the GPCP, GPCC, and
the Dynamical Forecast Systems®

Variance (%): First Mode Variance (%): Second Mode
Lead O Lead 1 Lead 2 Lead O Lead 1 Lead 2

GPCP 29 23

GPCP land-only 31 24

GPCC 27 20

GPCC (1951-2011) 30 18

S4 25 34 41 15 14 11
CFSv2 15 19 18 09 09 08
MF3 27 20 16 11 11 11
CCSM3 46 49 51 10 09 09
GFDL 24 22 30 19 18 18
IRI-ECHAM anomaly 34 31 29 14 15 15
IRI-ECHAM direct 32 33 31 11 12 11
cMC2 18 18 15 12 12 13

?For the predicted modes of variability, the variance is displayed for each lead time.
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Figure 5. Principal components associated with the EOFs shown in Figure 4. The blue line is the PC of the GPCP land and
ocean, the green line is the PC of the GPCP land only, and the red line is the PC of the GPCC land only. These three PC are
computed for the common period 1982-2011. The black line is the PC computed using the GPCC land only for the
period 1951-2011. These PCs are estimated using the seasonal evolution diagrams averaged over 10°W-10°E, covering the
latitudes between the equator and 20°N, and the period between June and October. For comparison, the PCs are also
estimated using the traditional way with the full spatial field (i.e., without applying the longitudinal averaging) over
10°W-10°E and between the equator and 20°N on the JAS rainfall (gray line, bottom panels). The blue lines are the same in
the top and bottom rows. The correlation between GPCP land and ocean PC1 (blue line) and the GPCC land only PC2
(black line) is 0.84 while the correlation between the GPCP land and ocean PC2 (blue line) and the GPCC land only PC1
(black line) is 0.95. The correlation between the WAM rainfall regimes estimated using the seasonal evolution diagrams and
the spatial field is 0.91 for the Guinean regime and 0.90 for the Sahelian regime.
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(PC2) of the GPCP land-only and GPCC data sets, and vice versa (see figure caption). The GPCC PCs show that
the Guinean regime is characterized mainly by interannual variability while the Sahelian regime is associated
with substantial interdecadal variations, although interannual variations also play a role in the latter as
described in previous studies [Fontaine et al., 1998; Giannini et al., 2003, 2005]. The PCA has been also
performed over the full spatial field (i.e., without longitudinal averaging) of the GPCP JAS rainfall with
longitudes 10°W-10°E and latitudes between the equator and 20°N. The aim is to compare the modes of
variability of the WAM rainfall computed in a conventional way by applying PCA on the seasonally averaged
spatial field with the ones computed by applying the PCA on the longitudinally averaged seasonal evolution
diagrams shown above. The first and second EOFs of the JAS full spatial field are also associated with

the Guinean and Sahelian regimes, respectively (not shown). Figure 5 (bottom row) shows the PCs associated
with the Guinean and Sahelian regimes estimated by applying the PCA on both the full spatial field and
the seasonal evolution diagram. As expected, the PCs are highly correlated in both cases, being the
correlation 0.91 for the Guinean regime and 0.90 for the Sahelian regime. Even so, the zonally averaged
rainfall approach allows a better characterization of the intraseasonal evolution of the rainfall regimes
because the rainy seasons associated with the two modes are not simultaneous.

The first EOF of the dynamical forecast systems reproduces the overall features associated with the observed
Guinean regime, as they locate the positive values south of 10°N and capture the northward migration of the
rainfall (Figure 6 illustrates the results for lead time 1 month). This is similar to what is found in the GPCP
land and ocean data set. However, the forecast systems fail to simulate the accurate magnitude and location
of the maxima of the observed EOF, and some of the forecast systems even reproduce a pattern different to
the one found for the observations in Figure 4. S4's EOF1 closely resembles the GPCP EOF1 pattern. The
variance explained by S4's EOF1 varies considerably with lead time, from 25% at lead time 0 (underestimated
when compared to GPCP) to 34% and 41% at lead times 1 and 2 months, an important overestimation
when compared to all the observational estimates (Table 1). This could be explained by the fact that S4
underestimates (overestimates) the Guinean rainfall at lead time 0 (2) months with respect to GPCP. This is
likely due to the increasing SST bias with forecast time in the equatorial Atlantic [Doblas-Reyes et al., 2013].
CFSv2 also captures well the Guinean regime’s pattern, albeit overestimates the role of the rainfall in
September and October. MF3 captures the anomalous rainfall in June, July and August as in the GPCP data
set, but overestimates it in several latitudes and target months. Surprisingly, despite its large systematic
errors (Figure 3), CCSM3 captures the rainfall evolution anomaly in June, July, and August, but overestimates
the duration of the anomalous rainy season. In addition, CCSM3 overestimates the variance explained by the
EOF1 at all lead times and has the largest difference when compared to GPCP (Table 1). GFDL generally
overestimates the rainfall anomalies, but differently from the previous forecast systems, it yields rainfall
above 10°N and in several latitudes in the target months of September and October. Both IRl systems place
the rainfall maximum in June and, thus, overestimate the rainfall at this target month. IRI-ECHAM anomaly
underestimates the observed rainfall anomaly maxima in July and August and overestimates the rainfall
latitudinal extent later in the season, while IRI-ECHAM direct simulates better than IRI-ECHAM anomaly

the rainfall maxima, but overestimates the signal in September and October. The IRI-ECHAM systems
overestimate the variance explained by the first EOF at all lead times, except for the IRI-ECHAM anomaly at
lead time 2 (Table 1). CMC2 generally underestimates the amplitude of the pattern, although it shifts the
pattern north of 10°N, contrary to what is found in GPCP. CFSv2, MF3, and CMC2 underestimate the variance
explained by the first EOF at all lead times.

Contrary to the Guinean regime, the Sahelian regime is only well simulated by S4, yet the amplitude of the
pattern is generally underestimated when compared to GPCP. CFSv2 captures the pattern north of 10°N,
but gives an unrealistic pattern with a signal of opposite sign south of 10°N in August. MF3 also captures the
pattern north of 10°N in July and August, but has a pattern of opposite sign in June. CCSM3 completely fails
to simulate any signal north of 10°N. GFDL captures the pattern in the Sahelian region in August, but shows a
pattern of similar sign in June and of opposite sign in October, which are not found in the GPCP pattern.
Both IRI-ECHAM systems completely fail to capture the Sahelian regime. CMC2 captures the Sahelian signal
but, as other systems do, also simulates a pattern of opposite sign south of 10°N. All forecast systems
underestimate the variance explained by the second EOF when compared to GPCP EOF2 at the three lead
times (Table 1), which is supposed to be related to the problems all the systems have to timely shift the
precipitation over the Sahel during the rainy season.
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Figure 6. As Figure 4 but for the lead time 1 month (start date in May) dynamical hindcasts. EOF1 is displayed in the top set of panels and EOF2 in the bottom set of
panels. The correlation between the predicted and observed PCs is included.
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Figure 7. Leading principal component (Guinean regime) predicted by the statistical model, the dynamical forecast systems and their combinations. Predictions
are for lead time 1 (start date in May). Observed values (black solid line), predicted values (red solid line), 95% prediction interval (gray area), and the zero line
(black dashed line) are displayed. The values displayed are anomalies. The correlation coefficient, the BSS, BSSrel, and BSSgres for probabilities of rainfall regime
being above the median (M) and the upper quartile (U) are displayed in each panel.

Figure 7 illustrates the indices for the Guinean rainfall regime predicted by the statistical model, the
dynamical forecast systems, and their combinations. The predictions shown are for lead time 1 month (i.e.,
predictions starting in May). Several deterministic and probabilistic scores are also displayed. The zero line is
shown for reference. The statistical model, which is based on the May AtI3 index as predictor, captures
well the interannual variability associated with the Guinean regime. The correlation coefficient of the
statistical model is the third largest among the single forecast systems, being outperformed only by S4 and
MF3 and it is one of the few systems that have a positive BSS. In addition, the statistical model outperforms
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Figure 8. Correlation coefficient between the observed and predicted ensemble mean PCs for the period 1982-2011. The correlation was computed for the Sahelian
and Guinean rainfall regimes and for lead times 0, 1, and 2. The bars in each histogram represent the forecast systems. The lower and upper bounds of the
bootstrapped confidence interval are displayed as vertical bars.

all forecast systems and combinations in terms of reliability skill score when predicting the Guinean rainfall
above the median at lead times 1 (Figure 7) and 2 months (not shown). This illustrates that simple linear
regression models are still difficult to beat by state-of-the-art dynamical forecast systems, especially in

the tropical Atlantic basin.

Following on its excellent representation of the Guinean rainfall spatial-temporal pattern, S4 captures the
interannual variability associated with the Guinean regime and its ensemble mean correlation is 0.66. 54 is
also skillful probabilistically, with most of the observations falling inside the 95% prediction interval (a sign of
reliability). The resulting positive BSS values are among the three largest for the two binary events
described in this study. Additionally, in most cases it shows the best resolution skill score for the Guinean
regime above the median and upper quartile at the three lead times. MF3 has lower skill than S4, but still
shows a high ensemble mean correlation, while the BSS ranges between negative values (event above the
median) and low positive ones (0.18 for the event above the upper quartile). CFSv2 and GFDL have
positive correlation of 0.26 and 0.25, respectively, but no positive skill in terms of BSS. Finally, CCSM3, the
IRI-ECHAM systems and CMC2 have no deterministic or probabilistic skill when predicting the Guinean
regime with 1 month lead time.

It has been considered difficult to improve the SMM forecasts using combination methods that assign
different weights to the forecast systems based on the past performance [DelSole et al., 2012]. In this case,
when the different models are brought together, the SMM performs worse than the weighted combinations
FAC and FAS.. This can be explained because weighting methods can provide more skillful forecasts than
the SMM when most systems perform badly and there is a small subset that stands out [Rodrigues et al., 2014].
When comparing with all the forecast systems available, the FAC has the best correlation coefficient
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Figure 9. Same as Figure 8 but for the CRPSS.

(Figure 7), which is slightly higher than S4 and FAS. On the other hand, both FAC and FAS are outperformed by
S4 in terms of BSS, reflecting the difficulty that combination methods have to conserve the forecast
resolution when producing more reliable predictions.

A summary of the forecast quality measures for both the Guinean and Sahelian regimes and the three lead
times considered can be found in Figure 8. The statistical model has only one correlation value for each
WAM regime (the correlation does not vary with lead time) as it takes advantage of using the best SST
predictor for each regime (see Appendix A for detailed information). Interestingly, a statistical model based
on simple linear regression still provides useful information and beats most of dynamical forecast systems
when predicting the Guinean and the Sahelian regimes. Only S4 and MF3 outperform the statistical

model when predicting the Guinean regime, and S4 and GFDL (for lead time 0), S4, GFDL, IRI-ECHAM direct,
and CMC2 (for lead time 1), and only S4 (for lead time 2) when predicting the Sahelian regime.

S4 has the highest correlation when predicting both rainfall regimes at all lead times, with two exceptions in
the prediction of the Guinean regime: FAS is the best at lead time 0, while FAC is the best at lead time

1 (Figure 8). As mentioned above, S4 has improved when compared to its predecessor when predicting the
WAM variability [Molteni et al., 2011]. S4 has correlation above 0.6 in all cases, except for the Guinean regime
at lead time 2 months. Interestingly, the S4 correlation for the Sahelian regime does not vary much with
lead time. MF3 (GFDL) is only competitive when predicting the Guinean (Sahelian) regime with average
correlation of about 0.45. On the other hand, CFSv2 has no skill when predicting the Guinean regime and low
correlation when predicting the Sahelian regime. CCSM3, CMC2, and both IRI-ECHAM systems perform
generally worse than the other dynamical forecast systems. As pointed out previously, the SMM usually
outperforms unequal methods of combination when most single forecast systems have skill, as in the
Sahelian regime at lead time 1. The opposite would happen when only a fraction of the forecast systems have
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Figure 10. Same as Figure 8 but for the ignorance skill score.

skill as in most cases in Figure 8. However, in this study, S4 is an outlier when predicting the WAM rainfall
variability modes as this system is far better than any other single forecast system. Therefore, combining it
with the other forecast systems will hardly improve the forecast quality of the WAM rainfall regimes.

Formulating skillful and reliable probabilistic predictions, which are the main requirements for decision
making [Jolliffe and Stephenson, 2012; Doblas-Reyes et al., 2013], is still an issue for most of the forecast
systems analyzed here for the WAM rainfall regimes (Figures 7, 9, and 10). S4 has the best probabilistic
prediction in terms of BSS (considering the events “rainfall regime above the median” or “above the upper
quartile”; not shown), the CRPSS (Figure 9), and the ignorance skill score (Figure 10) more often than not. S4 is
clearly an outlier as it is the only forecast system that has skill in terms of CRPSS and ignorance skill score.
Another outlier is the CCSM3, which is the worst forecast system in almost all cases. Two reasons could
explain this behavior in CCSM3 concerning the probabilistic scores: the small number of ensemble members
(six members), which makes its forecasts overconfident, and the low accuracy and large systematic error,
as described above (Figure 7). As in the case of the correlation coefficient, the negative skill of most forecast
systems makes the combinations to perform worse than S4 alone.

5. Summary and Conclusions

A targeted methodology to assess the year-to-year variations of the WAM rainfall variability has been
illustrated in this paper. This method estimates the main regimes of the WAM rainfall using monthly data
averaged over 10°W-10°E covering the latitudes between the equator and 20°N and the period from June to
October. The aim of the longitudinal averaging is to take into account the latitudinal migration and
temporal distribution of the summer rainfall over the WAM region. This approach represents a process-
oriented assessment of both the variability and predictability of the ITCZ-related WAM rainfall. Principal
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component analysis (PCA) is applied on the seasonal evolution diagrams to estimate the leading modes of
the WAM rainfall variability. PCA is performed upon the observations and each forecast system and lead
time separately to take into account the fact that the hindcasts might represent the variability in a way
different to the observations, while this representation also depends on the lead time [Doblas-Reyes et al.,
2003; Philippon et al., 2010]. The spatial patterns (EOFs) and the associated time series (PCs) related to the
leading modes are used to describe the WAM rainfall regimes.

Two observational data sets (GPCP and GPCC) and a large number of quasi-operational forecast systems,
among them the two systems from the EUROSIP initiative and six from the NMME project, are used in this
research. The aim of using two different observational data sets is twofold: first, to assess the observation
uncertainty, and second, to build a statistical model using a data set different from the one used for the
forecast quality assessment. A simple statistical model built in retroactive mode as in an operational
context [Mason and Baddour, 2008] is also used to predict the PCs associated with the Guinean and Sahelian
regimes. Another aim of this research is to combine all the dynamical forecast systems and the statistical
model to provide a single source of forecast information, something needed by the stakeholders
[Doblas-Reyes et al., 2013].

The forecast systems are combined using combination methods with both equal and unequal weights. In the
first case, the predicted mean of each forecast system is averaged assigning equal weights to the

forecast systems (i.e., simple average of the predicted mean). The second way of combining the forecast
systems consists in assigning a larger weight to the systems that have smaller errors. The FA method [Coelho
et al., 2004; Stephenson et al., 2005] is used to assign the weights. Finally, a forecast quality assessment is
performed upon both combinations and forecast systems. Several deterministic and probabilistic
verification scores have been used to take into account the high dimensionality of the forecast quality
assessment [Murphy, 1991; Jolliffe and Stephenson, 2012]. To the best of our knowledge, this work offers

an unprecedented probabilistic evaluation of the seasonal prediction forecast quality of the WAM

rainfall variability.

The main results of this study, which are innovative for the use of a large set of forecast systems and the way
the seasonal variations of the WAM rainfall have been taken into account, are:

1. As in previous studies [Motha et al., 1980; Fontaine et al., 1995; Fontaine and Janicot, 1996; Janicot et al.,
1998; Giannini et al., 2003, 2005; Mohino et al., 2011b; Rodriguez-Fonseca et al., 2011], the two leading
modes of the WAM rainfall variability are associated with the Guinean and Sahelian rainfall regimes.
The Guinean and Sahelian regimes appear in the EOF1 and EOF2, respectively, when data are available
over land and ocean (i.e.,, GPCP and the dynamical forecast systems). The Guinean (Sahelian) regime is
found in the EOF2 (EOF1) when the data are available only over land (GPCP after applying a mask over the
ocean and GPCC). For the common period 1982-2011, the variance explained by the Guinean mode
varies from 29% (GPCP) to 20% (GPCC) and by the Sahelian mode from 31% (GPCP land-only) to 23%
(GPCP) (Table 1).

2. The PCs associated with the Guinean and Sahelian regimes estimated from GPCP are highly correlated
with the ones estimated from GPCC. In addition, the PCs associated with the Guinean and Sahelian
regimes estimated using a more traditional way, i.e., by applying a PCA on the spatial rainfall field, are
highly correlated with the ones used in this study (Figure 5). This suggests that the seasonal variability
does not modify the interannual nature of these regimes and that the substantial observational
uncertainty is not as large as to substantially modify the characteristics of these regimes. The innovative
component of the analysis presented in this paper is that the modes offer information about the intra-
seasonal variations of the rainfall regimes.

3. Most forecast systems capture the main features associated with the Guinean regime (EOF1), that is,
rainfall located south of 10°N and the seasonal northward migration of rainfall. However, they are all
biased and several of the forecast systems simulate the rainfall anomalies in the wrong location. On the
other hand, only a fraction of the forecast systems capture the rainfall signal north of 10°N associated
with the Sahelian regime as observed in the GPCP data set (EOF2).

4. A fraction of the forecast systems have significant positive correlation (i.e, when the lower limit of the
confidence interval is above zero) between the predicted mean and observed PC associated with
the WAM regimes. However, only S4 has significant correlation when predicting both WAM regimes. MF3
performs well when predicting the Guinean regime and GFDL when predicting the Sahelian regime. The
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Figure A1. Correlation coefficient between the Guinean and Sahelian regimes (estimated from the GPCC seasonal evolu-
tion diagram described above) and three ERSSTv3b SST indices: AMO, Nifo3.4, and Atl3. The correlation is computed for
each month of the year and for the period 1951-2011.

deterministic and probabilistic forecast quality assessments show two outliers: S4 and CCSM3. On the one
hand, S4 is clearly the best forecast system for all scoring measures in most occasions. On the other
hand, CCSM3 is clearly the worst system in most cases. Not surprisingly, it is shown that CCSM3 has the
largest rainfall systematic errors over continental West Africa (Figure 3). CCSM3 has been identified as
an outlier when compared to other NMME forecast systems in terms of root mean square error (RMSE) of
tropical SST for September start dates and will be replaced by CCSM4 in the next phase of the NMME
project [Kirtman et al., 2013].

5. The simple statistical model outperforms several state-of-the-art dynamical forecast systems when
predicting the PCs associated with the Guinean and Sahelian regimes (Figure 8). This result emphasizes
the importance of using empirical benchmarks to compare with the dynamical forecast systems, parti-
cularly in an operational context.

6. Combining all forecast systems do not lead to improved forecasts when compared to the best single
forecast system, S4. In fact, S4 is far better than any forecast system when predicting the WAM rainfall
regimes. This suggests that in some occasions, a multimodel approach is not necessarily better than
an especially skillful model that is clearly identified.

Apart from showing that current operational or quasi-operational seasonal forecast systems can skillfully and
reliably predict the interannual variations of the WAM rainfall regimes, which is an important result for the
emerging climate services, the example described here illustrates that not always the SMM should be the
preferred option in seasonal prediction. S4 is clearly the best forecast system when predicting both WAM
rainfall regimes. The equal-weighting combination, with much lower skill than S4, does not improve

the forecast quality of the resulting multimodel. At the same time, the two unequal-weighting combination
approaches used here also do not improve the quality of the predictions with respect to S4. This suggests
that the multimodel approach should not be automatically considered the best option in a prediction
context and that a detailed analysis of the single systems should be carried out in each specific instance.
Furthermore, given the important investment in model and initial condition development undertaken by
ECMWEF, it is clear that multimodel predictions will only improve if a sufficient number of single systems are
continuously improved.

Appendix A

Figure A1 shows the correlation coefficient between indices of the Guinean and Sahelian regimes and
three SST indices for all months of the year for the period 1951-2011. SST indices representing the main
SST variability over several ocean regions are obtained via spatial averaging. These indices represent the main
patterns of climate variability and are widely used as predictive tools in statistical models [Doblas-Reyes
et al., 2013]. The equatorial Pacific, North, and equatorial Atlantic Ocean basins are known to play an
important role on the WAM rainfall variability [Folland et al., 1986; Fontaine and Janicot, 1996; Fontaine
et al., 1998; Joly and Voldoire, 2009, 2010; Mohino et al., 2011a, 2011b; Rodriguez-Fonseca et al., 2011].
Therefore, the Nif03.4 (SST anomalies averaged over 170°W-120°W and 5°S-5°N) [Trenberth, 1997], the
Atlantic Multidecadal Oscillation (AMO; SST anomalies averaged over 80°W-0°W and 0°-60°N minus global
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SSTanomalies over 60°S-60°N) [Trenberth and Shea, 2006], and the Atlantic 3 (Atl3; SSTanomalies averaged
over 20°W-0°W and 3°S-3°N) [Zebiak, 1993] indices are used. The SST over other regions, such as in the
Mediterranean basin that might also play a role on the WAM rainfall variability [Fontaine et al., 2010], is not
taken into account for the sake of simplicity. The correlation between the rainfall regimes and the SST
indices is computed using the period 1951-2011. The Nifl03.4 SST index is not well correlated either with
the Guinean or the Sahelian regime (the maximum absolute correlation values are 0.31 and 0.25,
respectively). This might be either because the Nifi03.4-WAM rainfall relationship is not stationary [Mohino
et al., 2011b; Rodriguez-Fonseca et al., 2011] or because not all ENSO events can be linked to WAM rainfall
anomalies [Joly and Voldoire, 2009]. The time series associated with the AMO (black line) and the Atl3
(blue line) are almost of opposite sign when comparing the Guinean (left) and the Sahelian (right) regimes.
As shown previously, there is positive correlation between the Atl3 and the Guinean regime [Joly and
Voldoire, 2010] and the AMO and the Sahelian regime [Mohino et al., 2011a; Rodriguez-Fonseca et al., 2011].
Therefore, we used the Atl3 and the AMO as predictors for the Guinean and Sahelian regimes, respectively.
The PCs associated with the WAM rainfall regimes are computed for the target months between June
and October (see section 2 for detailed information) and, as a consequence, only the months prior to June
of the target year may be considered as predictors when trying to mimic an operational forecasting
approach. Figure A1 shows that the best predictor for the Guinean regime is the Atl3 of May of the
target year while the best predictor for the Sahelian regime is the AMO of December of the year prior to
the target year.
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