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A FUNDAMENTAL THEOREM FOR SUBMANIFOLDS OF

MULTIPRODUCTS OF REAL SPACE FORMS

MARIE-AMÉLIE LAWN AND JULIEN ROTH

Abstract. We prove a Bonnet theorem for isometric immersions of submanifolds into the
products of an arbitrary number of simply connected real space forms. Then, we prove the

existence of associated families of minimal surfaces in such products. Finally, in the case of

S2×S2, we give a complex version of the main theorem in terms of the two canonical complex
structures of S2 × S2.

1. Introduction

It is a classical problem of submanifold theory to determine when a Riemannian manifold (Mn, g)
can be immersed into a fixed Riemannian manifold (M̄n+p, ḡ). The well-known Gauss, Ricci and
Codazzi equations relate the intrinsic and extrinsic curvatures, and any submanifold of any Rie-
mannian manifold must satisfy them. Conversely, the classical Bonnet theorem [1] states that on
a surface, given first and second fundamental forms satisfying the Gauss and Codazzi equations,
this surface is locally embeddable into the Euclidean 3-space R3. This result can be generalized
to higher codimension [10], and the classical Fundamental Theorem of Submanifolds states that,
in fact, the Gauss, Codazzi and Ricci equations are necessary and sufficient conditions for a Rie-
mannian n-dimensional manifold to admit a (local) immersion into a space of constant sectional
curvature of dimension n+ d.
If the ambient space is not of constant sectional curvature, proving fundamental theorems is tech-
nically difficult and there are few results known. Moreover, the Gauss, Codazzi and Ricci equa-
tions are in general not sufficient anymore and other conditions are required in order to produce
the immersion. In [3], Daniel gave such a characterization for surfaces in the three-dimensional
Thurston geometries with four-dimensional isometry groups, by computing the Christoffel sym-
bols explicitly and using the technique of Cartan moving frames. In higher dimensions, he also
stated in [2] necessary and sufficient conditions for an n-dimensional Riemannian manifold to
be isometrically immersible into the products Sn × R and Hn × R, also using the moving frame
technique. This allowed him to study the existence of associated families in the case of minimal
surfaces. This result was later generalized by the second author [9] in the case where the ambient
space is a Lorentzian product. Very recently, Ortega and the first author [7] proved fundamental
theorems characterizing immersions of hypersurfaces into (quasi-)Einstein manifolds, specifically
Robertson-Walker warped products. These spaces play an important role in standard models
of cosmology, arising as solutions of the non-vacuum Einstein equations, and have therefore
a great importance in Lorentzian geometry. As an application, conditions were obtained for
3-dimensional hypersurfaces in Robertson-Walker spacetimes to be foliated by surfaces whose
mean curvature vector is either lightlike or zero (including maximal surfaces, marginally outer
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trapped surfaces (MOTS), and mixed cases), hence providing an helpful tool for the study of
horizons on Robertson-Walker spacetimes with spacelike or timelike causal character, including
marginally outer trapped tubes.
Extending the result of [2], Kowalczyk and Lira-Tojeiro-Vitório proved independently in [6] and
[8] the existence and uniqueness of isometric immersions in a product of two spaces forms of
constant sectional curvature. In this paper we generalize their result to immersions into multi-
products P̃ = M1 × · · · ×Mm of real space form of arbitrary dimension and arbitrary sectional
curvature. The key idea is to use the projections πi, i ∈ 1, . . . ,m into each of the factors of the
product. Each projection induces then two operators on the tangent bundle and two operators
on the normal bundle of the submanifold satisfying some properties and some compatibility
equations which can be deduced from the Gauss and Weingarten formulas of the immersion. We
prove that, conversely, these conditions together with the Gauss, Codazzi and Ricci equations
are necessary and sufficient conditions to immerse a Riemannian manifold isometrically into such
an ambient space.
As an application we then prove the existence of a one-parameter associated family of isometric
immersions for minimal surfaces in multiproducts. Finally we consider the special case where
the ambient space is S2 × S2 and give a complex version of our fundamental theorem in terms
of the induced complex structures.
The authors want to thank F. Torralbo for helpful discussions.

2. Multiproducts of space forms and their submanifolds

We consider the product space (P̃ = M1 × · · · ×Mm, g̃ = g1 ⊕ · · · ⊕ gm) where (Mi, gi) is the
simply connected real space form of dimension ni and constant sectional curvature ci. Moreover,
without loss of generality, we assume that ci 6= 0 for i ∈ {1, · · · ,m−1} and that cm may possibly
be zero. We denote by πi the projection of any tangent vector X on TMk. These projections
satisfy the following relations

g̃(πiX,Y ) = g̃(X,πiY ) for any X,Y ∈ Γ(TP ),
πi ◦ πi = πi,
πi ◦ πj = 0 if i 6= j,

∇̃πi = 0,
rank(πi) = ni,∑m
i=1 πi = IdTP̃ .

Moreover, the curvature tensor of P̃ is given by

R̃(X,Y )Z =

m∑
i=1

ci
[
〈πiY, πiZ〉πiX − 〈πiX,πiZ〉πiY

]
.(1)

Now, we consider a Riemannian manifold (Mn, g) isometrically immersed into P̃ . We denote by
NM the normal bundle and by ∇⊥ the normal connection and by B : TM × TM −→ NM the
second fundamental form. For any ξ ∈ NM , Aξ is the Weingarten operator associated to ξ and
defined by g̃(AξX,Y ) = g̃(B(X,Y ), ξ), with X,Y vectors tangent to M .
For any i ∈ {1, · · · ,m}, the projection πi induces the existence of the following four operators
fi : TM → TM , hi : TM → NM , si : NM → TM and ti : NM → NM , such that

πiX = fiX + hiX and πiξ = siξ + tiξ.(2)
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From the symmetry of the πi, we obtain that, for any i ∈ {1, · · · ,m}, fi and ti are symmetric
and for any X ∈ Γ(TM) and ξ ∈ Γ(NM)

(3) g̃(hiX, ξ) = g̃(X, siξ).

In addition, from the fact that

m∑
i=1

πi = IdTP̃ , we get the following identities

(4)

m∑
i=1

fi = IdTM ,

m∑
i=1

ti = IdE ,

m∑
i=1

si = 0 and

m∑
i=1

hi = 0.

Moreover, we have the following relations between these operators coming from the fact that
πi ◦ πj = δji πi

fi ◦ fj + si ◦ hj = δji fi,(5)

ti ◦ tj + hi ◦ sj = δji ti,(6)

fi ◦ sj + si ◦ tj = δji si,(7)

hi ◦ fj + ti ◦ hj = δji hi,(8)

where δji is the classical Kronecker symbol, that is, 1 if i = j and 0 if i 6= j. Moreover, from the
fact that πi is parallel, we deduce easily that for any X,Y ∈ TM and ξ ∈ NM , we have

∇X(fiY )− fi(∇XY ) = AhiYX + si(B(X,Y )),(9)

∇⊥X(hiY )− hi(∇XY ) = ti(B(X,Y ))−B(X, fiY ),(10)

∇⊥X(tiξ)− ti(∇⊥Xξ) = −B(siξ,X)− hi(AξX),(11)

∇X(siξ)− si(∇⊥Xξ) = −fi(AξX) +AtiξX.(12)

Finally, from the expression for the curvature tensor R̃, we get the following Gauss, Codazzi and
Ricci equations

(G) R(X,Y )Z =

m∑
i=1

ci

[
〈fiY,Z〉 fiX − 〈fiX,Z〉 fiY

]
+AB(Y,Z)X −AB(X,Z)Y,

(C) (∇XB)(Y,Z)− (∇YB)(X,Z) =

m∑
i=1

ci

[
〈fiY,Z〉hiX − 〈fiX,Z〉hiY

]
,

(R) R⊥(X,Y )ξ =

m∑
i=1

ci

[
〈hiY, ξ〉hiX − 〈hiX, ξ〉hiY

]
+B(AξY,X)−B(AξX,Y ).

3. Main result

Now, conversely, consider (Mn, g) a Riemannian manifold and E a d-dimensional vector bundle
over M endowed with a metric g and a compatible connection ∇. Moreover, let B : TM ×
TM −→ E be a symmetric (2, 1)-tensor and fi : TM −→ TM , hi : TM −→ E and ti : E −→ E
be some (1, 1)-tensors for i ∈ {1, · · · ,m}. We define si as the dual of hi with respect to the
metrics g̃ := g ⊕ g on TM ⊕ E, that is, for any X ∈ TxM and ξ ∈ Ex,

gx(hiX, ξ) = gx(X, siξ).
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Finally, for any ξ ∈ Γ(E), we define Aξ by

〈AξX,Y 〉 = 〈B(X,Y ), ξ〉,
for any X,Y ∈ Γ(TM). Following the discussions of Section 2, we introduce now the following
natural definition.

Definition 3.1. We say that (M, g,E, g,∇, B, fi, hi, ti) satisfies the compatibility equations for

the multiproduct P̃ = M1 × · · · ×Mm if

i) fi and ti are symmetric for any i ∈ {1, · · · ,m},
ii) for any i ∈ {1, · · · ,m}, Equations (4)-(11) are satisfied, that is,

m∑
i=1

fi = IdTM ,

m∑
i=1

ti = IdE ,

m∑
i=1

si = 0 and

m∑
i=1

hi = 0

fi ◦ fj + si ◦ hj = δji fi,

ti ◦ tj + hi ◦ sj = δji ti,

fi ◦ sj + si ◦ tj = δji si,

hi ◦ fj + ti ◦ hj = δji hi,

∇X(fiY )− fi(∇XY ) = AhiYX + si(B(X,Y )),

∇X(hiY )− hi(∇XY ) = ti(B(X,Y ))−B(X, fiY ),

∇X(tiξ)− ti(∇Xξ) = −B(siξ,X)− hi(AξX),

iii) the rank of πi is ni for any i ∈ {1, · · · ,m} and
∑m
i=1 ni = n+ p,, and

iv) the Gauss, Ricci and Codazzi equations (G), (C) and (R) are satisfied. Namely for any
X,Y, Z ∈ Γ(TM) and any ξ ∈ Γ(E),

R(X,Y )Z =

m∑
i=1

ci

[
〈fiY,Z〉 fiX − 〈fiX,Z〉 fiY

]
+AB(Y,Z)X −AB(X,Z)Y,

(∇XB)(Y, Z)− (∇YB)(X,Z) =

m∑
i=1

ci

[
〈fiY, Z〉hiX − 〈fiX,Z〉hiY

]
,

R(X,Y )ξ =

m∑
i=1

ci

[
〈hiY, ξ〉hiX − 〈hiX, ξ〉hiY

]
+B(AξY,X)−B(AξX,Y ),

where R is the curvature associated with the connection ∇.

We can now state the main result of the paper.

Theorem 3.2. Let (Mn, g) be a simply connected Riemannian manifold and E a d-dimensional
vector bundle over M endowed with a metric g and a compatible connection ∇⊥. Moreover, let
B : TM × TM −→ E be a symmetric (2, 1)-tensor and fi : TM −→ TM , hi : TM −→ E and
ti : E −→ E be some (1, 1)-tensors for i ∈ {1, · · · ,m}. If (M, g,E, g,∇, B, fi, hi, ti) satisfies the

compatibility equations for the multiproduct P̃ = M1 × · · · ×Mm then, there exists an isometric

immersion ϕ : M −→ P̃ such that the normal bundle of M for this immersion is isomorphic
to E and such that the second fundamental form, the normal connection and the projections on

each factor of T P̃|M are given by B , ∇ and (fi, hi, ti) respectively. Precisely, there exists a

vector bundle isometry ϕ̃ : E −→ (ϕ(M))⊥ so that

πi(ϕ∗X) = ϕ∗(fiX) + Φ(hiX),
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πi(ϕ̃ξ) = ϕ∗(siX) + Φ(tiξ),

IIf = ϕ̃ ◦B,

∇⊥ϕ̃ = ϕ̃∇.
Moreover, this isometric immersion is unique up to an isometry of P̃ .

Our approach to prove this theorem is not based on the moving frame technique, but is in the
spirit of [6] and uses techniques introduced in [4] and [5].

Proof: We give the proof for the case cm 6= 0, the case cm = 0 can be proved analo-
gously with minor changes. First, for any i ∈ {1, . . . ,m}, let us denote by Ei a trivial line
bundle over M equipped with the Euclidean metric, if ci > 0, and minus the Euclidean metric,
if ci < 0. We consider the vector bundle F over M,

F = TM ⊕ E
m
⊕
i=1

Ei,

defined by the orthogonal Withney sum of Riemannian vector bundles. We denote by g̃ the
metric over F obtained from g, g and the metrics on each Ei. For any i ∈ {1, . . . ,m}, we
consider a section ξi of Ei such that g̃(ξi, ξi) = 1

ci
. We introduce now the following connection

on F , denoted by D

DXY = ∇XY +B(X,Y )−
m∑
i=1

cig(fiX,Y )ξi,

DXν = ∇⊥Xν −AνX −
m∑
i=1

cig(hiX, ν)ξi,

DXξi = fiX + hiX,

for any vector fields X,Y tangent to M and any section ν of E.

Lemma 3.3. The connection D is compatible with the metric g̃.

Proof: This comes easily from the definition. Let X,Y, Z ∈ Γ(TM), ν, η ∈ Γ(E). We have

Xg̃(Y,Z) = Xg(Y, Z)

= g(∇XY,Z) + g(Y,∇XZ)

= g̃(DXY,Z) + g̃(Y,DXZ),

since the tangential parts of DXY and DXZ are ∇XY and ∇XZ respectively. Similarly, we
have

Xg̃(ν, η) = Xg(ν, η)

= g(∇⊥Xν, η) + g(ν,∇⊥Xη)

= g̃(DXν, η) + g̃(ν,DXη),

since the normal parts of DXν and DXη are ∇⊥Xν and ∇⊥Xη respectively. Moreover, we have

Xg̃(ξi, ξj) = 0

= g̃(fiX + hiX, ξj) + g̃(ξi, fjX + hjX)

= g̃(DXξi, ξj) + g̃(ξi, DXξj).
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Finally for mixed terms, we have

Xg̃(ξi, Y ) = 0

= g(fiX,Y )− cig̃(ξi, ξi)g(fiX,Y )

= g̃(fiX + hiX,Y ) + g̃

(
ξi,∇XY +B(X,Y )−

m∑
i=1

cig(fiX,Y )ξi

)
= g̃(DXξi, ξj) + g̃(ξi, DXξj),

and

Xg̃(ξi, ν) = 0

= g(hiX, ν)− cig̃(ξi, ξi)g(hiX, ν)

= g̃(fiX + hiX, ν) + g̃

(
ξi,∇⊥Xν −AνX −

m∑
i=1

cig(hiX, ν)ξi

)
= g̃(DXξi, ν) + g̃(ξi, DXν).

By bilinearity, we get the property for any sections α and β of F . �

Now, we consider the curvature tensor associated with the connection D, denoted by
RD and defined by RD(X,Y ) = DXDY −DYDX −D[X,Y ]. We can prove the following

Lemma 3.4. The connection D is flat, that is, RD = 0.

Proof: Let X,Y, Z ∈ Γ(TM) and ν ∈ Γ(E). We will prove that RD(X,Y )Z = 0, RD(X,Y )ν =
0 and RD(X,Y )ξi = 0 for any i ∈ {1, · · · ,m}. Then by linearity of the curvature RD in its
third argument, we will get that RD = 0. First, we have

DXDY Z = ∇X∇Y Z +B(X,∇Y Z)−
m∑
i=1

cig(fiX,∇Y Z)ξi +∇⊥XB(Y, Z)−AB(Y,Z)X

−
m∑
i=1

ci

[
g(B(Y,Z), hiX)ξi + (fiX + hiX) + g(∇XfiY,Z)ξi + g(fiY,∇XZ)ξi

]
.

Therefore, we get

RD(X,Y )Z = R(X,Y )Z −
m∑
i=1

ci

[
g(fiY,Z)fiX − g(fiX,Z)fiY

]
−AB(Y,Z)X +AB(X,Z)Y

+(∇XB)(Y,Z)− (∇YB)(X,Z)−
m∑
i=1

ci

[
g(fiY, Z)hiX − g(fiX,Z)hiY

]
−

m∑
i=1

ci

[
g
(
(∇Xfi)Y −AhiYX + siB(X,Y ), Z

)]
−

m∑
i=1

ci

[
g
(
(∇Y fi)X −AhiXY + siB(X,Y ), Z

)]
= 0
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by using the Gauss equation (first line), the Codazzi equation (second line) and equation (9)
(third and fourth lines). Similarly, we have

DXDY Zν = ∇⊥X∇⊥Y ν −∇XAνY −B(X,AνY )−A∇⊥XνY

+

m∑
i=1

ci

[
g(fiX,AνY )ξi + g(ν, hiY )(fiX + hiX)

]
−

m∑
i=1

ci

[
g(∇⊥Y ν, hiX)− g(∇⊥Xν, hiY )g(ν,∇⊥XhiY )

]
.

And hence,

RD(X,Y )ν = R⊥(X,Y )ν −B(X,AνY ) +B(Y,AνX)−
m∑
i=1

ci

[
g(hiY, ν)hiX − g(hiX, ν)hiY

]
+∇YAνX +A∇⊥Y νX −∇XAνY −A∇⊥XνY −

m∑
i=1

ci

[
g(hiY, ν)fiX − g(hiX, ν)fiY

]
+

m∑
i=1

ci

[
g(fiX,AνY )− g(ν, (∇Y hi)X) + g(tiB(X,Y ), ν)

]
+

m∑
i=1

ci

[
g(fiY,AνX)− g(ν, (∇Xhi)Y ) + g(tiB(X,Y ), ν)

]
.

The first line in the right hand side vanishes due to Ricci equation. The second line vanishes by
Codazzi equation and the third and fourth lines vanish by using equation (10). Finally, for any
i ∈ {1, · · · ,m}, we have

DXDY ξj = ∇XfjY +B(X, fjY )−
m∑
i=1

cig(fiX, fiY )ξi

+∇⊥XhjY −AhjYX −
m∑
i=1

cig(hiX,hiY )ξi.

Hence,

RD(X,Y )ξj = (∇Xfj)Y −AhjYX − sjB(X,Y )− (∇Y fj)X +AhjXY + sjB(X,Y )

∇⊥XhjY +B(X, fjY )− tjB(X,Y )−∇⊥Y hjX −B(Y, fjX)− tjB(X,Y )

= 0

by equations (9) and (10). Thus, we get that the connection D is flat. �

We define now for any i ∈ {1, · · · ,m} the map πi : F −→ F by

πiX = fiX + hiX,

πiν = siν + tiν,

πiξj = δji ξj ,

for any X ∈ Γ(TM) and any ν ∈ Γ(E). We have the following properties

Lemma 3.5. For any i ∈ {1, · · · ,m}, the map πi is symmetric with respect to g̃, parallel with
respect to D and

(1) πi ◦ πi = πi,
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(2)
∑m
i=1 πi = IdF .

Proof: The symmetry is clear because of the symmetry of fi, ti and the fact that si is the dual
of hi. The fact that πi is D-parallel comes from the definition of D and equations (5) to (12).
Indeed, we have for X,Y ∈ Γ(TM),

(DXπi)Y = DX(πiY )− πi(DXY )

= DX(fiY + hiY )− πi

(
∇XY +B(X,Y )−

m∑
k=1

ckg(fkX,Y )ξk

)

= ∇X(fiY ) +B(X, fiY )−
m∑
k=1

ckg(fkX, fiY )ξk

+∇X(hiY )−AhiYX −
m∑
k=1

ckg(hkX,hiY )ξk

−fi(∇XY ) + hi(∇XY )− siB(X,Y )− tiB(X,Y ) + cig(fiX,Y )ξi.

By the use of equations (9) and (10), we get

(DXπi)Y = cig(fiX,Y )ξi −
m∑
k=1

ck

[
g(fkX, fiY ) + g(hkX,hiY )ξk

]
= cig(fiX,Y )ξi −

m∑
k=1

ck

[
g(fi ◦ fkX + si ◦ hkX,Y )

]
= 0,

since, by (5), we have fi ◦ fk + si ◦ hk = δki fi. The computations are analogous for a section ν
of E or for one of the ξi.
The relation πi ◦ πi = πi is obvious from the definition of πi and relations (5) to (8). Finally,
we get immediately that

∑m
i=1 πi = IdF from the definition and assumption (4). �

We consider the subsets F i of F defined by

F i =
{
α ∈ F | πjα = δjiα for any j ∈ {1, · · · ,m}

}
.

Note that, since the πi are symmetric, then the subbundles F i are orthogonal with respect to g̃.
We finally need a last lemma

Lemma 3.6. For any i ∈ {1, · · · ,m}, there exists orthonormal ni + 1 parallel sections
σi1, · · · , σini+1 of F i.

Proof: Let p be a point of M . For any i ∈ {1, · · · ,m}, let {vi1, · · · , vin1+1} be an orthonormal
basis of F pi , which is of dimension ni + 1 by the assumption on the rank of πi. Moreover, since

ξi clearly belongs to Fi, we can choose v1
i =

√
|ci|ξ1(p). Thus, we have g̃(vi1, v

i
1) = sign(ci) and

g̃(vik, v
i
k) = 1 for k ∈ {2, · · · , ni + 1}. Since the F i are orthogonal, the set of all vki forms an

orthogonal basis of Fp. Now, since the connection D is flat and M is simply connected, then for
any i ∈ {1, · · · ,m} there exists a family of parallel sections σi1, · · · , σini+1, such that σik(p) = vik.
Moreover, since D is compatible with the metric g̃, then the sections are orthonormal. Finally,
since the maps π are D-parallel, then, for any i ∈ {1, · · · ,m} and any k ∈ {1, · · · , ni + 1},
πi(σ

i
k) = σik, that is σik is a section of F i. This concludes the proof of the lemma. �
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We will construct now the isometric immersion from M into P̃ . For this, we consider
the following functions. For i ∈ {1, · · · ,m} and k ∈ {1, · · · , ni + 1}, let ϕik be defined by

ϕik = g̃(σik, ξi).

The candidate for the isometric immersion is

ϕ : M −→ E1 × · · · × Em,

where Ei is the Euclidean space Rni+1 if ci > 0 and the Minkowski space Lni+1 if ci < 0. We

will show that the map ϕ goes into P̃ ⊂ E1 × · · · × Em and satisfies all the properties stated in
Theorem 3.2.
First, we have

1

ci
= g̃(ξi.ξi) =

ni+1∑
k=1

g̃(ξi, σ
i
k)2 g̃(σik, σ

i
k)

= sign(ci)g̃(ξi, σ
i
1)2 +

ni+1∑
k=2

g̃(ξi, σ
i
k)2

= sign(ci)(ϕ
i
1)2 +

ni+1∑
k=2

(ϕik)2.

Thus, we get that (ϕi1, · · · , ϕini+1) ∈ Mi, the ni-dimensional simply connected space form of

curvature ci, and so, ϕ(M) lies in P̃ .
Now, we will show that ϕ is an immersion. For this, let p ∈M and v ∈ TpM so that ϕ∗(v) = 0.
From the definition of ϕ, the fact that ϕ∗(v) = 0 implies

g̃(σik(p), πiv) = g̃(vik, πiv) = 0,

for any i ∈ {1, · · · ,m} and k ∈ {1, · · · , ni + 1}. Since, for any i, {vik} is an orthonormal basis
of F ip, we get that πiv = 0. Moreover, from Lemma 3.5,

∑m
i=1 πi = IdF , then v = 0. This holds

for any p and any v, so we get that ϕ is an immersion.
Moreover, for v, w ∈ TpM , we have

〈ϕ∗(v), ϕ∗(w)〉 =

m∑
i=1

(
sign(ci)g̃(σi1, πiv)g̃(σi1, πiw) +

ni+1∑
k=2

g̃(σik, πiv)g̃(σik, πiw)

)

=

m∑
i=1

g̃(πiv, πiw)

= g̃(v, w),

where 〈·, ·〉 is the (pseudo)-Euclidean metric on E1×· · ·×Em. Hence, ϕ is an isometric immersion

from M into P̃ .
Now, we define the following bundle isomorphism

Φ : F −→ T (E1 × · · · × Em)|ϕ(M),
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by Φ(σik) = eik, where {ei1, · · · , eini+1} is the canonical frame of TEi restricted to ϕ(M). For
X ∈ Γ(TM), we have

Φ(X) =

m∑
i=1

ni+1∑
k=1

g̃(X,σik)eik

=

m∑
i=1

ni+1∑
k=1

g̃(πiX,σ
i
k)eik

= ϕ∗(X).

Moreover, for any i ∈ {1, · · · ,m}, we have

Φ(ξi) =

ni+1∑
k=1

g̃(ξi, σ
i
k)eik. =

ni+1∑
k=1

ϕike
i
k.

Hence, Φ(ξi) is the normal direction of Mi in Ei. Since Φ is an isometry of the fibers, we deduce

that Φ(E) is the normal bundle T⊥ϕ(M) of ϕ(M) in P̃ . We denote by ϕ̃ the restriction of Φ to
E. It is clear that ϕ̃ is an isomorphism of vector bundles between E and T⊥ϕ(M).
Since Φ sends the orthonormal parallel sections {σik} of F onto the orthonormal parallel sections
{eik} of E1 × · · · × Em, we have

(13) Φ(DXY ) = ∇0
ϕ∗(X)ϕ∗(Y ),

(14) Φ(DXν) = ∇0
ϕ∗(X)ϕ̃(ν),

(15) Φ(DXξi) = ∇0
ϕ∗(X)Φ(ξi),

where ∇0 is the Levi-Civita connection of E1 × · · · × Em.
For any i ∈ {1, · · · ,m}, we define the map π̃i = Φ ◦ πi ◦ Φ−1. From this definition, it is clear

that π̃i(e
j
k) = δji e

j
k. Then, it follows that the maps π̃i are symmetric, parallel along ϕ(M) and

satisfy π̃i ◦ π̃j = δji π̃i and
∑m
i=1 π̃i = IdT (E1×···×Em). Thus, it is clear that these maps are the

restrictions on ϕ(M) of the projections on each factor TEi of T (E1 × · · · × Em).
Moreover, from the definition of π̃i, we deduce immediately that

π̃i(ϕ∗X) = ϕ∗(fiX) + Φ(hiX),

and
π̃i(Φξ) = ϕ∗(siX) + Φ(tiξ).

Indeed, we have

π̃i(ϕ∗X) = Φ(πi(X)) = Φ(fiX + hiX) = ϕ∗(fiX) + ϕ̃(hiX),

and
π̃i(ϕ̃(ν)) = Φ(πi(ν)) = Φ(siν + hiν) = ϕ∗(siν) + ϕ̃(tiν).

Finally, we will prove that the second fundamental form is given by B and the normal connection
is given by ∇. From Equation (13), we have

∇0
ϕ∗(X)ϕ∗(Y ) = Φ(DXY )

= Φ(∇XY +B(X,Y )−
m∑
i=1

cig(fiX,Y )ξi)

= ϕ∗(∇XY ) + ϕ̃(B(X,Y ))−
m∑
i=1

cig(fiX,Y )Φ(ξi).
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Then the normal part in T P̃ is ϕ̃(B(X,Y )), which implies that the second fundamental form of
the immersion ϕ is ϕ̃ ◦B. Moreover, from Equation (14), we have

∇0
ϕ∗(X)ϕ̃(ν) = Φ(DXν)

= Φ(∇Xν −AνX −
m∑
i=1

cig(hiX, ν)ξi)

= ϕ̃(∇Xν) + ϕ∗(AνX)−
m∑
i=1

cig(hiX, ν)Φ(ξi).

Thus, the normal part in T P̃ is ϕ̃(∇Xν) and we deduce that ∇⊥X ϕ̃(ν) = ϕ̃(∇Xν). Then, we get

∇⊥ϕ̃ = ϕ̃∇. This concludes the proof of the existence in Theorem 3.2.

Now, we will prove the uniqueness of this isometric immersion up to an isometry of P̃ .
This follows directly from the following proposition.

Proposition 3.7. Let ϕ,ϕ′ : M −→ P̃ be two isometric immersions with respective normal
bundles E,E′ and second fundamental forms B,B′. Let fi, hi and f ′i , h

′
i be the (1, 1)-tensors

defined by (2) for ϕ and ϕ′ respectively. Assume that

i) fiX = f ′iX for any i ∈ {1, · · · ,m} and X ∈ Γ(TM),
ii) there exists an isometry of vector bundles φ : E −→ E′ so that

φ(hiX) = h′iX,

φ(B(X,Y )) = B′(X,Y ),

φ(∇Xν) = ∇′Xφ(ν),

for any i ∈ {1, · · · ,m}, X,Y ∈ Γ(TM) and ν ∈ E.

Then, there exists an isometry α of P̃ such that ϕ′ = α ◦ ϕ and α∗|E = φ.

Proof: We give the complete proof for cm 6= 0, the case cm can be proven with a minor
modification.
As previously, we denote by {eik}, for i ∈ {1, · · · ,m} and k ∈ {1, · · · , ni+1} the canonical frame
of E1× · · · ×Em. Hence, we denote by ϕik and (ϕ′)ik the components of ϕ and ϕ′ respectively in
the frame {eik}. We consider the map G : M −→ GL(E1 × · · · × Em) defined by

Gp(ϕ∗(X)) = ϕ′∗(X),

Gp(ν) = φ(ν),

Gp(ξi) = ξ′i,

for any i ∈ {1, · · · ,m}, X,Y ∈ Γ(TM) and ν ∈ E, and where ξi and ξ′i are defined by

ξi =

ni+1∑
k=1

ϕike
i
k

and

ξ′i =

ni+1∑
k=1

(ϕ′)ike
i
k.

We will show that the map G is constant, that is, that it does not depend on the point p. First
of all, we remark that for any i and any X ∈ Γ(TM), we have ∇0

Xξi = πi(ϕ∗(X)), where πi
is the projection on TEi and ∇0 is the Levi-Civita connection of E1 × · · · × Em. Now, we will
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show that ∇0G = 0, or equivalently that ∇0
X(G(V )) − G(∇0

XV ) = 0 for any X ∈ Γ(TM) and
V ∈ Γ(T (E1 × · · · × Em)|ϕ(M)).
First, for V ∈ ϕ∗(TM), that is, V = ϕ∗(Y ) with Y tangent to M , we have

∇0
X(G(ϕ∗(Y )))−G(∇0

Xϕ∗(Y )) = ∇0
Xϕ
′
∗(Y )−G(ϕ∗(∇XY ) +B(X,Y ))

+

m∑
i=1

cig(fi(X), Y )ξ′i

= ϕ′∗(∇XY ) +B′(X,Y )−
m∑
i=1

cig(f ′i(X), Y )ξ′i

−G(ϕ∗(∇XY ) +B(X,Y )) +

m∑
i=1

cig(fi(X), Y )ξ′i

= 0,

since, by assumption, fiX = f ′iX and φ(B(X,Y )) = B′(X,Y ). Now, if ν ∈ E, we have

∇0
X(G(ν))−G(∇0

Xν) = −A′φ(ν)X +∇′Xφ(ν)−
m∑
i=1

cig̃(φ(ν), h′i(X))ξ′

−G

(
−AνX +∇Xν −

m∑
i=1

cig̃(φ(ν), hi(X))ξ

)
= 0,

since by assumption, φ(B(X,Y )) = B′(X,Y ), φ(hiX) = h′iX and φ(∇Xν) = ∇′Xφ(ν).
Finally, we have

∇0
X(G(ξ))−G(∇0

Xξ) = πi(ϕ
′
∗(X))−G(πi(ϕ∗(X)))

= ϕ′∗(f
′
iX) + h′iX −G(ϕ∗(fiX) + hiX)

= 0,

since fiX = f ′iX and φ(hiX) = h′iX.
Hence, we get that the map G is constant along M . �

Uniqueness up to rigid motion is proved, which concludes the proof of Theorem 3.2.
�

4. Associated families of minimal surfaces and pluriminimal Kälher hypersufaces

In this section, we use Theorem 3.2 to prove the existence of associated families of minimal

surfaces into the multiproduct P̃ .
Let (Σ, g) be an oriented Riemannian surface. We denote by J its complex structure, that is,
the rotation of angle π

2 on TM . For any θ ∈ R, we set Rθ = cos(θ)I + sin(θ)J . Remark, that
Rθ is parallel. First, we have the following proposition.

Proposition 4.1. Assume that (Σ, g, E, g,∇, B, fi, hi, ti) satisfies the compatibility equation for

P̃ and that B is trace-free for any ξ ∈ E, then (Σ, g, E, g,∇, Bθ, fi,θ, hi,θ, t,θ) also satisfies the



A FUNDAMENTAL THEOREM FOR SUBMANIFOLDS OF MULTIPRODUCTS OF REAL SPACE FORMS 13

compatibility equations for P̃ , where

Bθ(X,Y ) = B(RθX,Y ),

fi,θ = Rθ ◦ fi ◦ R−1
θ ,

hi,θ = hi ◦ R−1
θ ,

ti,θ = ti.

Moreover, Bθ is also trace-free for any ξ ∈ E.

Proof: First, from the definition of fi,θ, hi,θ and ti,θ and the fact that

fi ◦ fj + si ◦ hj = δji fi,

ti ◦ tj + hi ◦ sj = δji ti,

fi ◦ sj + si ◦ tj = δji si,

hi ◦ fj + ti ◦ hj = δji hi,

we get immediately that fi,θ and ti,θ are symmetric and

fi,θ ◦ fj,θ + si,θ ◦ hj,θ = δji fi,θ,

ti,θ ◦ tj,θ + hi,θ ◦ sj,θ = δji ti,θ,

fi,θ ◦ sj,θ + si,θ ◦ tj,θ = δji si,θ,

hi,θ ◦ fj,θ + ti,θ ◦ hj,θ = δji hi,θ.

It is also clear that with this definition, the rank of πi,θ is the same that the rank of πi and that

m∑
i=1

fi,θ = IdTM ,

m∑
i=1

ti,θ = IdE and

m∑
i=1

hi,θ = 0.

Now, we will show that analogues of Equations (5)-(7) are satisfied for
(Σ, g, E, g,∇, Bθ, fi,θ, hi,θ, t,θ). First, we have for X,Y tangent to Σ

∇Xfi,θY − fi,θ(∇XY ) = ∇X(RθfiR−1
θ Y )−RθfiR−1

θ (∇XY )

= Rθ∇X(fiR−1
θ Y )−RθfiR−1

θ (∇XY ),

since Rθ is parallel. Moreover, using (5), we get

∇Xfi,θY − fi,θ(∇XY ) = RθAhi(R−1
θ Y )X +Rθsi

(
B(X,R−1

θ Y )
)

+RθfiR−1
θ (∇XY )−Rθfi(∇XR−1

θ Y )

= Aθhi,θYX + si,θ (Bθ(X,Y )) ,

which is the desired equation. The two other equations can be shown in a similar way.
Finally, we prove that Gauss, Codazzi and Ricci equations are also fulfilled.
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First we consider the Gauss equation. We notice that, for a surface, we have

m∑
i=1

ci

[
〈fi,θY,Z〉 fi,θX − 〈fi,θX,Z〉 fi,θY

]
+AθBθ(Y,Z)X −AθBθ(X,Z)Y

=

m∑
i=1

ci

[
RθfiR−1

θ X ∧RθfiR−1
θ Y

]
Z + detAθ

=

m∑
i=1

ci detRθfiR−1
θ + detAθ =

m∑
i=1

ci det fi + detA = R(X,Y )Z

since determinants are invariant under rotations. Hence Gauss equation is satisfied.

Let ∇̃XAνθ = ∇XAνθY −Aνθ∇XY −Aνθ∇⊥XνY . Considering now Codazzi equation, we have, using

the property of hi,

(∇̃XAνθ )Y − (∇̃YAνθ )X = Rθ
[
(∇̃XAν)Y − (∇̃YAν)X

]
= Rθ

m∑
i=1

ci

[
fiY 〈X, siν〉 − fiX 〈Y, siν〉

]

= Rθ
m∑
i=1

cifi(X ∧ Y )siν =

m∑
i=1

ciRθfi(X ∧ Y )R−1
θ Rθsiν

=

m∑
i=1

ci(RθfiR−1
θ X ∧ Y )si,θν =

m∑
i=1

ci(fi,θX ∧ Y )si,θν

=

m∑
i=1

ci

[
fi,θY 〈X, si,θν〉 − fi,θX 〈Y, si,θν〉

]
=

m∑
i=1

ci

[
fi,θY 〈hi,θX, ν〉 − fi,θX 〈hi,θY, ν〉

]
,

and Codazzi is satisfied.
Similarly we get for the Ricci equation, using the properties of the wedge product

R⊥(X,Y )ξ =

m∑
i=1

ci

[
hiR−1

θ X ∧ hiR−1
θ Y

]
ξ +Bθ(AθξY,X)−Bθ(AθξX,Y )

=

m∑
i=1

ci

[
hiX ∧ hiY

]
ξ +B(AξY,X)−B(AξX,Y )

Since the surface is minimal, the shape operator anti-commutes with J and we have indeed

Bνθ (AθξY,X)−Bνθ (AθξX,Y ) = 〈[Aθν , Aθξ]X,Y 〉 = 〈(RθAνRθAξ −RθAξRθAν)X,Y 〉
= 〈(AνR−1

θ RθAξ −AξR
−1
θ RθAν)X,Y 〉 = 〈[Aν , Aξ]X,Y 〉.

Finally, let (e1, e2 = Je1) be a local orthonromal frame of Σ. We have

tr(Bθ) = Bθ(e1, e1) +Bθ(e2, e2) = B(Rθe1, e1) +B(Rθe2, e2)

= cos θ [B(e1, e1) +B(e2, e2)] = 0,

since B is trace-free. �

From this proposition, we can prove easily the following theorem about associated fami-
lies of minimal surfaces in multiproducts. Namely, we get the following statement.
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Theorem 4.2. Let Σ be a simply connected surface and x : M −→ P̃ be a conformal minimal
immersion with normal bundle E, second fundamental form B and normal connection ∇⊥. Let
fi, hi, si and ti be the (1, 1)-tensors induced by the projections πi. Let p0 ∈ Σ. Then, there

exists a unique family (xθ)θ∈R of conformal minimal immersions xθ : Σ −→ P̃ so that

i) xθ(p0) = x(p0) and d(xθ)p0 = (dx)p0 ,
ii) the metric induced by X and Xθ are the same,

iii) the second fundamental form fo xθ(Σ) in P̃ is given by Bθ(X,Y ) = B(RθX,RθY ), for any
X,Y ∈ Γ(TΣ).

iv) for any i ∈ {1, · · · ,m}, X ∈ Γ(TΣ) and ξ ∈ Γ(E),

πi(dxθX) = dxθ(fi,θX) + hi,θX and πi(ξ) = dxθ(si,θX) + ti,θX,

Moreover, x0 = x and the family (xθ)θ∈R is continuous with respect to θ.

Proof: We just proved that (Σ, g, E, g,∇, Bθ, fi,θ, hi,θ, t,θ) satisfies the compatibility equations
for each θ. The theorem is then a direct consequence of theorem 3.2. The continuity is ensured
by the construction of Theorem 3.2. �

5. Surfaces in S2 × S2

Let J be the complex structure on S2. We consider the following complex structures on S2 × S2

J1 = (J, J), J2 = (J, −J).

Obviously J1 and J2 commute with each other and the projection π1 and π2 on each of the
factors are given by

π1 =
Id + J1J2

2
, π2 =

Id− J1J2

2
.

From equation (1) we get

R̃(X,Y )Z =
[
〈Y, Z〉X − 〈X,Z〉Y

]
+
[
〈J1Y, J2Z〉J1J2X − 〈J1X, J2Z〉J1J2Y

]
.(16)

Let now Σ be a surface isometrically immersed into S2 × S2. For i ∈ {1, 2}, we define four
operators ji : TΣ → TΣ, ki : TΣ → NΣ ,li : NΣ → TΣ and mi : NΣ → NΣ such that
Ji = ji + ki + li +mi.
From J1J2 = J2J1 we get the following equations

j1j2 + l1k2 = j2j1 + l2k1,(17)

k1j2 +m1k2 = k2j1 +m2k1,(18)

j1l2 + l1m2 = j2l1 + l2m1,(19)

k1l2 +m1m2 = k2l1 +m2m1.(20)

The property J2
i = − Id yields

j2
i + liki = − IdTΣ,(21)

kiji +miki = 0,(22)

jili + limi = 0,(23)

kili +m2
i = − IdNΣ .(24)
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Moreover the fact that the operators Ji are antisymmetric implies the antisymmetry of the
operators ji as well as the property 〈kiX, ν〉 = −〈X, liν〉.
The parallelity of Ji gives

∇X(jiY )− ji(∇XY ) = AkiYX + li(B(X,Y )),(25)

∇⊥X(kiY )− ki(∇XY ) = mi(B(X,Y ))−B(X, jiY ),(26)

∇⊥X(miξ)−mi(∇⊥Xξ) = −B(liξ,X)− ki(AξX),(27)

∇X(liξ)− li(∇⊥Xξ) = −ji(AξX) +AmiξX.(28)

Finally, from (16), we get the Gauss equation

K =
1

2

[
1 +

(
〈j1e1, j2e2〉+ 〈k1e1, k2e2〉

)(
〈j1e2, j2e1〉+ 〈k1e2, k2e1〉

)
(29)

−
(
〈j1e1, j2e1〉+ 〈k1e1, k2e1〉

)(
〈j1e2, j2e2〉 − 〈k1e2, k2e2〉

)]
+2|H|2 − |B|

2

2
,

the Codazzi equation

(∇XB)(Y,Z)− (∇YB)(X,Z) =

1

2

[
〈Y, (j1j2 + l1k2)Z〉(k1j2 +m1k2)X − 〈X, (j1j2 + l1k2)Z〉(k1j2 +m1k2)Y

]
,(30)

and the Ricci equation

K⊥ =

[
〈k1j2 +m1k2)e2, ν1〉 〈(k1j2 +m1k2)e1, ν2〉(31)

〈k1j2 +m1k2)e1, ν1〉 〈(k1j2 +m1k2)e2, ν2〉
]

+〈[Aν2 , Aν1 ]e1, e2]〉.

Remark 5.1. In [11] the Gauss, Codazzi and Ricci equations are expressed with the help of the
two Kähler functions C1 and C2 : Σ → R defined by ϕ∗ωi = CiωΣ, i = 1, 2, with ωΣ the area
form on Σ. A tidious but straightforward computation shows that those two formulations are
equivalent.

Now, we are able to reformulate the main theorem in the case of S2 × S2 in terms of complex
structures instead of projections on each factor.

Corollary 5.2. Let (Σ2, g) be a Riemannian surface and (E, 〈·, ·〉E ,∇E) a rank 2 vector bundle
over Σ endowed with a scalar product and a compatible connection. Suppose that there exists a
symmetric (2, 1)-tensor field B : TΣ×TΣ→ E and eight operators ji : TΣ→ TΣ, ki : TΣ→ E,
li : E → TΣ and mi : E → E, i = 1, 2 satisfying conditions (17) to (28) and the Gauss, Codazzi
and Ricci equations (29), (30) and (31). Then, there exists a unique (up to isometries of S2×S2)
isometric immersion from Σ into S2 × S2 with E as normal bundle, B as second fundamental
form and such that the restrictions of the complex structures Ji over Σ are given by ji, ki, li and
mi.
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Proof: Define the following operators

f1 = IdTΣ +j1j2 + l1k2, f2 = IdTΣ−j1j2 − l1k2

h1 = k1j2 +m1k2,= −h2,

s1 = j1l2 + l1m2 = −s2

t1 = IdE +k1l2 +m1m2, t2 = IdE −k1l2 −m1m2.

We can show easily that equations (17) to (31) imply that these operators satisfy the compati-
bility equations for S2× S2 given by Definition 3.1. The conclusion follows easily from Theorem
3.2. �

Remark 5.3. We remind (see for example [11]) that an immersion ϕ : Σ −→ S2 × S2 is called
complex if it is complex with respect to J1 or J2. It is called Lagrangian, if it is Lagrangian with
respect to J1 or J2.

First Case: Σ is a complex surface with respect to one of the complex structures Ji. Then it is
automatically minimal. Moreover ki = li = 0, ji and mi are parallel complex structures on TΣ
and NΣ respectively, and j1 commutes with j2, as well as m1 with m2. Assume without loss
of generality that Σ is complex with respect to J1, then the Gauss, Codazzi and Ricci equations
simplify to

K =
1

2

[
1 + 〈j1e1, j2e2〉〈j1e2, j2e1〉 − 〈j1e1, j2e1〉〈j1e2, j2e2〉

]
− |B|

2

2
,

(∇XB)(Y, Z)− (∇YB)(X,Z) =
1

2

[
〈Y, j1j2Z〉m1k2X − 〈X, j1j2Z〉m1k2Y

]
,

K⊥ =

[
〈m1k2e2, ν1〉 〈m1k2e1, ν2〉 − 〈m1k2e1, ν1〉 〈m1k2e2, ν2〉

]
+ 〈[Aν2 , Aν1 ]e1, e2]〉.

Notice that the only examples of complex surfaces with respect to both complex structures J1 and
J2 are slices S2 × p = {(x, p) ∈ S2 × S2|x ∈ S2} and p× S2 = {(p, x) ∈ S2 × S2|x ∈ S2}.

Second Case: Σ is Lagrangian with respect to Ji, then ji = mi = 0. Assuming again without loss
of generality that Σ is Lagrangian with respect to J1, the Gauss, Codazzi and Ricci equations
simplify in the following way

K =
1

2

[
1− 〈k1e1, k2e2〉〈k1e2, k2e1〉+ 〈k1e1, k2e1〉〈k1e2, k2e2〉

]
+ 2|H|2 − |B|

2

2
,

(∇XB)(Y,Z)− (∇YB)(X,Z) =
1

2

[
〈Y, l1k2)Z〉k1j2X − 〈X, l1k2Z〉k1j2Y

]
,

K⊥ =

[
〈k1j2e2, ν1〉 〈k1j2e1, ν2〉 − 〈k1j2e1, ν1〉 〈k1j2e2, ν2〉

]
+ 〈[Aν2 , Aν1 ]e1, e2]〉.

Notice that Σ is Lagrangian for both J1 and J2 if and only if it is the product ϕ(s, t) = (α(s), β(t))
of two curves α, β in S2. The Clifford torus is the only example of a minimal such surface.

Third Case: Σ is Lagrangian with respect to J1 (hence j1 = m1 = 0) and complex with respect
to J2 (hence k2 = l2 = 0).

K =
1

2
− |B|

2

2
,

(∇XB)(Y,Z)− (∇YB)(X,Z) = 0,

K⊥ =

[
〈k1j2e2, ν1〉 〈k1j2e1, ν2〉 − 〈k1j2e1, ν1〉 〈k1j2e2, ν2〉

]
+ 〈[Aν2 , Aν1 ]e1, e2]〉.
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The only example of such a surface is the diagonal D = {(x, x) ∈ S2 × S2|x ∈ S2}.
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