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ABSTRACT

The changes of the outgoing longwave radiation (OLR) in clear-sky conditions have been calculated using High Resolution Infrared Radiation Sounder (HIRS) observations from 1979 to 2004. After applying corrections for satellite orbital drift and intercalibration of the HIRS/2 data from the NOAA satellites, the OLR is calculated from a multivariate regression over the tropical ocean region. The clear-sky OLR retrievals compare well with the observed top-of-atmosphere radiation measurements, although the precision and stability uncertainties are larger. While the tropical ocean surface temperature has risen by roughly 0.2 K from 1982 to 2004, the reconstructed OLR remains stable over the ocean. Consequently, there is an increase in the clear-sky greenhouse effect (GHE) of 0.80 W m$^{-2}$ decade$^{-1}$. This trend is shown to be larger than the uncertainty in the stability of the HIRS retrievals.

The observations are compared with two phase 3 of the Coupled Model Intercomparison Project model ensembles: one ensemble includes both natural and anthropogenic forcings [the twentieth-century (20C) ensemble] and the other ensemble only contains natural climate variability (the control ensemble). The OLR trend in the 20C simulations tends to be more negative than observed, although a majority is found to be within the observational uncertainty. Conversely, the response of the clear-sky OLR to SST is shown to be very similar in observations and models. Therefore, the trend differences between the 20C simulations and observations are likely because of internal climate variability or uncertainties in the external forcings. The observed increase in GHE is shown to be inconsistent with the control ensemble, indicating that anthropogenic forcings are required to reproduce the observed changes in GHE.

1. Introduction

The greenhouse effect results from absorption and emission of infrared radiation by atmospheric gases. Anthropogenic activities, such as the burning of fossil fuels, strengthen the greenhouse effect both through the direct addition of greenhouse gases such as carbon dioxide (CO$_2$) and methane (Forster et al. 2007) and through indirect effects, such as the positive water vapor feedback (Ramanathan 1981), induced by the resultant warming. Clouds are also important absorbers of infrared radiation; however, their changes are less predictable and are more difficult to observe and simulate (Bony et al. 2006).

While measurements of the atmospheric composition have clearly established increases in radiatively active gases, there are few long-term measurements of
the top-of-atmosphere (TOA) radiation necessary to deduce the atmosphere’s greenhouse effect (GHE). This reflects, in large part, the lack of observations with suitable longevity and stability to monitor long-term changes in TOA radiation. The Clouds and the Earth’s Radiant Energy System (CERES) (Wielicki et al. 1996) and Earth Radiation Budget Experiment (ERBE) (Barkstrom 1984) sensors offer state-of-the-art measurements of the clear-sky TOA radiative fluxes. However, the relatively short (<15 yr) observational duration of these instruments limits their utility for climate attribution studies. This problem has been partly addressed with radiative transfer calculations using reanalysis water vapor and temperature profiles (Slingo et al. 1998). However, such estimates rely heavily on reanalysis models and are not purely independent of the climate models used for climate projections.

Observations of the TOA radiative fluxes are of great interest to assess the climate feedbacks of global climate models. In particular, the clear-sky measurements of TOA fluxes are useful to estimate the water vapor and temperature feedbacks, which are the largest climate feedback in terms of amplitude. In this study, we show that the High Resolution Infrared Radiation Sounder (HIRS) measurements from 1979 to 2004 can provide estimates of the clear-sky outgoing longwave radiation (OLR). These observations are compared to climate model simulations to assess the clear-sky OLR changes simulated the models. Clouds are also crucial in understanding climate feedback. Since the presence of clouds greatly complicates the process of estimating and understanding the local strength of the greenhouse effect, this study will only be focused on clear-sky OLR changes.

In section 2, we present the model and observational data used. We briefly illustrate the corrections applied to remove orbital drift and intercalibrate the satellite records from the original HIRS dataset. In section 3, a multivariate regression is presented to deduce the OLR from the HIRS clear-sky measurements. The uncertainties and stability of the HIRS OLR are assessed, and this description is completed by a comparison with ERBE and CERES measurements. Finally, the observed changes are compared to that simulated from climate model control and historical simulations in section 4. Conclusions and discussion are given in the last section.

2. Data and methods

a. Clear-sky HIRS/2 dataset

1) HIRS CLEAR-SKY DATA

HIRS is an instrument that has flown onboard NOAA operational polar-orbiting satellites since 1978 (Kidwell 1998). The HIRS/2 instrument measures incident radiation primarily in the infrared region of the spectrum but includes both longwave and shortwave regions. The HIRS data were processed following the procedures described with details in Jackson and Soden (2007). The HIRS level 1B data were converted from raw counts to brightness temperature using the international Television and Infrared Observation Satellite (TIROS) Operational Vertical Sounder (TOVS) processing package (Smith et al. 1985). The data period used in this study is July 1979–December 2004. We excluded the data measured from NOAA-8 and TIROS-N because the data records were either too short in time or showed large regional gaps of missing data.

The cloudy pixels were removed with the cloud screening illustrated in Jackson and Bates (2000), which considers both spatial and temporal variations in the 11.1-μm window channel brightness temperatures and applies thresholds to these variations to detect clouds. Wylie et al. (2005) indicated a 2% error in the cloud detection method, as some cloudy pixels are detected as clear. Cloud contamination is expected to occur primarily in low cloud regions where the lower-tropospheric temperature contrast between clear-sky and cloudy pixels is very low. The cloud clearing methodology remains consistent over time for all satellite instruments.

This study uses monthly-mean near-nadir brightness temperatures gridded to a 2.5° resolution. The ascending and descending orbits were processed separately to better isolate drifts in the equatorial crossing time and its correction. The HIRS uncertainties due to instrument noise were reported to range from 0.1 to 0.5 K depending on the channels (Kidwell 1998). The aggregation onto the 2.5° grid and the monthly averaging reduce this uncertainty. The cloudiness found by HIRS is more persistent over midlatitudes (Wylie et al. 2005), where low and middle clouds are frequently detected using the 11.1-μm window channel, so that clear-sky near-nadir observations are more sparse over the Southern Ocean, North Atlantic, and North Pacific. Therefore, we only consider the tropical regions between 30°N and 30°S in this study.

In the following section, we illustrate the orbital drift correction and the intersatellite calibration applied to the data prior analysis.

2) ORBIT DRIFT AND INTERSATELLITE CORRECTIONS

A method was developed to produce a set of HIRS/2 brightness temperatures that mitigates the effects of changing diurnal sampling from orbital drift and intercalibration differences between satellites. Diurnal sampling bias manifests itself in two principal ways. Observations from a single satellite can drift through
local time as the satellite ages, thus slowly changing the observation time. Corrections to such a bias were discussed in Jackson and Soden (2007) and applied in this study. Even after the application of the drift correction, diurnal differences exist between satellites since ascending and descending node observation times differ between the various NOAA polar-orbiting satellites. Intercalibration differences occur mainly due to differences in spectral response functions between instruments (Cao et al. 2005). These biases make interpretation of observations from multiple sensors and satellite platforms challenging for climate-related research.

The first step in intersatellite bias correction was to identify and correct for diurnally sampling drift using the method of Jackson and Soden (2007). This method utilized the Geophysical Fluid Dynamics Laboratory climate model diurnal cycle to establish the diurnal trends owing to orbital drift. Application of this correction to the monthly mean brightness temperature fields only removes the time series trends caused by drifting orbits but does not correct for differences in overpass times between the satellites.

We briefly illustrate this correction for the window channel 8 (11.1 μm), which has a strong surface contribution of around 60% and therefore shows a large influence of the orbital drift. Figures 1 and 2 illustrate the mean orbital drift correction over land and ocean respectively. The uncorrected data show a large brightness temperature decrease from 1998 to 2003 in NOAA-14 observations, as seen in the top panel of Fig. 1. A similar decrease is also apparent in the other satellites whose ascending crossing time occurs in the afternoon (NOAA-7, NOAA-9, and NOAA-11), as they experienced a larger orbital drift. The top panel of Fig. 2 shows that the orbital drift has a much weaker influence over oceans. Note that the climatic influence of the Mt. Pinatubo eruption (June 1991) and the large 1997/98 El Niño are also apparent in the ocean data. The corrected data shows less drift over land (Fig. 1, bottom). However, there remains a small amount of drift in the NOAA-11 and NOAA-14 observations. The corrected data over land also show significant month-to-month variability that does not appear in the original dataset. In contrast, the correction is smaller for the ocean data (Fig. 2, bottom). Therefore, the data used for this study is limited to ocean data where the orbital drift correction is small. The remaining bias between satellite brightness temperatures after this correction includes intercalibration differences between satellites but also satellite differences in the observation time, now fixed in time rather than drifting in the original observations.

The second step removes the remaining intersatellite differences that include the intercalibration biases and the mean brightness temperature differences due to differences in observation time between satellites. NOAA-10 brightness temperatures, with local observation times of 0730 (descending orbits) and 1930 LST (ascending orbits), are used as the baseline to correct all other satellite observations. The relative adjustment of the other satellites begins by considering all overlapping monthly mean clear-sky observations between satellites, when the overlapping period exceeds 1 yr (see Fig. 3). Intersatellite

---

**Fig. 1.** Clear-sky HIRS brightness temperature $T_b$ observations (K) since 1979, deseasonalized anomalies, averaged between 30°N and 30°S over land, for the 11.1-μm window channel (channel 8), (top) using the raw data and (bottom) after orbital drift correction of Jackson and Soden (2007).
bias correction is defined as a difference between brightness temperature as a function of longitude, latitude, channel, node, and month. Unfortunately, a 1-yr overlap period does not occur between NOAA-7 and NOAA-9 observations, so HIRS observations for NOAA-7 were adjusted to the NOAA-6 morning satellite and in step these three satellites were adjusted to NOAA-10. Adjustments began with satellites coincident with the two base satellites (NOAA-10 and NOAA-6). Satellites not coincident with these satellites were corrected using adjusted satellite data derived from these two base satellites. The 12-month overlap was needed since the brightness temperatures observations taken at different times in the diurnal cycle experience vastly different amplitudes in the seasonal cycle.

The third step removes the remaining bias between the observations adjusted to NOAA-6 and satellite observations adjusted to NOAA-10. While less than a 30-min diurnal time difference remains between these observations, intersatellite biases from instrument bias was evident between the time series. Adjustment to the NOAA-10 time series involved computing the mean brightness temperature difference between observations in 1984 adjusted to the NOAA-6 data with observations in 1985 adjusted to the NOAA-10 data. Mean brightness temperature differences were computed as a function of longitude, latitude, channel, and node. The intercalibrated ascending and descending monthly observations were averaged, when both are present.

The satellite observation period and the mean intersatellite calibration adjustments are given in Table 1 for channels 4, 7, 8, and 12 that are used to reconstruct the OLR (see section 3). Figure 4 illustrates the intersatellite calibration results for channel 4 (14.2 μm) brightness temperatures over the tropical oceans.

b. Model data

The observational data were compared with climate model simulations. The monthly clear-sky OLR, SST, and temperature and water vapor outputs were retrieved.

![Figure 2](image-url)  
**Fig. 2.** As in Fig. 1, but over the ocean.

![Figure 3](image-url)  
**Fig. 3.** Satellite observation periods of the NOAA satellites: the red rectangles indicate the data used to merge satellite observations, and the gray rectangles indicate data used to calculate the intersatellite adjustments during overlapping observing periods.
from the multimodel dataset of phase 3 of the World Climate Research Program Coupled Model Intercomparison Project (CMIP3). The outputs of the pre-industrial control (CTRL), twentieth-century (20C) (1975–2000), and A1B (2000–04) simulations were studied for 21 models (see Table 2). Among those models, 11 account for volcanic aerosols in the 20C simulations. For HadGEM1, both simulations with and without volcanic aerosols were included in this study. Several ensemble members were used for most models. Table 2 provides details on the resolution, the number of ensemble members per model, and the total length of the CTRL simulation for all models. The multimodel mean was calculated as the mean of the ensemble means of the 21 models analyzed.

The 20C simulations include the effects of both natural and anthropogenic radiative forcings, while A1B simulations include only anthropogenic forcings. The mean ozone and aerosol concentrations differ strongly between the 20C and A1B simulations; therefore, deseasonalized anomalies are computed separately in the two simulations. Under the hypothesis of a linear increase of the clear-sky OLR and GHE equal to that of the 20C simulation, we remove a small mean anomaly using the difference between the last six months of the 20C simulation and the first six months of the A1B simulation. The time series of 20C and A1B are then merged for each model. The merged 20C/A1B simulations are then averaged according to whether the 20C portion of the simulation included radiative forcing from volcanic aerosols.

Furthermore, we investigated outputs from a three-member atmosphere-only ensemble simulation of the Geophysical Fluid Dynamics Laboratory (GFDL) High Resolution Atmospheric Model (HiRAM; C180 version) that uses a high horizontal resolution of ~50 km and 32 vertical levels. The simulations follow the Atmospheric Model Intercomparison Project (AMIP) protocol, with observed SST, sea ice distribution, and concentrations of greenhouse gases and aerosols as boundary conditions (Zhao et al. 2009). The outputs were downloaded from the multimodel CMIP5 dataset.

To allow a direct comparison between model and observations, we performed offline radiative transfer simulations following the model-to-satellite approach. The

<table>
<thead>
<tr>
<th>Satellite</th>
<th>Period</th>
<th>Channel 4</th>
<th>Channel 7</th>
<th>Channel 8</th>
<th>Channel 12</th>
</tr>
</thead>
<tbody>
<tr>
<td>NOAA-06</td>
<td>Jul 1979–Jun 1981</td>
<td>−0.4</td>
<td>+0.0</td>
<td>+0.8</td>
<td>−0.0</td>
</tr>
<tr>
<td>NOAA-07</td>
<td>Jul 1981–Dec 1984</td>
<td>+0.2</td>
<td>−1.0</td>
<td>−0.1</td>
<td>+0.1</td>
</tr>
<tr>
<td>NOAA-09</td>
<td>Jan 1985–Nov 1986</td>
<td>+2.1</td>
<td>+0.2</td>
<td>−0.1</td>
<td>−0.5</td>
</tr>
<tr>
<td>NOAA-10</td>
<td>Dec 1986–Aug 1991</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NOAA-11</td>
<td>Sep 1991–Dec 1994</td>
<td>+0.1</td>
<td>−0.2</td>
<td>−0.3</td>
<td>+0.5</td>
</tr>
<tr>
<td>NOAA-12</td>
<td>Jan 1995–Mar 1997</td>
<td>+1.2</td>
<td>−0.1</td>
<td>−0.3</td>
<td>−0.5</td>
</tr>
<tr>
<td>NOAA-14</td>
<td>Apr 1997–Dec 2004</td>
<td>−0.4</td>
<td>−0.8</td>
<td>−0.4</td>
<td>+0.4</td>
</tr>
</tbody>
</table>

**Fig. 4.** Clear-sky HIRS brightness temperature $T_b$ (K) since 1979, averaged between 30°N and 30°S over the ocean, for the 14.2-μm channel (channel 4), (top) before and (bottom) after intercalibration.
Table 2. Details of the CMIP3 and CMIP5 simulations used. The model names and atmospheric spatial resolutions are given; $N_{20C}$ is the number of individual 20C simulations for each model, and $N_{CTRL}$ is the number of 18-yr nonoverlapping periods considered for the CTRL simulation. The rightmost column indicates if volcanic aerosols are included (Y) or not (N) in the 20C simulations. For HadGEM1, two simulations with and without the effect of volcanic aerosols are included (N/Y). Models 1–21 are CMIP3 coupled models, while model 22 is an ensemble of AMIP simulations from CMIP5.

<table>
<thead>
<tr>
<th>Acronym</th>
<th>Model</th>
<th>AGCM resolution</th>
<th>$N_{20C}$</th>
<th>CTRL length (yr)</th>
<th>$N_{CTRL}$</th>
<th>Effect of volcanic aerosols in 20C</th>
</tr>
</thead>
<tbody>
<tr>
<td>1  CCSM3</td>
<td>Community Climate System Model, version 3</td>
<td>T85</td>
<td>8</td>
<td>730</td>
<td>41</td>
<td>Y</td>
</tr>
<tr>
<td>2  CGCM3.1(T47)</td>
<td>Coupled Global Climate Model, 3.1 (T47 version)</td>
<td>T47</td>
<td>5</td>
<td>1000</td>
<td>56</td>
<td>N</td>
</tr>
<tr>
<td>3  CGCM3.1 (T63)</td>
<td>Coupled Global Climate Model, 3.1 (T60 version)</td>
<td>T63</td>
<td>1</td>
<td>350</td>
<td>19</td>
<td>N</td>
</tr>
<tr>
<td>4  CNRM-CM3</td>
<td>Centre National de Recherches Météorologiques Coupled Global Climate Model, version 3</td>
<td>T63</td>
<td>1</td>
<td>500</td>
<td>28</td>
<td>N</td>
</tr>
<tr>
<td>5  CSIRO Mk3.0</td>
<td>Commonwealth Scientific and Industrial Research Organisation Mark, version 3.0</td>
<td>T63</td>
<td>3</td>
<td>450</td>
<td>25</td>
<td>N</td>
</tr>
<tr>
<td>6  CSIRO Mk3.5</td>
<td>Commonwealth Scientific and Industrial Research Organisation Mark, version 3.5</td>
<td>T63</td>
<td>3</td>
<td>1000</td>
<td>56</td>
<td>N</td>
</tr>
<tr>
<td>7  ECHAM5-MPIOM</td>
<td>ECHAM5 Max Planck Institut für Meteorologie Ocean Model</td>
<td>T63</td>
<td>3</td>
<td>506</td>
<td>28</td>
<td>N</td>
</tr>
<tr>
<td>8  FGOALS-g1.0</td>
<td>Flexible Global Ocean–Atmosphere–Land System Model gridpoint, version 1.0</td>
<td>T42</td>
<td>3</td>
<td>1050</td>
<td>57</td>
<td>N</td>
</tr>
<tr>
<td>9  GFDL CM2.0</td>
<td>Geophysical Fluid Dynamics Laboratory Climate Model, version 2.0</td>
<td>2.0° $\times$ 2.5°</td>
<td>3</td>
<td>500</td>
<td>28</td>
<td>Y</td>
</tr>
<tr>
<td>10 GFDL CM2.1</td>
<td>Geophysical Fluid Dynamics Laboratory Climate Model, version 2.1</td>
<td>2.0° $\times$ 2.5°</td>
<td>3</td>
<td>500</td>
<td>28</td>
<td>Y</td>
</tr>
<tr>
<td>11 GISS-EH</td>
<td>Goddard Institute for Space Studies Model E, coupled with the HYCOM ocean model</td>
<td>4.0° $\times$ 5.0°</td>
<td>5</td>
<td>400</td>
<td>22</td>
<td>Y</td>
</tr>
<tr>
<td>12 GISS-E-R</td>
<td>Goddard Institute for Space Studies Model E, coupled with Russell ocean model</td>
<td>4.0° $\times$ 5.0°</td>
<td>9</td>
<td>500</td>
<td>28</td>
<td>Y</td>
</tr>
<tr>
<td>13 HadCM3</td>
<td>Hadley Centre Coupled Climate Model, version 3</td>
<td>2.5° $\times$ 3.75°</td>
<td>2</td>
<td>462</td>
<td>23</td>
<td>N</td>
</tr>
<tr>
<td>14 HadGEM1</td>
<td>Hadley Centre Global Environment Model, version 1</td>
<td>1.25° $\times$ 1.875°</td>
<td>2</td>
<td>100</td>
<td>6</td>
<td>N/Y</td>
</tr>
<tr>
<td>15 INM-CM3</td>
<td>Institute of Numerical Mathematics Coupled Model, version 3.0</td>
<td>4.0° $\times$ 5.0°</td>
<td>1</td>
<td>200</td>
<td>11</td>
<td>N</td>
</tr>
<tr>
<td>16 IPSL-CM4</td>
<td>Institut Pierre Simon Laplace Coupled Model, version 4.0</td>
<td>2.5° $\times$ 3.75°</td>
<td>2</td>
<td>500</td>
<td>28</td>
<td>N</td>
</tr>
<tr>
<td>17 MIROC3.2(hires)</td>
<td>Model for Interdisciplinary Research on Climate, version 3.2 (high resolution)</td>
<td>T106</td>
<td>1</td>
<td>50</td>
<td>2</td>
<td>Y</td>
</tr>
<tr>
<td>18 MIROC3.2(medres)</td>
<td>Model for Interdisciplinary Research on Climate, version 3.2 (medium resolution)</td>
<td>T42</td>
<td>3</td>
<td>367</td>
<td>20</td>
<td>Y</td>
</tr>
<tr>
<td>19 MIUBECHOG</td>
<td>Meteorological Institute of the University of Bonn, ECHO-G Model</td>
<td>T30</td>
<td>5</td>
<td>341</td>
<td>19</td>
<td>Y</td>
</tr>
<tr>
<td>20 MRI-CGCM2.3.2a</td>
<td>Meteorological Research Institute Coupled Atmosphere–Ocean General</td>
<td>T42</td>
<td>1</td>
<td>150</td>
<td>8</td>
<td>Y</td>
</tr>
<tr>
<td>21 PCM</td>
<td>Parallel Climate Model</td>
<td>T42</td>
<td>2</td>
<td>349</td>
<td>19</td>
<td>Y</td>
</tr>
<tr>
<td>22 HIRAM-C180</td>
<td>High Resolution Atmospheric Model, C180 version</td>
<td>~50 km</td>
<td>-</td>
<td></td>
<td></td>
<td>Y</td>
</tr>
</tbody>
</table>
monthly HIRS brightness temperatures were simulated offline using the Radiative Transfer for TOVs, version 10.2 (RTTOV10.2) model with CO$_2$ varying coefficients (Saunders et al. 1999) and model outputs. The HIRS brightness temperatures are simulated for all 20C simulations (except for MIUBECHOG, where outputs were insufficient) and for the atmosphere-only HiRAM simulations.

c. Other data

The clear-sky OLR from HIRS was compared to the state-of-the-art clear-sky OLR observations. We used the monthly clear-sky OLR from ERBE S-4 product (ERBE_S4_NAT), which combined both scanner and nonscanner broadband radiation data from the Earth Radiation Budget Satellite (ERBS), NOAA-9, and NOAA-10 observations between 1984 and 1990 (Barkstrom 1984). We also used the CERES product (SSF1deg-lite Ed2.5) from Terra and Aqua satellites since 2000 and 2002, respectively (Wielicki et al. 1996). These datasets were downloaded from the National Aeronautics and Space Administration Langley Atmospheric Science Data Center (http://eosweb.larc.nasa.gov).

The calculation of the GHE and OLR were made using SST and CO$_2$ concentration datasets from 1982 to 2004. The SST is the NOAA optimum interpolation SST product (OI-SST) derived from satellite observations and buoy measurements (Reynolds et al. 2002). The atmospheric CO$_2$ concentration is the one used in CMIP5 historical climate model simulations (Meinshausen et al. 2011).

All data were gridded to a common 2.5° grid prior to analysis to allow for direct comparison with HIRS gridded observations. The time period investigated in this study is 1982–2004. The period starts at 1982 rather than 1979 because the OI-SST product begins in 1982.

d. Trend, correlation, and regression analysis

We calculated trend, correlation, and regression analyses in order to study the long-term changes of the OLR and GHE and to deduce the response to the mean tropical SST. First, we calculated the deseasonalized monthly anomalies over the tropical oceans (30°N–30°S). The aerosol influence on OLR after the Mt. Pinatubo eruption was less than 0.6 W m$^{-2}$ after 2.5 yr (Douglas and Knox 2005). To remove the influence of the El Chichón (April 1982) and Mt. Pinatubo (June 1991) eruptions, we excluded the 2.5 yr following the Mt. Pinatubo and El Chichón eruptions before calculating trends, correlations, or regressions. After removing these two periods, the volcanic eruptions were expected to have a negligible effect on the OLR trend (<0.05 W m$^{-2}$ decade$^{-1}$) during the overall 1982–2004 period.

The trends were estimated using least squares estimation. The level of statistical significance for trends and correlations was estimated using a modified degrees-of-freedom approach accounting for the monthly autocorrelation in the time series (Bretherton et al. 1999). The trends and correlations with a level of statistical significance below 5% are shown in bold in the following sections. A smaller significance level indicates stronger evidence against the null hypothesis (there is no trend or correlation).

3. OLR retrievals using HIRS

a. Multivariate regression of clear-sky OLR

A multilinear regression between the HIRS brightness temperatures and OLR is developed to reconstruct the OLR form HIRS in clear-sky conditions. We perform radiative transfer simulations from a representative group of atmospheric soundings. The 2311 TIGR-2000 atmospheric profiles in clear-sky conditions (Chevallier et al. 2000) were used to simulate the HIRS brightness temperatures using the radiative transfer model RTTOV10.2 (Saunders et al. 1999), while the OLR is calculated using RRTM (Iacono et al. 2000). All simulations assume a constant emissivity of 1.0 and nadir view. To include the influence CO$_2$, four sets of simulations are produced using CO$_2$ concentrations of 330, 350, 370, and 390 ppm. The influence of other greenhouse gases such as NO$_2$ or CH$_4$ is neglected, but it is only expected to have a minor effect (Buehler et al. 2010). We do not study the influence of sea ice or land emissivity as this study is mainly focused on tropical oceans. The presence of aerosols might also influence this regression, especially the aerosols injected into the stratosphere following the El Chichón and Mt. Pinatubo eruptions (Stenchikov et al. 1998; Pierangelo et al. 2004).

We calculate successive forward and backward multivariate regressions (von Storch and Zwiers 1999) to provide predictors of the OLR using the HIRS brightness temperatures. The stratospheric channels 1 and 2 and the ozone channel 10 were not considered as predictors. In the four sets of simulations, using the four channels at 14.2 µm, 13.4 µm, 11.1 µm, and 6.7 µm (channels 4, 7, 8, and 12) provides the best predictors for estimating the clear-sky OLR, which is consistent with previous studies for all sky conditions (Ellingson et al. 1989; Lee et al. 2007). These four channels are able to reproduce 98.8% of the variance of the simulations from the soundings, with a rms error of ±4.0 W m$^{-2}$.

The rms error of the predicted OLR when adding channels is given in Fig. 5. We note that using five to nine channels as predictors did improve the explained
variance using the $F$ test. However, assuming a noise standard deviation of 1% for the radiance in each channel, the increased uncertainty due to possible noise is greater than the increased variance explained by this inclusion, as was found by Ellingson et al. (1989).

The OLR given the brightness temperatures $T_b$, referred to as $\text{OLR}|_{T_b}$, is expressed as

$$\text{OLR}|_{T_b} = a_4 T_{b4} + a_7 T_{b7} + a_{12} T_{b12} + c_1,$$

where $T_{b4}$, $T_{b7}$, and $T_{b12}$ are the HIRS channel 4, 7, and 12 brightness temperatures in kelvin. The coefficients are  
- $c_1 = 652.38 \pm 1.32 \text{ W m}^{-2}$,  
- $a_4 = 0.5951 \pm 0.0053 \text{ W m}^{-2} \text{K}^{-1}$,  
- $a_7 = 1.4065 \pm 0.0163 \text{ W m}^{-2} \text{K}^{-1}$,  
- $a_{12} = 0.9765 \pm 0.0106 \text{ W m}^{-2} \text{K}^{-1}$.

This formula was applied to the 20C CMIP3 model results to test the ability of the formula to reproduce the OLR trend over the historical period 1982–99, as the 20C simulations terminate in 2000. The trends of the monthly clear-sky OLR calculated online by the CMIP3 models are compared with the one reconstructed from monthly HIRS brightness temperature offline simulations in Fig. 6 (blue line). The OLR deduced from HIRS reconstructions given the brightness temperatures shows a trend with a negative bias. Channel 4 is located near the center of the strong CO$_2$ absorption band around $15 \mu\text{m}$, and its rapid decrease in response to increasing CO$_2$ causes a decrease of OLR larger than the one simulated by the models.

We corrected the OLR so that the observations reproduced the mean radiative forcing of CO$_2$ as defined in Forster et al. (2007). We performed another set of radiative transfer simulations where the stratospheric temperatures were adjusted to a CO$_2$ concentration of 350 ppm for the unperturbed climate. The radiative forcing (RF) is calculated as the change of OLR over tropical profiles with stratospheric adjustment. We also calculate the change of the reconstructed OLR given the brightness temperatures ($\Delta \text{OLR}|_{T_b}$) when compared to the 350-ppm profiles. The CO$_2$ term, referred to as $a_{\text{CO}_2}$, is calculated as the regression of the difference ($\text{RF} - \Delta \text{OLR}|_{T_b}$) onto the CO$_2$ concentration change ([CO$_2$] − 350), where [CO$_2$] designates the atmospheric CO$_2$ concentration in parts per million. The OLR given the brightness temperature and the CO$_2$ concentration, $\text{OLR}|_{T_b,\text{CO}_2}$, is then calculated as

$$\text{OLR}|_{T_b,\text{CO}_2} = \text{OLR}|_{T_b} + a_{\text{CO}_2} ([\text{CO}_2] - 350).$$

The value found for $a_{\text{CO}_2}$ was $3.70 \pm 0.29 \text{ W m}^{-2} \text{ppm}^{-1}$. The trend of the reconstructed OLR using Eq. (2) is closer to the simulated one in the CMIP3 20C runs (Fig. 6, red line). In the following sections, we will use Eq. (2) to reconstruct the OLR.

**b. Uncertainties on HIRS clear-sky OLR**

The uncertainties of the clear-sky OLR reconstructed from HIRS were assessed. The precision uncertainty originates from instrument noise, cloud clearing, and the multivariate regression. The random uncertainty due to instrument noise and cloud clearing was estimated by the intersatellite standard deviation over tropical ocean-only grid points, using all overlapping satellite periods (see Fig. 3). We found a mean intersatellite standard deviation of $\sim 2.3 \text{ W m}^{-2}$. To illustrate the spatial distribution, Fig. 7 shows the map of the intersatellite standard deviation. The uncertainties are larger over the South Pacific intertropical convergence zone and the subtropical
North Pacific, while they are lower in the eastern Pacific and South Atlantic. The uncertainty owing to the multivariate regression is larger and is equal to $\sim 4.0 \text{ W m}^{-2}$. The total precision uncertainty is estimated by the root of the sum of the squared uncertainties, which yielded a mean value of $\sim 4.6 \text{ W m}^{-2}$ over one grid point. The systematic errors owing to cloud clearing further increase the total uncertainty, as illustrated in the comparison with ERBE and CERES in the next section, but it should not lead to stability errors.

We assume that the spatial correlation of errors between grid points was identical to the spatial correlation of the OLR anomalies between grid points. This provided an estimate of the uncertainty in the mean tropical ocean of $0.71 \text{ W m}^{-2}$. Assuming that the error is independent in time for blocks of three months to account for autocorrelation, we estimate the stability uncertainty by a Monte Carlo analysis. We generated 10,000 time series including a random Gaussian error with a standard deviation of $0.71 \text{ W m}^{-2}$. The systematic errors owing to intersatellite calibration, and multivariate regression. There is no stable record of the clear-sky OLR during the duration of the HIRS observation to assess the stability of the OLR retrievals. The stability is therefore first estimated using linear trends of the correction applied to the data. During 1982–99, the adjustments owing to orbital drift show a trend below $0.01 \text{ W m}^{-2} \text{ decade}^{-1}$, while the $\text{CO}_2$ term in the multivariate regression accounts for a correction in the clear-sky OLR trend of $+0.07 \text{ W m}^{-2} \text{ decade}^{-1}$ (see Fig. 6). To estimate the stability uncertainty due to intersatellite calibration, we calculated the uncertainty of the mean climatological difference between observations of two satellites, using the total length of the overlapping period. The uncertainty of the intersatellite adjustments is calculated from the cumulated uncertainty of the difference between satellites. We generated 10,000 time series with a random Gaussian error at each time step associated to the intersatellite adjustment of the observing satellite. We found that the trend of these time series has a standard deviation of $+0.32 \text{ W m}^{-2} \text{ decade}^{-1}$, which estimates the stability uncertainty due to intersatellite calibration during 1982–99.

The stability uncertainty due to intersatellite calibration, and multivariate regression. There is no stable record of the clear-sky OLR during the duration of the HIRS observation to assess the stability of the OLR retrievals. The stability is therefore first estimated using linear trends of the correction applied to the data. During 1982–99, the adjustments owing to orbital drift show a trend below $0.01 \text{ W m}^{-2} \text{ decade}^{-1}$, while the $\text{CO}_2$ term in the multivariate regression accounts for a correction in the clear-sky OLR trend of $+0.07 \text{ W m}^{-2} \text{ decade}^{-1}$ (see Fig. 6). To estimate the stability uncertainty due to intersatellite calibration, we calculated the uncertainty of the mean climatological difference between observations of two satellites, using the total length of the overlapping period. The uncertainty of the intersatellite adjustments is calculated from the cumulated uncertainty of the difference between satellites. We generated 10,000 time series with a random Gaussian error at each time step associated to the intersatellite adjustment of the observing satellite. We found that the trend of these time series has a standard deviation of $+0.32 \text{ W m}^{-2} \text{ decade}^{-1}$, which estimates the stability uncertainty due to intersatellite calibration during 1982–99.

The stability uncertainty due to intersatellite calibration, and multivariate regression. There is no stable record of the clear-sky OLR during the duration of the HIRS observation to assess the stability of the OLR retrievals. The stability is therefore first estimated using linear trends of the correction applied to the data. During 1982–99, the adjustments owing to orbital drift show a trend below $0.01 \text{ W m}^{-2} \text{ decade}^{-1}$, while the $\text{CO}_2$ term in the multivariate regression accounts for a correction in the clear-sky OLR trend of $+0.07 \text{ W m}^{-2} \text{ decade}^{-1}$ (see Fig. 6). To estimate the stability uncertainty due to intersatellite calibration, we calculated the uncertainty of the mean climatological difference between observations of two satellites, using the total length of the overlapping period. The uncertainty of the intersatellite adjustments is calculated from the cumulated uncertainty of the difference between satellites. We generated 10,000 time series with a random Gaussian error at each time step associated to the intersatellite adjustment of the observing satellite. We found that the trend of these time series has a standard deviation of $+0.32 \text{ W m}^{-2} \text{ decade}^{-1}$, which estimates the stability uncertainty due to intersatellite calibration during 1982–99.

The stability uncertainty due to intersatellite calibration, and multivariate regression. There is no stable record of the clear-sky OLR during the duration of the HIRS observation to assess the stability of the OLR retrievals. The stability is therefore first estimated using linear trends of the correction applied to the data. During 1982–99, the adjustments owing to orbital drift show a trend below $0.01 \text{ W m}^{-2} \text{ decade}^{-1}$, while the $\text{CO}_2$ term in the multivariate regression accounts for a correction in the clear-sky OLR trend of $+0.07 \text{ W m}^{-2} \text{ decade}^{-1}$ (see Fig. 6). To estimate the stability uncertainty due to intersatellite calibration, we calculated the uncertainty of the mean climatological difference between observations of two satellites, using the total length of the overlapping period. The uncertainty of the intersatellite adjustments is calculated from the cumulated uncertainty of the difference between satellites. We generated 10,000 time series with a random Gaussian error at each time step associated to the intersatellite adjustment of the observing satellite. We found that the trend of these time series has a standard deviation of $+0.32 \text{ W m}^{-2} \text{ decade}^{-1}$, which estimates the stability uncertainty due to intersatellite calibration during 1982–99.

The stability uncertainty due to intersatellite calibration, and multivariate regression. There is no stable record of the clear-sky OLR during the duration of the HIRS observation to assess the stability of the OLR retrievals. The stability is therefore first estimated using linear trends of the correction applied to the data. During 1982–99, the adjustments owing to orbital drift show a trend below $0.01 \text{ W m}^{-2} \text{ decade}^{-1}$, while the $\text{CO}_2$ term in the multivariate regression accounts for a correction in the clear-sky OLR trend of $+0.07 \text{ W m}^{-2} \text{ decade}^{-1}$ (see Fig. 6). To estimate the stability uncertainty due to intersatellite calibration, we calculated the uncertainty of the mean climatological difference between observations of two satellites, using the total length of the overlapping period. The uncertainty of the intersatellite adjustments is calculated from the cumulated uncertainty of the difference between satellites. We generated 10,000 time series with a random Gaussian error at each time step associated to the intersatellite adjustment of the observing satellite. We found that the trend of these time series has a standard deviation of $+0.32 \text{ W m}^{-2} \text{ decade}^{-1}$, which estimates the stability uncertainty due to intersatellite calibration during 1982–99.
average between ascending and descending orbits corresponding to late afternoon (1930 LST) and early morning (0730 LST) observations while CERES and ERBE used a regular diurnal sampling.

Figure 9 compares the rms error of the deseasonalized anomalies. The rms errors of the anomalies are ~4.3 W m$^{-2}$ (3.9 W m$^{-2}$) over the oceans for CERES (ERBE). The largest errors in HIRS clear-sky OLR are located over the northern subtropical Pacific and the South Pacific intertropical convergence zone for both CERES Terra and ERBE comparisons. These differences resemble the intersatellite standard deviation shown in Fig. 7 and are consistent with the estimate of ~4.6 W m$^{-2}$ for the precision uncertainty of HIRS clear-sky OLR.

The interannual variations of the clear-sky OLR averaged over tropical oceans between 30$^\circ$N and 30$^\circ$S (Fig. 10) demonstrate the ability of the HIRS reconstructed OLR to reproduce the CERES and to a lesser extent ERBE measurements during their common period of observation. The rms difference for the tropical ocean mean is 0.46 W m$^{-2}$ (0.68 W m$^{-2}$) when compared to CERES Terra (ERBE). The difference compared to ERBE is larger, but it remains lower than the precision uncertainty of the HIRS clear-sky OLR (0.71 W m$^{-2}$).

4. OLR and greenhouse effect changes over the last decades and comparison with climate models

a. Changes of HIRS clear-sky OLR since 1982

The changes of the monthly clear-sky OLR monitored by HIRS are shown in Fig. 11 (top). To highlight the dominant sources of interannual variability in clear-sky OLR, the observations are compared to the results from the three-member HiRAM simulations using prescribed observed SST. A reduction in OLR occurs following the Mt. Pinatubo eruption in 1991 because of two physical effects: a decrease in global temperature resulting from the volcanic aerosol-induced reduction in absorbed solar radiation and direct absorption of longwave radiation by volcanic aerosols that reduces the surface emission to space. Similarly, the warming (cooling) associated with
the El Niño (La Niña) episodes increases (decreases) the clear-sky OLR because of the resulting changes of temperature and water vapor. Both the El Niño–Southern Oscillation (ENSO) and volcano-induced changes in OLR are the product of negative feedbacks from increasing surface emission and positive feedbacks from water vapor superimposed upon long-term increases in anthropogenic greenhouse gases (Allan 2006; Dufresne and Bony 2008; Dessler and Wong 2009; Dessler 2013). The interannual variability of the atmospheric model ensemble agrees well with the HIRS reconstructed OLR as shown by the correlation of 0.74, which underscores the central role of SST anomalies in determining both the surface emission and associated changes in atmospheric absorption by water vapor (Inamdar and Ramanathan 1998). To account for the temperature dependence of the clear-sky OLR and emphasize changes in absorption by the atmosphere, we define the atmospheric greenhouse effect (Raval and Ramanathan 1989), as

\[ F_{IG} = \text{...} \]

**Fig. 10.** Time series of clear-sky OLR (W m\(^{-2}\)) deseasonalized anomalies, averaged over tropical oceans (30°N–30°S) from HIRS and (top) ERBE and (bottom) CERES Terra and Aqua.

**Fig. 11.** Time series of clear-sky OLR and greenhouse effect (W m\(^{-2}\)) deseasonalized anomalies, averaged over tropical oceans (30°N–30°S). The HIRS clear-sky OLR is compared with ERBE and CERES Terra/Aqua. The thin black line indicates the clear-sky OLR from ensemble mean of HiRAM simulations, while gray shades indicate the standard deviation among the ensemble members. The mean anomaly for ERBE and CERES Terra/Aqua and HiRAM are shifted with the mean anomaly of HIRS OLR for each particular period.
Table 4. Trend of HIRS clear-sky OLR and GHE averaged over ocean between 30°N and 30°S, and 95% statistical confidence intervals using the autocorrelation to reduce the degrees of freedom (Bretherton et al. 1999). The trend of OI-SST is also shown. The trends are shown in italics if they are statistically significant at the 5% level.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Clear-sky OLR (W m⁻² decade⁻¹)</td>
<td>−0.09 ± 0.12</td>
<td>0.15 ± 0.12</td>
</tr>
<tr>
<td>Clear-sky GHE (W m⁻² decade⁻¹)</td>
<td>0.80 ± 0.13</td>
<td>0.75 ± 0.21</td>
</tr>
<tr>
<td>SST (K decade⁻¹)</td>
<td>0.12 ± 0.04</td>
<td>0.16 ± 0.05</td>
</tr>
</tbody>
</table>

\[
\text{GHE} = \varepsilon \sigma T^4 - \text{OLR},
\]

where \(\sigma\) is the Stefan–Boltzmann constant, \(T\) the sea surface temperature, and \(\varepsilon\) the surface emissivity—assumed to be unity for oceans. The GHE parameter measures the difference in the upwelling longwave radiation between the surface and the TOA and increases as the longwave absorption from greenhouse gases increases. Different definitions of the greenhouse parameter are possible but generally result in similar behavior in practice (Webb et al. 1993). The reconstructed HIRS OLR is combined with SST observations to compute the GHE over sea surfaces. As shown previously by (Slingo et al. 1998), the interannual anomalies in GHE are strongly correlated with changes in surface temperature through changes in atmospheric water vapor (Fig. 11, bottom). The GHE increases during El Niño episodes (e.g., 1982–83 or 1997–98) when the atmosphere warms and moistens and decreases during La Niña (e.g., 1985, 1999) when the atmosphere cools and dries.

The trends and their uncertainty at the 95% confidence limit are estimated for the 1982–2004 period when SST and OLR estimations are available (see Table 4). The OLR trend is not significant, \(-0.09 \pm 0.12\, \text{W m}^{-2} \text{decade}^{-1}\), while the observed GHE shows a large significant increase of \(0.80 \pm 0.13\, \text{W m}^{-2} \text{decade}^{-1}\) that is larger than the stability uncertainty of HIRS. In comparison, the SST increased by \(0.12 \pm 0.04\, \text{K decade}^{-1}\) (significant), which represents a global increase of \(-0.2\, \text{K}\) (Reynolds et al. 2002).

To assess the contribution of anthropogenic forcing to the observed trend in the GHE, Fig. 12 compares the observations to multimodel ensemble-mean simulations from the CMIP3 under both preindustrial control (CTRL) conditions in which radiative forcings are fixed and simulations in which the observed twentieth-century (20C) and projected twenty-first-century (A1B) radiative forcings are prescribed. Because the impact of volcanic aerosols is not included in all 20C simulations, the multimodel ensemble means are computed separately for models including forcing from volcanic aerosols.

Both HIRS-observed and the model-simulated OLR anomalies are nearly stable over 1982–2004, the period of record (Fig. 12, top). The absence of a trend in OLR reflects the competing effects of surface (and atmospheric) warming, which increases the emission of OLR and increasing greenhouse gas concentrations, which decreases the OLR. An absence of trend in the clear-sky OLR in the presence of a warming climate requires an increase in greenhouse gas concentrations. Since the clear-sky GHE accounts for changes in longwave emission from both the surface and TOA, it provides a more robust metric for detecting anthropogenic changes (Fig. 12, bottom). Both observations and radiatively forced model simulations exhibit a distinct increase in the GHE over this period, while the CTRL simulations show no significant trend.

Because of their large impact on global temperature, only the models with volcanoes are in agreement with HIRS for the years following the Mt. Pinatubo eruption, during 1991–93. The consequences of the El Chichón eruption (1982) are weaker but also evident in the OLR of the models. However, the effect of El Chichón is masked out in observations by the 1982–83 El Niño event while climate variability in the multimodel ensemble mean is muted.

b. Attribution of HIRS clear-sky OLR changes

To evaluate the likelihood of obtaining the observed trend in GHE owing to natural or anthropogenic forcings, we compare the linear trends of the OLR (Fig. 13), GHE, and SST (Fig. 14) over tropical oceans in observations (vertical black line) with the model simulations (colored bars). Since the observational data begin in 1982 while the CMIP3 20C simulations terminate in 2000, we used the period 1982–99 to compare models and observations. The frequency of 1982–99 trend occurrences for the individual simulations is computed from all 20C ensemble members of the 21 models, each model using the same weight (green bars in Fig. 13, left). We also add the uncertainty for the observed HIRS trend (gray shading) that resulted from the statistical analysis (the 95% confidence interval shown in dark gray) and the stability uncertainty (shown in light gray). For the OLR, the observed trend is weakly positive over 1982–2000 (\(+0.15\, \text{W m}^{-2} \text{decade}^{-1}\)) and lies at the tail of the distribution of the 20C simulations trends. However, 44 ensemble members out of 66 (67%) show a clear-sky OLR trend within the stability uncertainty of HIRS observations. Note that the observed trend calculated over 1982–2004 (\(-0.09\, \text{W m}^{-2} \text{decade}^{-1}\)) is more similar to the results of models, so the trend value depends on the period considered but remains insignificant. The clear-sky OLR trend calculated over both land and ocean
between 30°N and 30°S in models (Fig. 13, left, black dashed line) is not different from the OLR trend over ocean only. Therefore, the ocean-only grid points are well representative of the clear-sky changes occurring in the tropics.

The CMIP3 multimodel mean (blue line in Fig. 13) shows a decrease of the OLR driven by the greenhouse gases increase as found in Trenberth and Fasullo (2009), but the observed OLR is found to be stable during 1982–2004 and shows a weak increase during 1982–99. The natural climate variability such as ENSO, the interdecadal Pacific variability, the Atlantic multidecadal variability, and aerosol effects play a major role in reality. The natural climate variability is muted in the multimodel mean, while the aerosol direct effect is misrepresented in the CMIP3 simulations (Wild and Schmucki 2011), so that results from CMIP3 models are not analogous to the observed clear-sky OLR trend.

The observed trend in GHE is relatively weak compared with most 20C simulation trends (Fig. 14, top left), which is likely because of natural climate variability, especially ENSO. We found that 32 simulations of the 20C ensemble out of 66 (48%) show a trend within the total uncertainty of the observed GHE. Figure 14 (bottom left) shows a similar analysis for the SST trend. In contrast to the OLR, the modeled SST agrees well with the observed one. The SST increases at the rate of 0.13 K decade\(^{-1}\) in models, while the observed value of 0.16 K decade\(^{-1}\) is only slightly larger. The spread of the GHE trend of the 20C models is large, which reflects the spread of the SST trend among models, but the difference in water vapor and lapse rate feedback might also contribute. Note that the inclusion of land grid points leads to a slightly larger GHE trend in models, as the surface warming is larger over land in model simulations (Fig. 14, top left, black dashed line).

To determine if the natural climate variability could explain the observed trend, we used the CTRL simulations and computed the linear trends from 552 non-overlapping 18-yr segments to sample the unforced natural climate variability (Fig. 13, right; see Table 2 for model details). The observed clear-sky OLR trend is not significantly different from the simulated one in the CTRL simulations. On the other hand, only 0.5% of the segments (3 out of 552) have an 18-yr trend within or above the uncertainty of the observed GHE trend (Fig. 14, top right) owing to stability and precision. Therefore, we conclude that the observed trend in GHE is inconsistent with natural climate variability, which is consistent with a climate response to anthropogenic forcing over this period. A similar analysis using the SST trend over tropical oceans reveals that the SST trend in CTRL simulations is also significantly lower than the observed one (Fig. 14, bottom right).

c. Clear-sky OLR response to SST

Comparing the coupled model simulation and observations for a particular time period is difficult as the internal climate variability may dominate the long-term changes over two or three decades. Such variability is expected to be different in model simulations and observations. To allow for a direct comparison between
model and observation, we calculate the rate of change of clear-sky OLR for an increase of 1 K of tropical SST using a least squares regression of the mean clear-sky OLR onto the mean SST, over tropical oceans. Dessler (2013) indicated that this diagnostic shows the dominant climate variation from ENSO and is not strictly equivalent to the global warming response. However, it can be used to assess the feedback processes in models.

Figure 15 shows the clear-sky OLR sensitivity to SST in models with the probability density function of the 20C and CTRL ensemble members. The thick black line indicates the OLR response to SST for observations, while the dark gray shade shows the statistical uncertainty, that is, the 95% confidence interval. Note that a period of 18 yr is used both in observation and models so that the regression is estimated using records of the same length. We found a value of $2.1 \pm 0.4 \text{ W m}^{-2} \text{ K}^{-1}$ for the OLR sensitivity to SST in observations. Assuming that the error is independent over a 3-month time period, we find using a Monte Carlo analysis that the precision uncertainty corresponds to an error with a standard deviation of 0.49 W m$^{-2}$ K$^{-1}$ (light gray shade in Fig. 15).

The OLR response to SST is a measure of the water vapor plus temperature feedback over tropical oceans as a response to ENSO variability. The observational value lies in the center of the model distribution, which demonstrates the ability of global climate models to simulate the climate response to ENSO. The CTRL and 20C ensemble provide a similar OLR sensitivity to SST and are within the statistical and stability uncertainty of observations. However, the multimodel mean of the 20C and CTRL ensemble are slightly lower than that of observations, as some model simulations systematically underestimate the OLR response to SST, which may be linked to misrepresentation of the ENSO phenomenon in some models, as found by Dessler (2013).

As the OLR response to SST is similar in models and observation, the sum of water vapor and temperature feedbacks in response to ENSO is well simulated in models. It suggests that the water vapor and temperature feedbacks are not the cause of the trend difference between 20C simulation and observations. Instead, the observed trend may be largely influenced by natural climate variability. A misrepresentation of the external forcing such as the one of aerosols may also explain these differences.

5. Discussion and conclusions

We show that a multivariable regression can be used to retrieve a clear-sky OLR from HIRS that compares favorably with other state-of-the-art OLR measurements from CERES or ERBE. Even though the precision uncertainty is 4.7 W m$^{-2}$, the HIRS clear-sky OLR can be used to assess the large-scale changes over the tropical oceans. The stability uncertainty is mostly due to intersatellite calibration and is found to be of the order of $\sim 0.39 \text{ W m}^{-2} \text{ decade}^{-1}$.
Our findings demonstrate that the clear-sky OLR over tropical oceans was slightly decreasing over the last two decades ($-0.09 \pm 0.12 \text{ W m}^{-2} \text{ decade}^{-1}$) while the climate warmed. The decrease in the clear-sky OLR is not significant as it is within than the estimated stability of HIRS OLR. Conversely, the difference between the surface and TOA emission of longwave radiation, that is, the greenhouse effect, increased significantly at the rate of $+0.80 \pm 0.13 \text{ W m}^{-2} \text{ decade}^{-1}$ over the satellite observation period (1982–2004). We showed that the GHE increase is inconsistent with natural variability and only reproduced if simulations include anthropogenic forcing. Even if HIRS observations are restricted to tropical ocean surfaces in this study, similar trends in clear-sky OLR and GHE are found in models when including the tropical land grid points in model simulation results. The nearly stable OLR found in the presence of SST warming confirms that greenhouse gases are the cause of the warming during 1982–2004.

The surface and tropospheric warming occurred with nearly constant OLR during 1982–2004, while the outgoing longwave radiation shows a weak increase in 1982–99. Conversely, most model simulations show a decrease of the OLR as a response to increased greenhouse gas concentration (Trenberth and Fasullo 2009). It results in an observed greenhouse effect weaker than the one of climate model simulations, even if the majority of climate models are within the stability uncertainty of HIRS clear-sky OLR. We found that the OLR response to SST over the tropical oceans is similar in models and observations, so climate models simulate well the water vapor and temperature feedbacks during

![Graphs showing trends in clear-sky GHE and SST](attachment:image.png)

Fig. 14. As in Fig. 13, but for the trend of (top) clear-sky GHE and (bottom) SST.
ENSO. This suggests that the ocean–atmosphere heat exchanges played a role in the observed warming. The mean tropical SST and OLR can vary over several decades without any influence from greenhouse gases owing to internal climate variability from ENSO, interdecadal Pacific variability, or Atlantic Multidecadal variability. Such internal variability can lead to the temporary accelerated warming or hiatus during several decades on top of the mean warming trend (Meehl et al. 2013; Balmaseda et al. 2013). The influence of aerosols may also be different in models and in reality, and the rapid warming of the 1990s was shown to be strongly linked to decreasing aerosol optical depth and increasing shortwave radiation reaching the earth’s surface, a phenomenon known as global brightening (Wild 2012).

This study demonstrates the ability of HIRS to reconstruct clear-sky climate processes. The HIRS clear-sky OLR observation could be extended by including the HIRS/3 measurements. Other methods of intercalibration could also be tested to better document and correct the large stability uncertainty of the data, using for instance the spectral response functions for each instrument, as in Chen et al. (2013). The clear-sky OLR HIRS data presented here could also be used in a wide range of studies to assess cloud processes or climate feedbacks. We found an insignificant decrease of the clear-sky OLR of \(-0.09\, \text{W m}^{-2} \text{decade}^{-1}\) between 1982 and 2004 while the all-sky tropical OLR was reported to have increased by a value of \(-0.7 \, \text{W m}^{-2} \text{decade}^{-1}\) from 1982 to 2004 (Andronova et al. 2009). This result is consistent with a decrease of the upper cloud cover; however, more work is needed to confirm this finding and understand the cloud processes behind it.
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![Fig. 15. Frequency of occurrence for the clear-sky OLR sensitivity to SST in the 2OC (blue bars) and CTRL (green bars) simulations, over tropical oceans. The sensitivity of the HIRS clear-sky OLR to SST during 1982–2004 (vertical black line), the 95% confidence interval (dark gray shade), the uncertainty due to precision (light gray shades), and the multimodel-mean trend for the 2OC (vertical blue line) and CTRL (vertical green line) simulations are shown.](image-url)


