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Abstract Sea ice is an active source or a sink for carbon dioxide (CO2), although to what extent is not
clear. Here, we analyze CO2 dynamics within sea ice using a one-dimensional halothermodynamic sea ice
model including gas physics and carbon biogeochemistry. The ice-ocean fluxes, and vertical transport, of
total dissolved inorganic carbon (DIC) and total alkalinity (TA) are represented using fluid transport equa-
tions. Carbonate chemistry, the consumption, and release of CO2 by primary production and respiration, the
precipitation and dissolution of ikaite (CaCO3�6H2O) and ice-air CO2 fluxes, are also included. The model is
evaluated using observations from a 6 month field study at Point Barrow, Alaska, and an ice-tank experi-
ment. At Barrow, results show that the DIC budget is mainly driven by physical processes, wheras brine-air
CO2 fluxes, ikaite formation, and net primary production, are secondary factors. In terms of ice-atmosphere
CO2 exchanges, sea ice is a net CO2 source and sink in winter and summer, respectively. The formulation of
the ice-atmosphere CO2 flux impacts the simulated near-surface CO2 partial pressure (pCO2), but not the
DIC budget. Because the simulated ice-atmosphere CO2 fluxes are limited by DIC stocks, and therefore <2
mmol m22 d21, we argue that the observed much larger CO2 fluxes from eddy covariance retrievals cannot
be explained by a sea ice direct source and must involve other processes or other sources of CO2. Finally,
the simulations suggest that near-surface TA/DIC ratios of �2, sometimes used as an indicator of calcifica-
tion, would rather suggest outgassing.

1. Introduction

Recent observations suggest that the role of sea ice in the marine carbon cycle goes beyond the simple bar-
rier effect suggested by Morales Maqueda and Rahmstorf [2002]. Indeed, several active biogeochemical
processes have been identified within sea ice [for reviews, see Loose et al., 2011; Vancoppenolle et al., 2013],
although their large-scale importance remains largely unevaluated. For instance, calculations by Rysgaard
et al. [2011] suggest that the decoupling effect of ikaite (CaCO3�6H2O) formation on TA and DIC in sea ice
could enhance the annual uptake of CO2 in ice-covered oceans by up to roughly 50%. Confidence in such
computations could be improved by better quantification of the various processes driving inorganic carbon
dynamics in sea ice.

Ice-atmosphere gaseous CO2 exchange is possible because of the presence of liquid brine and gas inclu-
sions within the ice. All dissolved constituents, including salts and all forms of inorganic carbon, accumulate
in those brines as they are excluded from the crystalline lattice during ice formation [Papadimitriou et al.,
2003; Weeks and Ackley, 1982]. Indeed, recent field studies report significant sea ice-atmosphere CO2 fluxes
during winter [e.g., Miller et al., 2011], spring, and summer [e.g., Zemmelink et al., 2006]. The measured CO2

fluxes range from 239.3 to 19.6 mmol m22 d21 from eddy covariance measurements [Semiletov et al.,
2004], and from 24 to 12 mmol m22 d21 when using chamber measurements [Delille, 2006]. Whereas dif-
ferent flux measurement methods do not agree on the actual flux values (chambers versus eddy-correlation
fluxes), the seasonal pattern—CO2 release by sea ice to the atmosphere in the cold season and atmospheric
CO2 uptake by sea ice in the warming season—seems robust [Delille et al., 2014; Geilfus et al., 2013; Miller
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et al., 2011; Nomura et al., 2010a, 2010b; Papakyriakou and Miller, 2011]. Nomura et al. [2006] argue that the
CO2 flux has its origin in the seasonal cycle of the CO2 partial pressure (pCO2) gradient between the atmos-
phere and the sea ice brine inclusions near the ice surface.

The pCO2 value in near-surface brine is therefore a key parameter driving ice-atmosphere carbon
exchanges. Surface brine pCO2 is controlled by the complex dynamics of the carbonate system in sea ice
brine implying various physical, chemical, and biological processes. During the cold season, the contraction
of brine inclusions due to cooling increases the concentration of solutes, including CO2 and other gases
within brine, and also leads to the formation of gas bubbles since the solubility decreases with temperature
[Tison et al., 2002]. Low temperatures and high brine salinities further force the carbonate system toward
higher CO2 brine concentrations [Papadimitriou et al., 2003]. Low temperatures and high brine salinities also
promote the precipitation of ikaite [Dieckmann et al., 2008, 2010; Rysgaard et al., 2012, 2013] which increases
CO2 brine concentration. In contrast, during the warming season, brine dilution, net carbon uptake by grow-
ing ice algae [Arrigo et al., 2010] and the dissolution of ikaite [Rysgaard et al., 2012, 2007] combine to
decrease the brine pCO2 and enhance the uptake of atmospheric CO2 by sea ice [Geilfus et al., 2013; Nomura
et al., 2010a, 2013; Semiletov et al., 2004].

The goal of the present study was to identify the key physical and biogeochemical processes driving CO2

dynamics within sea ice and the ice-atmosphere CO2 fluxes, using a one-dimensional halothermodynamic
sea ice model. Our analyses are based on a series of model simulations, run for an observational site at Point
Barrow (Alaska) for which a field study was performed in 2009, and for an experimental ice-tank study,
where sea ice was grown under controlled conditions.

2. The Model

A module describing carbonate system parameters as prognostic variables has been included in a one-
dimensional thermodynamic sea ice model. The model includes the most relevant processes, be they physi-
cal (ice growth and melt, temperature, and salinity profiles driving brine dynamics and CO2 fluxes) or bio-
geochemical (precipitation/dissolution of ikaite and net primary production).

The physical component of the model follows the generic framework introduced by Maykut and Untersteiner
[1971] in the energy-conserving implementation of Bitz and Lipscomb [1999] and includes brine dynamics
based on Vancoppenolle et al. [2010]. Sea ice is represented by multiple layers of thickness hi/N, where N is
the number of layers, and covered by a snow layer of depth hs. Sea ice is characterized by vertical tempera-
ture (T) and bulk salinity (S) profiles. Temperatures are updated by solving the heat diffusion equation.
Changes in ice thickness and snow depth are derived from the interfacial heat budgets, computed from
oceanic, inner ice, and atmospheric conductive heat fluxes [Vancoppenolle et al., 2007]. Changes in ice salin-
ity are derived from salt advection-diffusion equations simulating natural brine convection and percolation
[Vancoppenolle et al., 2010], and affect the sea ice thermal properties [Bitz and Lipscomb, 1999]. Brine inclu-
sions are assumed to be in thermal equilibrium with the pure ice, hence brine salinity r and volume fraction
e can be directly diagnosed from S and T [Vancoppenolle et al., 2010]. The thermodynamic formulation relies
on a linear dependence between brine salinity (r, g kg21) and temperature [see Bitz and Lipscomb, 1999],
which well approximates the energetics of the system [Notz, 2005]. However, the formulation largely overes-
timates r at low temperature, which has undesired chemical consequences. Hence, when computing equi-
librium carbonate chemistry, we use the following third-order fit [Assur, 1958; Notz, 2005] for brine salinity:

r5 221:4 T20:886 T 220:0107 T 3 (1)

Radiative transfer describes the exponential attenuation of the solar radiation that penetrates through the
ice below the surface [Bitz and Lipscomb, 1999].

Several passive biogeochemical tracers are considered in the model (see Figure 1). They include the two
master carbonate system variables, dissolved inorganic carbon (DIC) and total alkalinity (TA) as well as ikaite
concentration. The tracer concentrations respond to physical and biogeochemical processes, i.e., net pri-
mary production and the precipitation and dissolution of ikaite minerals. A series of additional tracers are
considered in the primary production module (described in Appendix A, as biological processes are not the
primary focus here).
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The numerical scheme follows earlier developments [see Moreau et al., 2014; Vancoppenolle et al., 2010]. To
make sure TA and DIC are properly conserved, conservation of the total DIC and TA content is checked at the
end of each model time step. Ten vertical ice layers discretize the vertical dimension; the time step is 1 h.

2.1. Equilibrium Carbonate Chemistry
The equilibrium chemistry of the carbonate system is central to inorganic carbon dynamics since it links
pCO2 to DIC and TA and hence determines the ice-atmosphere CO2 exchange. We only summarize the gen-
eral principles, explaining how they apply to brine in the model and refer the reader to Zeebe and Wolf-Gla-
drow [2001] for an exhaustive description of the topic. The CO2 dissolved in brine reacts with water
molecules and dissociates into various chemical species:

CO21 H2O  !K1$ H11HCO2
3  !

K2$ 2H11CO22
3 (2)

These chemical reactions are characterized by equilibrium constants (K1 and K2) which depend on the brine
salinity and temperature. These constants have not yet been measured properly in the range of tempera-
ture and salinity found within sea ice brines. Hence, following Delille et al. [2007], we evaluate these con-
stants in brine by extrapolating the seawater expressions. K1 and K2 are thus computed using the equations
of Mehrbach et al. [1973] refitted by Dickson and Millero [1987], which perform relatively well in terms of
pCO2 retrievals from TA and DIC in brine [Brown et al., 2014].

To characterize the carbonate system, we use DIC and TA as master variables (as done in Ocean General Cir-
culation Models, see, e.g., Orr et al. [2001]), because they are conservative under changes in temperature,
salinity, and pressure. DIC and TA are defined as:

DIC5½CO2;aq�1 ½HCO2
3 �1½CO22

3 � (3)

TA5 HCO2
3

� �
12� CO22

3

� �
1½OH2�2½H1�1 B OHð Þ24

� �
1minor bases

5 ½Na1�1 ½K1�1 2 ½Mg21�1 2 ½Ca21�1

minor cations–½Cl2�–2 SO22
4

� �
–½Br2�–½NO32�– minor anions

(4)

DIC is the sum of dissolved inorganic forms of carbon. TA can be viewed as the capacity of the brine to neu-
tralize acids (sum of weak bases), or equivalently as the sum of conservative ions dissolved in solution. The

Figure 1. Schematic representation of (a) the processes affecting inorganic carbon dynamics in the model and the related variables (DIC, TA, CaCO3, in mmol m23 and pCO2, matm); and
of (b) the vertical grid used, where Ck (k 5 1, . . ., N) refer to bulk (5ice 1 brine) tracer concentrations and fk to brine concentrations in the kth layer. hi is the ice thickness, hs the snow
depth, FCO2 the ice-atmosphere CO2 flux, FDIC,TA the ice-ocean DIC and TA fluxes, and CDIC;TA

w the seawater DIC and TA concentrations.
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other carbonate system parameters of interest (pCO2, CO2, HCO2
3 , and CO22

3 ) can be derived from TA, DIC,
S, and T, assuming chemical equilibrium (a reasonable assumption as the time to reach equilibrium is a few
hundreds of seconds, much less than the 1 h model time step). Pressure effects on carbonate chemistry
constants are also neglected, assuming that pressure in sea ice does not significantly depart from atmos-
pheric values.

2.2. Tracer Framework
Particulate tracers, such as ikaite do not move with brine motion and remain where they form [as indicated
by microscope observations by Light et al., 2003; Rysgaard et al., 2013]. DIC and TA are treated as passive
tracers for transport and diffusion. TA is considered as a dissolved tracer, transported in the same way as
salt via moving brine. DIC combines dissolved (CO2,aq, HCO2

3 , and CO22
3 ) and gas properties (CO2,g), thus it

is transported in the same way as salt via moving brine but also forms gas bubbles and exchanges at the
brine-atmosphere interface [Moreau et al., 2014].

Following the general framework for sea ice tracers introduced in Vancoppenolle et al. [2013], the bulk con-
centrations of nonparticulate tracers (CDIC and CTA) can be broken down into brine and gas bubble
contributions:

Cn5 e fn1Cb;n (5)

Here e is brine volume fraction, fn is the concentration in brine of the nth tracer of interest. The bulk con-
centration of gas in bubbles, Cb,n, is relevant to gas tracers only (e.g., CO2,g, hence DIC). Changes in CDIC, CTA,
and CCaCO3 are separated into physical (Su) and biogeochemical (Sb) contributions:

@C
@t

5 Su1Sb (6)

which will be discussed below.

In order to assess the impact of physical and biogeochemical processes, the net DIC and TA budgets over
the sea ice growth/melt period were computed as the change in DIC and TA stocks (MDIC 5

Ð h
0 CDIC(z) dz

and MTA 5
Ð h

0 CTA(z) dz in mmol m22) between two instants t0 and t1:

MDIC
� �t1

t0
5GM1BD1AB1b (7)

MTA
� �t1

t0
5GM1BD1b (8)

The terms on the right side refer to the time-integral contributions of growth and melt (GM), brine drainage
(BD), air-brine flux (AB), and biogeochemical processes (b).

2.3. Physical Processes
Ice growth and melt, as well as brine and gas dynamics affect model tracers. Following Vancoppenolle et al.
[2010], the uptake of DIC and TA during basal growth is proportional to seawater concentration (Cw) and
the growth rate. Conversely, the release of DIC and TA during melting (surface or basal) is proportional to
the local bulk ice DIC and TA concentration and melt rate. DIC and TA are diffused and advected by brine
convection and percolation, as formulated by Vancoppenolle et al. [2010]. Gas processes—namely gas bub-
ble formation and ice-atmosphere fluxes—were derived from Moreau et al. [2014].

The brine-gas bubbles CO2 flux directly affects DIC and is proportional to the saturation of CO2 within the
brine. In addition, the formation of gas bubbles is subject to the condition that the pressure of the four
major atmospheric gases (N2, O2, Ar, and CO2) in brine exceeds the brine hydrostatic pressure. Gas bubbles
do not follow brine dynamics and, instead rise once the brine network is connected.

The ice-atmosphere CO2 flux directly affects DIC, but not TA. Following Nomura et al. [2006], we assumed this
exchange as (i) proportional to the CO2 partial pressure (pCO2) difference between brine and the atmos-
phere, (ii) proportional to the near-surface brine volume, and (iii) not influenced by snow (we assume gas
concentrations in snow in equilibrium with the atmosphere). Based on these assumptions, the ice-
atmosphere CO2 flux reads:
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FCO2 5 kCO2 � e � ðfCO2 2K0fCO2Þ (9)

Here kCO2 (m/s) is the gas exchange velocity, e the near-surface brine volume fraction, fCO2 the concentra-
tion of CO2 in brine (mmol/m3), and fCO2 the atmospheric CO2 fugacity (atm). We consider fCO2 5 patm *
0.00038, with patm the atmospheric pressure and 380 ppmV a mixing ratio [see Sarmiento and Gruber, 2006;
Table 3.1.1, p. 74]. To estimate the CO2 exchange velocity, we used the stagnant film assumption:

kCO2 5 D = zBL (10)

D (50.94 3 1029 m2 s21) is the molecular diffusion coefficient of dissolved CO2 [Broecker and Peng, 1974],
in agreement with observations in sea ice [Crabeck et al., 2014] and zBL (50.5 mm) is the thickness of the dif-
fusive boundary layer. In practise, this surface flux formulation is convenient because, first, it contains the
basic physical dependencies and second, the average magnitude of ice-atmosphere CO2 fluxes can be
tuned by varying zBL.

We acknowledge that this parameterization neglects several physical processes (e.g., the role of snow as a
CO2 reservoir, wind pumping). It also ignores complex permeability effects. In section 4.3, the impact of a
brine volume fraction threshold eth below which the ice-atmosphere CO2 flux is imposed to be zero is
tested.

2.4. Biogeochemical Source and Sink Processes
The sources and sink terms corresponding to biogeochemical processes for inorganic carbon dynamics are
associated with (i) primary production and respiration; and (ii) ikaite precipitation and dissolution.

Net primary production (NPP 5 photosynthesis—respiration, in carbon units) affects both DIC and TA. First,
DIC increases (decreases) due to photosynthesis (respiration), which, assuming a constant 1:1 Redfield ratio,
consumes (releases) 1 mole of CO2 (hence of DIC) for the production of 1 mole of organic carbon, hence:

@CDIC

@t

����
NPP

5 2 NPP (11)

Second, NPP affects TA, through nitrate (NO2
3 ) uptake or release. Each mole of organic carbon produced

(removed) through photosynthesis (respiration) is assumed to consume 16/106 moles of NO2
3 in the model

[Redfield et al., 1963]. Since NO2
3 directly and negatively contributes to TA (equation (4)) [Zeebe and Wolf-

Gladrow, 2001], 1 mole of organic carbon produced (removed) increases (reduces) TA by 16/106 moles:

@CTA

@t

����
NPP

5 16=106 NPP (12)

NPP is simulated using a simple N-P (nutrient-phytoplankton) module with light and nutrient limitations,
temperature, and brine salinity effects and is coupled to brine dynamics as described in Appendix A.

2.5. Calcium Carbonate Precipitation and Dissolution
Under certain conditions, calcium (Ca21, one of the major seawater salts) and CO22

3 brine concentrations
increase above the saturation threshold of ikaite (CaCO3�6H2O). Consequently, ikaite precipitates within sea
ice following:

Ca211 2HCO2
3 15H2O $ CaCO3 � 6H2O1CO2 (13)

Precipitation and dissolution of ikaite affects both DIC and TA, as seen from equation (13): the precipitation
(dissolution) of 1 mole of ikaite consumes (releases) 2 moles of HCO2

3 and releases (consumes) 1 mole of
CO2, which (i) decreases (increases) DIC by 1 mole and (ii) decreases (increases) TA by 2 moles, since HCO2

3

contributes by one negative units to TA (equation (4)). In summary, changes in DIC and TA directly depend
on the net precipitation/dissolution of ikaite crystals, SCaCO3:

@CDIC

@t

����
ika

52 SCaCO3 (14)
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@CTA

@t

����
ika

5 22 SCaCO3 (15)

The factors driving ikaite precipitation and dissolution in sea ice are not yet fully understood. According to
present knowledge, we assume ikaite precipitation (dissolution) if the saturation state of brine X> 1
(X< 1). The saturation state of brine X is the ratio:

X 5
fCa21

3fCO22
3

Ksp
(16)

where the solubility product Ksp(T) (5 102pKsp) follows the laboratory measurements of Papadimitriou et al.
[2013]:

pKsp515489:09608 2
623443:70216

T
22355:14596 ln Tð Þ (17)

which is valid for brine in thermal equilibrium with the surrounding pure ice at its freezing point (hence the
dependence in brine salinity is implicit).

Here, it is assumed that the precipitation/dissolution rates (in mmol ikaite m23 h21) are proportional to the
saturation of carbonate: the difference between the carbonate concentration in brine (fCO22

3 ) and the car-
bonate saturating concentration in brine (5Ksp=f

Ca21

). In addition, the inverse of a time constant TCaCO3

(100 h) is used to calibrate the intensity of the process (see section 3.3):

SCaCO3 5e fCO2
3 2 Ksp

�
fCa21

� ��
TCaCO3 (18)

Whereas Ca21 is explicitly simulated, in practice our simulations suggest that it could as well be prescribed
since its high concentration in brine (estimated between 15 and 100 mol m23) is not able to limit ikaite
precipitation.

2.6. Diagnosed Variables
In the model, pCO2 is diagnosed from the dissolved CO2 concentration (mmol m23), which is derived from
DIC, TA, T, and S, and from the solubility of CO2, K0 (mmol m23 atm21), which is evaluated using the expres-
sion of Weiss [1974]:

pCO25
CO2

K0
(19)

The model bulk DIC and TA concentrations correspond to filtered DIC and TA concentrations reported in the
observational literature. In the laboratory, such values are mostly obtained by filtration of the samples
before measurement, which excludes ikaite crystals. In the model, as bulk DIC and TA concentrations do not
include the contribution of ikaite, they are considered to best match filtered observational values. Nonfiltered
DIC and TA (DICnf and TAnf, including ikaite crystals) are sometimes reported in the observational literature.
Corresponding nonfiltered model values (DICnf and TAnf) can be diagnosed by adding 13 and 23 the ikaite
concentration to, respectively, DIC and TA. Unless explicitly mentioned, the DIC and TA concentrations
reported in this manuscript correspond to filtered values.

3. Model Setup

3.1. Observations Used for Model Validation
For comparison with the model results, we used two observational data sets: (1) From a field survey on land-
fast sea ice at Barrow (Alaska). (2) From an experimental ice-tank study (INTERICE 4) at the Arctic Environ-
mental Test Basin of the Hamburg Ship Model Basin (HSVA-Hamburg, Germany), where sea ice was grown
under controlled conditions. The field survey at Barrow was performed from January to June 2009. Ice cores
were extracted 1–3 times per month. The physical and biogeochemical properties of the extracted ice cores
were measured as in Geilfus et al. [2013, 2012] and Zhou et al. [2013]. The INTERICE 4 study took place in
September–October 2009. A description of the ice growth conditions for INTERICE 4 is given in Moreau et al.
[2014]. Both experiments used the same measurement protocol.
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3.2. Forcing and Initialization
At Barrow, the simulation spans 16 January to 30 June 2009 and at INTERICE 4, 9–22 September. The
description of the external forcings and of the initial ice conditions for these two simulations is given in Mor-
eau et al. [2014], except for the carbonate system. Ideally, observations should be used to specifiy TA and
DIC values in seawater and initial values in sea ice. However, observations were not always available. Hence,
we specified TA and DIC value in seawater and initial values in sea ice based on our own in situ observa-
tions, the literature and from a model sensitivity analysis to initial conditions discussed in section 4.3. Sea-
water TA and DIC concentrations were prescribed to 2000 and 2200 mmol m23 at Barrow [source: Bates,
2006; and sensitivity study] and to 2100 and 2400 mmol m23 at INTERICE 4 (source: sensitivity study). Initial
sea ice TA and DIC concentrations were set to 300 and 400 mmol m23 at Barrow (source: measurements
and sensitivity study) and to 525 and 730 mmol m23 at INTERICE 4 (source: measurements and sensitivity
study).

3.3. Model Calibration
The weakly constrained model parameters were adjusted to achieve the best agreement with observations
for several model diagnostics. The final parameter values were chosen for our control run (CTRL) for Barrow
and INTERICE 4. CO2 fluxes in the model are calibrated by adjusting zBL, which, in the CTRL is set to 0.5 mm.
The goal was to simulate CO2 fluxes as close as possible to observations during INTERICE 4 and to the litera-
ture values for Barrow. At Barrow, the ice-atmosphere CO2 fluxes simulated in the CTRL range from 22.45
to 1.2 mmol m22 d21; at INTERICE 4, they span 21.06 to 0.15 mmol m22 d21 (Figure 2). At Barrow, the simu-
lated ice-atmosphere CO2 flux seasonally evolves over the entire ice season, from outward CO2 fluxes during
ice growth to inward CO2 fluxes once the surface brine pCO2 is below the atmospheric 380 matm value,
which occurs once the sea ice surface temperature approaches 28�C. During INTERICE 4, a similar change
in CO2 flux direction is simulated once the temperature increases above 26�C on Septmeber 17. This
change in the CO2 flux direction is consistent with measurements. Increasing the boundary layer thickness,
zBL, to 1 or 5 mm decreases simulated ice-atmosphere CO2 fluxes for both experiments (Figure 2). On the
contrary, decreasing zBL to 0.1 mm or less does not efficiently increase simulated CO2 fluxes because of the
rapid exhaustion of near-surface DIC by more intense ice-atmosphere fluxes (see section 4.3, for more
explanations on the limitation of CO2 fluxes by DIC stocks).

The CO2 fluxes simulated at Barrow (22.45 to 1.2 mmol m22 d21) are in the lower range of the chamber
observations reported in the literature: 25.4 to 12 mmol m22 d21 [Delille et al., 2007; Geilfus et al., 2013,
2014; Nomura et al., 2010a, 2013, 2010b]. The simulated CO2 fluxes during INTERICE 4 are also lower than
observations. Hence, zBL (0.5 mm) was chosen to maximize CO2 fluxes.

Figure 2. Simulated sea ice-atmosphere CO2 fluxes (mmol m22 d21) for the simulations at (left) Barrow and during (right) INTERICE 4. Simulated CO2 fluxes are given for the CTRL (red)
and runs with boundary layer thickness, zBL, of 5 (black), 1 (blue), and 0.1 (green) mm. Observed CO2 fluxes 6 standard deviation (mmol m22 d21) are plotted for INTERICE 4.
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The model time scale associated with ikaite precipitation and dissolution (TCaCO3) was calibrated by comparing
simulated rates of ikaite precipitation with the laboratory experiments of Papadimitriou et al. [2014]. In these
experiments, the ikaite precipitation or dissolution rate was measured on seawater and seawater-derived brine
samples, held at subzero temperature for various physical and chemical conditions. These experiments were
repeated numerically, by using the same experimental conditions (TA, DIC, CO22

3 , Ca21, pCO2, brine tempera-
ture, and salinity) as inputs for the calcification subroutine used in our model. The resulting computed values
for ikaite precipitation rates were compared with the laboratory observations. There was a significant correla-
tion between the simulated ikaite precipitation rates and the laboratory observations (r 5 0.87 and p< 0.01,
Figure 3). The r value was the same when the comparison was repeated for different TCaCO3 because of the lin-
ear dependence of ikaite precipitation to TCaCO3 in the model (equation (18)). Thus, the best relationship
between the simulated and the experimental ikaite precipitation rates was obtained when the slope of the
regression line was as close to 1 as possible, which was obtained with for TCaCO3 � 100 h. This value was hence
retained as a control value. In equation (18), TCaCO3 can be understood as the characteristic time scale of ikaite
precipitation and dissolution. This is in the lower range of the time scale for ikaite precipitation to reach equi-
librium in sea ice (between 1 and 3 weeks: 216–528 h) calculated by Papadimitriou et al. [2014].

Finally, the gross primary production (GPP) integrated over the ice column and over the entire Barrow simulation
is 1.3 g C m22 in the CTRL and is in the range of estimations and measurements for sea ice in the Arctic Ocean:
Between 0.4 and 15 g C m22 [Deal et al., 2011 and reference therein]. In addition, in the model, Chl-a accumulates
in the lower part of sea ice as suggested by observations [Arrigo et al., 2010] and as described below.

4. Results

4.1. Sea Ice Mass Balance
At Barrow, the simulated ice grows from January to May. In accordance with observations, ice thickness
reaches its maximum—1.29 m—on 27 May (Figure 4). The simulated snow depth initially increases, up to its

Figure 3. Linear regressions between experimental [Papadimitriou et al., 2014] calcification rates (mmol m23 h21), and those computed by
the calcification routine, using TCaCO3 5 50 h (blue), TCaCO3 5 100 h (CTRL, black), TCaCO3 5 200 h (red).
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Figure 4. Contoured salinity (g kg21), temperature (�C), brine volume (%), bulk TA (mmol m23), bulk DIC (mmol m23), pCO2 (matm), bulk Chl-a (mg m23), bulk ikaite (mmol m23), and the
nonfiltered TA/DIC ratio in the ice domain for the CTRL run at Barrow (Alaska). Horizontal and vertical axes refer to months and depth from the snow ice interface, respectively. Observa-
tions of snow depth (black crosses) and ice thickness (light blue dots) are also depicted.
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maximum of 0.21 m, which is reached on 25 April. Snow starts melting in mid-May and has fully disap-
peared by 3 June. The simulated ice salinity, temperature and brine volume profiles compare reasonably
well with measurements [see Moreau et al., 2014, Figures 2 and 3]. During ice growth, ice formed at the
base by congelation traps salt, which is then released to the ocean through gravity drainage. During surface
melting, the meltwater drains the brine network, desalinating the remaining upper ice layers. [Vancoppe-
nolle et al., 2007].

For the INTERICE 4 simulation, sea-ice grows from 9 to 22 September (Figure 5). The maximal ice thickness
(0.21 m) is reached on 22 September, as measured. The sea ice is relatively cold until 17 Septmeber (i.e., the
cold phase, Figure 5), and from then on warms (17–22 September: the warm phase) and becomes permea-
ble to fluid transport [see Moreau et al., 2014, Figure 4, for a presentation of simulated and observed sea ice
salinity and temperature profiles]. There was no snow during this experiment.

4.2. The Carbonate System
In this section, we describe the general distribution of bulk ice DIC, TA, pCO2, Chlorophyll-a (Chl-a), ikaite,
and the nonfiltered TA/DIC ratio through the sea ice season for the Barrow (Figure 4) and INTERICE 4 (Figure
5) simulations using standard parameters (CTRL, Table 1). At Barrow, bulk DIC and TA follow ice salinity,
decreasing from the ice base to the top. Newly formed ice at the base has bulk DIC and TA concentrations
closer to seawater values. In the uppermost ice, values are lower due to losses by brine convection and per-
colation. During ice melt, DIC and TA decrease at all ice depths mostly due to percolation and to a lesser
extent due to ikaite dissolution and CO2 uptake from net primary production. The simulation of bulk sea ice
filtered and nonfiltered TA is reasonable during early spring (8 and 12 May) and summer (5 June, Figure 6),
except near the ice surface, where it is underestimated.

In the Barrow simulation, during ice growth, the simulated pCO2 is high in the upper half of sea ice due to
low brine volume and high brine salinity (Figure 4). In the uppermost sea ice layer, pCO2 stays relatively low
during ice growth because of ice-atmosphere CO2 fluxes (Figure 2). As soon as temperature increases (28
May), the simulated pCO2 continuously decreases in the ice to the end of the simulation. This decrease in
pCO2 is mostly due to brine dilution and percolation and to a lesser extent due to the onset of the spring
ice algae bloom and the dissolution of ikaite crystals. Close to the ice surface, however, the brine pCO2 is
kept at �375 matm (close to the atmospheric CO2 partial pressure) due to ice-atmosphere CO2 fluxes during
ice melt. The simulation of pCO2 in brine compares reasonably well with observations during early spring (8
and 12 May) and summer (5 June, Figure 6) although it is underestimated in the lower half of the ice in
summer.

Finally, in the model, a sharp increase in Chl-a occurs in the bottom part of the ice in spring (with a bulk
Chl-a concentration �15 mg m23 on 8 May). Ikaite precipitates regularly near the surface of the ice during
ice growth before it dissolves during ice melt (Figure 4). The precipitation of ikaite stores alkalinity in a
latent state and results in a ratio of nonfiltered TA/DIC> 1 in the upper half of the ice (Figure 4). The nonfil-
tered TA/DIC ratio increases above >1.5 near the ice surface since ice-atmosphere CO2 fluxes additionally
reduce the near-surface DIC concentration.

The inorganic carbon dynamics in sea ice at INTERICE 4 are similar to those simulated at Barrow, even
though they span a much shorter time period (2 weeks rather than a few months). As in Barrow, the simu-
lated bulk DIC and TA for INTERICE 4 show a similar pattern as salinity (Figure 5), and compare reasonably
well with observations during both cold and warm phases (Figure 7), although DIC and TA are slightly
underestimated at the base of sea ice during ice growth. The simulated brine pCO2 is higher than atmos-
pheric values during the cold phase and lower during the warm phase; and compares reasonably well with
the observations during both phases (Figure 7) although it is slightly overestimated in the upper part of sea
ice during ice growth. This could be due to a too fast increase in the surface ice pCO2 or underestimated
ice-atmosphere CO2 fluxes between 9 and 14 September.

4.3. Model Sensitivity
The CTRL simulation is characterized by substantial uncertainties, which for some of them may significantly
affect the robustness of our results. In order to evaluate the impact of these uncertainties, we analyzed the
model sensitivity to initial and boundary conditions, as well as to the strength of several physical and bio-
geochemical processes, for the Barrow conditions.
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Figure 5. Contoured salinity (g kg21), temperature (�C), brine volume (%), bulk TA (mmol m23), bulk DIC (mmol m23), pCO2 (matm), bulk ikaite (mmol m23), and the nonfiltered TA/DIC
ratio in the ice domain for the CTRL run at INTERICE (an ice tank experiment in Hamburg, Germany). Horizontal and vertical axes refer to days in September and depth from the snow ice
interface, respectively. White crosses indicate observed ice thickness.

Journal of Geophysical Research: Oceans 10.1002/2014JC010388

MOREAU ET AL. VC 2014. American Geophysical Union. All Rights Reserved. 481



First, the roles of initial and boundary conditions were tested via the analysis of several sensitivity runs
(described in Table 2, depicted in Figure 8). The simulated January–February average pCO2 (arbitrarily cho-
sen to represent the role of initial conditions) is highly sensitive to changes in the initial value of the TA/DIC
ratio in sea ice (Figure 8a): A high/low sea ice TA/DIC ratio involves an increase/decrease in brine pH, which
significantly decreases/increases the average January–February pCO2. The equilibrium of the carbonate

Figure 6. (top) Normalized vertical profiles of pCO2 (matm), from the CTRL simulation (lines) and corresponding observations (symbols), for three spring stations at Barrow. (bottom)
Same, but for bulk TA concentration (mmol m23), filtered (black) and nonfiltered (i.e., including CaCO3 contribution, orange).

Table 1. Model Parameters

Variables Definition Units CTRL Value

zBL Boundary layer thicknessa mm 0.5
eth Surface brine volume fraction threshold for ice-atmosphere CO2 fluxa % 0
TCaCO3 Time constant for CaCO3 precipitation/dissolutionb h 100

aThis study.
bThis study in accord with Papadimitriou et al. [2014].
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system, and hence pCO2 is indeed highly sensitive to pH [Zeebe and Wolf-Gladrow, 2001]. The smaller/higher
pCO2 reduces/increases CO2 fluxes in January–February compared to the CTRL (Figure 8b). Changes in TA
and DIC concentrations in sea ice that do not affect the TA/DIC ratio are of smaller importance. Finally, the
impact of the seawater TA/DIC ratio is smaller, since it mostly affects the pCO2 near the ice base, which
does not affect the surface CO2 flux.

Figure 7. (matm, top) Simulated pCO2, (mmol m23, middle) bulk DIC, and bulk (mmol m23, bottom) TA normalized vertical profiles for the CTRL run for four sampling stations during the
INTERICE experiment. Field observations (black crosses) are plotted for comparison with the model.
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Second, we focussed on the impact of various parameters involved in the computation of the surface CO2

fluxes, and in particular to the boundary layer thickness zBL and the permeability threshold eth. The analysis
indicates, first, that the near-surface March–April pCO2 (arbitrarily chosen to represent the role of winter ice-
atmosphere CO2 fluxes) increases for lower CO2 fluxes (as simulated with zBL 5 200 mm) and further
increases for no CO2 flux at all (Figure 9a). In contrast, the model can hardly simulate lower near-surface
pCO2 and hence higher CO2 fluxes than in the control (zBL 5 0.5 mm), as illustrated in Figure 9b. Decreasing
zBL quickly reduces the DIC stock, which brings the near-surface pCO2 to values near or below the atmos-
pheric pCO2, limiting the flux. The simulated winter maximum and summer minimum CO2 fluxes are intrinsi-
cally limited by the DIC stocks in the model, and reach an asymptote close to 1.3 and 22.8 mmol m22 d21,
respectively, for zBL< 0.5 mm (Figure 9b). The second important result is that, except near the surface, DIC
and TA do not respond much to changes in the ice-atmosphere CO2 flux, because those are generally small
compared to the DIC stock. This is illustrated in Figures 9a and 10a for the March–April average: DIC and TA
are very similar to the CTRL run when the model is run without ice-atmosphere CO2 fluxes, with a boundary
layer thickness, zBL 5 200 mm (Figure 9a) or by changing the brine volume fraction permeability threshold
eth (Figure 10a).

When eth is increased, the winter CO2 efflux episodes tend to be shorter and more intense (see Figure 10b).
For instance, setting eth 5 2.5% leads to episodic outward CO2 fluxes during winter (Figure 10b). The ampli-
tude of these outward CO2 fluxes is higher than in the CTRL (2–10 mmol m22 d21). This is due to the accu-
mulation of DIC (CO2) near the ice surface when e< 2.5% and its subsequent release to the atmosphere
when e increases above 2.5%. On the contrary, setting eth to 5% completely prevents CO2 fluxes during ice
growth (up to Julian Day 115, Figure 10b) because the near-surface brine volume is too low during ice
growth. During ice melt (i.e., after Julian Day 115), CO2 fluxes are similar between the CTRL and the two eth
test runs.

Third, the model results for the March–April average pCO2 and bulk DIC and TA (arbitrarily chosen to repre-
sent the role of winter ikaite precipitation) are sensitive to the precipitation and dissolution of ikaite (Figure
11a). Turning off or decreasing (TCaCO3 5 500 h) the timescale for ikaite precipitation decreases pCO2 within
the ice and increases bulk DIC and TA in the upper part of the ice where ikaite is naturally produced. By con-
trast, increasing the time scale for ikaite precipitation (TCaCO3 5 20 h) does not modify pCO2, DIC, and TA in
the ice. This is due to the fact that ikaite precipitation is directly limited by the supersaturation of CO22

3 in
brine which directly depends on DIC and TA. Hence, DIC and TA stocks provide the ultimate limitation to
calcification in our simulations, which is why ikaite concentrations cannot increase indefinitely with decreas-
ing TCaCO3. The simulated maximum concentration of ikaite produced in the model reaches an asymptote at
211 mmol m23 when TCaCO3 is decreased (Figure 11b).

Finally, the model results for April–May (when primary production is strongest and Chl-a accumulates in the
lower half of sea ice, Figure 4) indicate that bulk DIC and TA are not very sensitive to biological activity (Fig-
ure 12). Increasing the maximum specific growth rate (mmax 3 20) or turning off net primary production
does not significantly modify the estimation of bulk DIC and TA because the simulated primary production
within sea ice is mainly nitrate limited. Indeed, the GPP integrated over the ice column and over the entire
Barrow simulation is 1.3 g C m22 (108 mmol C m22) in the CTRL and increases only to 2.3 g C m22

Table 2. Description of the Sensitivity Runs Used to Test the Role of Initial (Sea Ice) and Boundary (Seawater) DIC and TA Concentrations
(mmol m23), Under Barrow Conditionsa

Run Name
Bulk Sea
Ice DIC

Bulk Sea
Ice TA

Sea Ice
TA/DIC

Seawater
DIC

Seawater
TA

Seawater
TA/DIC

01 CTRL 300 400 �1.33 2000 2200 �1.1
02 Ice 120% 360 480 �1.33 2000 2200 �1.1
03 Ice 220% 240 320 �1.33 2000 2200 �1.1
04 Ice TA/DIC 120% 250 400 1.6 2000 2200 �1.1
05 Ice TA/DIC 220% 377 400 �1.06 2000 2200 �1.1
06 Seawater 110% 300 400 �1.33 2200 2400 �1.1
07 Seawater 210% 300 400 �1.33 1800 2000 �1.1
08 Seawater TA/DIC 110% 300 400 �1.33 1818.2 2200 1.21
09 Seawater TA/DIC 210% 300 400 �1.33 2222.2 2200 0.99

aTA/DIC ratios are dimensionless.
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(192 mmol C m22) when mmax is increased by 20. In addition, although GPP is significant compared to DIC
stocks (e.g., 400 mmol m22 in April) in sea ice, the NPP is much smaller (79.7 mg C m22 (6.6 mmol C m22) in
the CTRL) because most of the organic carbon contained in model ice algae is respired back to DIC. This
explains why the impact of biological activity on DIC and TA is small. This effect could, however, become
stronger if nutrients were nonlimiting or more efficiently remineralized. In contrast, biological activity has a
stronger effect on pCO2 and O2 dynamics in the lower half of sea ice (Figure 12). Turning off biological activ-
ity and increasing net primary production, respectively, increases and decreases the estimation of the April–
May average pCO2 profiles (Figure 12). The opposite occurs for O2. The lower part of sea ice corresponds to
where primary producers thrive.

Barrow

B

A

CTRL
Ice TA/DIC -20%
Ice TA/DIC +20%

---- seawater TA/DIC -10%
---- seawaterTA/DIC +10%

CTRL
Ice TA, DIC -20%
Ice TA, DIC +20%

---- seawater TA, DIC -10%
---- seawaterTA, DIC +10%

CTRL
Ice TA/DIC -20%
Ice TA/DIC +20%

Figure 8. Sensitivity to initial and boundary conditions. (a) Simulated normalized vertical profiles of pCO2 (matm), at Barrow, January–February average, in the CTRL (black) and in several
sensitivity runs (see Table 2). (b) Simulated sea ice-atmosphere CO2 fluxes (mmol m22 d21), Barrow, in the CTRL (black), Ice TA/DIC 120% (red), and Ice TA/DIC 220% (green)
simulations.
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5. Discussion

5.1. DIC Budget in Sea Ice
The analysis of the simulated DIC budget can provide pertinent information on the relative importance of
the different processes driving the budget of inorganic carbon in the ice. The contributors to the DIC
budget in sea ice for the simulation at Barrow are given in Figure 13. Sea ice stores oceanic DIC (mainly as
HCO2

3 ) during winter and spring (i.e., January–April) while DIC is released to the underlying ocean during
ice melt (i.e., June, Figure 13a). The accumulation of DIC within sea ice mainly corresponds to the entrap-
ment during the basal formation of sea ice during winter and spring (with a maximum flux of 470.4 mmol
DIC m22 month21 in February, Figure 13b). Most of this DIC (79% in average) is, however, rejected by brine
convection to the ocean. For example, in February, we observe a peak of DIC loss to the ocean due to brine
drainage of 2381 mmol DIC m22 month21 (Figure 13b). During ice melt in May–June, brine percolation
expels an important part of the sea ice DIC to the underlying ocean (2314.4 mmol DIC m22 month21 in
June).

Biogeochemical processes contribute to a lesser extent to the budget of DIC in sea ice. During ice growth,
the precipitation of CaCO3 stores DIC under crystal form within the ice (51.1, 20.3, and 16.2 mmol DIC m22

Figure 9. Sensitivity to ice-atmosphere CO2 fluxes. (a) Simulated normalized vertical profiles of pCO2 (matm), DIC, and TA (mmol m23), at Barrow, March–April average, in the CTRL (black),
in a run with no gas fluxes (red), and in a run with the boundary layer thickness zBL 5 200 mm (green) instead of 0.5 mm in the CTRL run. (b) Minimum (x) and maximum (1) simulated
sea ice-atmosphere CO2 fluxes (mmol m22 d21) at Barrow (Alaska) as a function of the boundary layer thickness (zBL, mm).
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month21 in January, February, and March, respectively), and hence constitutes a sink for dissolved DIC. Ice-
atmosphere CO2 fluxes release 7.6 mmol DIC m22 month21 in January. During ice melt, primary production
contributes to the decrease of DIC in sea ice (248.6 and 223 mmol DIC m22 month21 for May and June,
respectively) while some DIC is reincorporated into sea ice through respiration (49 and 26.7 mmol DIC m22

month21 for May and June, respectively) and atmosphere-ice CO2 fluxes (12.4 and 10.8 mmol DIC m22

month21 for May and June, respectively). Meanwhile, the dissolution of CaCO3 releases the 37.1 and 36.8 of
DIC m22 month21 stored within the ikaite crystals back to the to sea ice in April and May. The atmosphere-
ice CO2 fluxes during ice melt may seem small compared to the literature but represent the integration of
the CO2 fluxes that oscillate with the diurnal temperature cycle during ice melt (Figure 2).

The simulated DIC budget presents many similarities to that of argon (as given by Moreau et al. [2014]): It is
dominated by the uptake of ocean DIC during growth and DIC rejection due to brine drainage. Other contri-
butions (brine-air CO2 fluxes, ikaite formation, and net primary production), despite significant, seem of
lower importance. In contrast to argon, the release of gas bubbles to the atmosphere is not significant for
DIC because of the buffering capacity of brine inclusions, which limits the amount of DIC present in gas
bubbles. This all suggests that a first-order representation of the carbon budget in large-scale models must
include at least the physical storage and release of DIC, whereas other processes would be of lower

Figure 10. Sensitivity to the use of a near-surface brine volume fraction threshold eth in the computation of the ice-atmosphere CO2 flux (set to zero if e< eth). (a) Simulated normalized
vertical profiles of pCO2 (matm), DIC and TA (mmol m23) at Barrow, March–April average, for the CTRL run (black, for which eth 5 0), for eth52.5% (red), and eth55% (blue). (b) Corre-
sponding simulated sea ice-atmosphere CO2 fluxes (mmol m22 d21).
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importance. This conclusion seems valid for a reasonable number of situations, because calcification, CO2

fluxes and net primary production are all intrinsically limited in the model. This result requires further
confirmation.

5.2. Bell-Chamber Versus Eddy Covariance CO2 Fluxes
The analyses of our simulations are a contribution to addressing the issue of why different field measure-
ment techniques give such large differences in the estimated ice-atmosphere CO2 fluxes. The simulated ice-
atmosphere CO2 fluxes in the CTRL run range from 22.45 to 1.2 mmol m22 d21 (Figure 2). These values are
similar to but slightly lower than the CO2 fluxes derived from bell-chamber techniques, ranging from 25.4
to 12 mmol m22 d21 [Delille et al., 2007; Geilfus et al., 2013, 2014; Nomura et al., 2010a, 2013, 2010b]. In con-
trast, the simulated CO2 fluxes are inconsistent with the much higher CO2 fluxes derived from eddy covari-
ance (EC) techniques (2250 to 86.4 mmol m22 d21, Papakyriakou and Miller [2011]; 239.3 to 19.6 mmol
m22 d21, Semiletov et al. [2004]).

Errors in the formulation of the ice-atmosphere fluxes could explain why simulations are inconsistent with
the large observed EC fluxes. However, this does not seem to be the case since the simulated CO2 fluxes are
intrinsically limited in the model. Several attempts to increase the simulated ice-atmosphere CO2 fluxes—
for instance, by decreasing the prescribed boundary layer thickness or by adding a permeability threshold

Figure 11. Sensitivity to ikaite precipitation. (a) Simulated normalized vertical profiles of pCO2 (matm), DIC, and TA (mmol m23), at Barrow, March–April average, for the CTRL run (black),
and for runs with no CaCO3 (red), with low (green, TCaCO3 5 500 h) and high (blue, TCaCO3 5 20 h) calcification. (b) Maximum simulated bulk ikaite (mmol m23) at Barrow (Alaska) as a func-
tion of TCaCO3 (h).
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(Figures 2, 9, and 10) —were all fruitless. In cold ice, brine volume is low, which increases the near-surface
brine pCO2 toward higher values than in the atmosphere, involving upwards ice-atmosphere CO2 fluxes. In
this context, forcing more intense CO2 fluxes (e.g., by decreasing zBL) quickly exhausts near-surface DIC,
which decreases pCO2 and hence the CO2 flux. This cold ice limitation could partly be a model artefact. In
particular, more intense winter fluxes could be obtained if brine convection transported DIC towards the ice
surface, which is not the case in our model (using the formulation of Vancoppenolle et al. [2010]). Given the
significant uncertainties in terms of simulated brine dynamics, it would be interesting to see whether other
formulations for brine dynamics [e.g., Griewank and Notz, 2013; Turner et al., 2013] would provide carbon
pathways from the ocean toward the surface of the ice and replenish the surface ice in DIC. In summer, the
increasing brine volume dilutes the brine pCO2 below atmospheric values. In this set up, the CO2 fluxes are
directed downwards and limited in magnitude by the pCO2 gradient, which reaches its maximum once the
brine pCO2 reaches 0 matm.

If it is accepted that the intrinsic CO2 flux limitation in the model is realistic, then the large CO2 fluxes
retrieved from the eddy covariance would likely be dominated by open water and/or ice crack-

Figure 12. Sensitivity to ice algal activity. (a) Simulated normalized vertical profiles of pCO2 (matm), DIC, and TA (mmol m23), O2 (dissolved 1 contained in gas bubbles, mmol m23) and
Chl-a (mg m23), Barrow, April–May average, for the CTRL run (black) and runs with zero net primary production (NPP 5 0, red) and enhanced primary production (green, maximum spe-
cific growth rate mmax 3 20).
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contributions, or involve other processes (e.g., surface communities, brine wicking). This is corroborated by
simple calculations: for instance, if the outward eddy covariance CO2 fluxes (19.6 mmol m22 d21) reported
by Semiletov et al. [2004] represented a mean value for brine-atmosphere CO2 fluxes, then they would
entirely exhaust the sea ice DIC stock (e.g., 300 mmol m22 in February, Figure 13) in 15.6 days. The very
high amplitude of eddy covariance CO2 fluxes reported in the literature may also somewhat reflect the role
of snow in storing and releasing gases during strong wind events as described by Colbeck [1989]. Therefore,
we suggest that future studies look at the role of diffusive and wind-induced CO2 fluxes between sea ice/
cracks/leads/ponds and the atmosphere. The role of snow in these ice-atmosphere CO2 fluxes should also
be investigated.

5.3. Surface Ice Permeability and Ice-Atmosphere CO2 Fluxes
Two questions are pertinent: which formulation of ice-atmosphere CO2 fluxes is the most appropriate? Sec-
ond, should a permeability threshold be used in the computation? Physically, several options seem plausi-
ble. That sea ice is effectively impermeable to fluid transport for brine volume fractions below 5% has long
been observed [Golden et al., 1998; Weeks and Ackley, 1986]. However, whether such a permeability thresh-
old could be transposed to the brine-atmosphere dissolved gas exchange (e.g., eth 5 5%) is not obvious,
and eth 5 0 cannot be completely ruled out.

It is difficult to give precise recommendations as to whether or not the simulations presented here can be
used to decide the value of eth. Indeed, eth 5 0 gives CO2 fluxes that are in the lower range of bell-chamber
CO2 flux retrievals [Delille et al., 2007; Geilfus et al., 2013, 2014; Nomura et al., 2010a, 2013, 2010b]. eth 5 2.5%
gives the most realistic features: episodic CO2 outgassing during winter and a magnitude (2–10 mmol m22

d21) rather closer to the observations reported in the literature (Figure 10b). eth 5 5% practically prevents
any CO2 outgassing in winter, which is not realistic. However, observed and simulated near-surface brine
volume fraction (e) feature uncertainties that are larger than the precision required to choose eth. The simu-
lated near-surface brine volume fraction is underestimated by a few percent due to an intrinsic model bias
in the near-surface bulk salinity [Moreau et al., 2014]. Experimental retrievals have an absolute precision of a
few percent, since they derive from ice bulk salinity, which itself has limited precision due to spatial variabil-
ity [Eicken et al., 1991] and brine loss during coring [Notz et al., 2005]. Choosing eth is further complicated
because no observations of the ice-atmosphere CO2 flux are available at Barrow. Finally, the CO2 exchange
processes at the brine-atmosphere interface are not well understood. Future studies should focus on the
relationship between near-surface brine volume fraction, pCO2, DIC, and ice-atmosphere CO2 fluxes, e.g.,
from high-resolution time series.

It does not seem that uncertainties in surface permeability affect our conclusions on the CO2 flux and DIC
budget. Admittedly, increasing eth drastically increases near-surface pCO2 and implies more intense, more

Figure 13. (a) Monthly budget of vertically averaged DIC (TDIC, mmol m22) divided into CO2 (black), CO22
3 (light gray), and HCO2

3 (gray) for the CTRL run at Barrow. (b) Corresponding
monthly mean changes (mmol m22 month21) in TDIC due to total sea ice growth and melt (dark blue), brine drainage (light blue), ice-atmosphere diffusive CO2 flux (turquoise), primary
production and respiration (green), and CaCO3 precipitation and dissolution (black).
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episodic outgassing events. However, such changes neither question the relatively small impact of ice-
atmosphere exchanges on DIC stocks in sea ice, nor do they challenge the supposedly small footprint of
ice-atmosphere CO2 fluxes on eddy covariance CO2 flux retrievals.

5.4. Ikaite Precipitation/Dissolution and the TA/DIC Ratio
We have good confidence in the simulated calcification rates, for several reasons: First, the newly developed
calcification module could predict the laboratory observations of ikaite precipitation rates of Papadimitriou
et al. [2014] when using a calcification time scale of TCaCO3 5 100 h. Second, the model naturally produces
higher ikaite concentrations near the ice surface (Figure 4), in agreement with the many studies reporting
higher near-surface ikaite concentrations, with larger and more frequent crystals [e.g., Rysgaard et al., 2013,
2014]. Finally, the simulated ikaite concentrations, up to 210 mmol m23, are in good agreement with the lit-
erature [Dieckmann et al., 2008, 2010; Fischer et al., 2013; Geilfus et al., 2013; Rysgaard et al., 2012, 2013],
although they underestimate the largest values reported [e.g., Rysgaard et al., 2013, 2014]. Despite this gen-
eral agreement, there are other unaccounted contributors to CaCO3 precipitation or dissolution (ionic
strength, temperature, and ionic inhibitors such as orthophosphate), which were not considered here and
could be important in different environments [Papadimitriou et al., 2014].

More crystals grow near the surface, because they have more time to grow, and because the brine chemical
conditions are more appropriate as the temperature is low there. In the lower part of the ice, the ikaite crys-
tals are more likely to dissolve because the carbonate chemistry is closer to oceanic conditions. At Barrow,
when CO2 fluxes are turned off, less ikaite is simulated (with a maximum ikaite concentration of 129 mmol
m23 compared to 196.2 mmol m23 in the CTRL). This is consistent with the suggestion by Papadimitriou
et al. [2013, 2014] that CO2 removal through primary production and/or ice-atmosphere fluxes, would
increase brine pH, and therefore, favor ikaite precipitation in sea ice.

It is of interest as to why the largest CaCO3 concentrations reported in the literature are not reproduced in
the model. Field measurements of ikaite range from 15 to �900 mmol m23 [Dieckmann et al., 2008, 2010;
Fischer et al., 2013; Geilfus et al., 2013; Rysgaard et al., 2012, 2013]. In the model, the maximum ikaite concen-
tration was limited, reaching an asymptotic maximum near 210 mmol m23 when trying to increase calcifica-
tion (i.e., when TCaCO3 is decreased, Figure 11b). The model ikaite precipitation is controlled by the
saturation of CO22

3 , thus by changes in pH and salinity [Hu et al., 2014; Papadimitriou et al., 2013, 2014], but
the ultimate limitation comes from TA and DIC stocks. Indeed, increasing the initial bulk DIC and TA concen-
trations in sea ice by 20% leads to a maximum ikaite concentration of 238.5 mmol m23. Hence, we suggest
that the high values (e.g., above 250 mmol m23) reported in the literature result from processes that are
not represented in the model (e.g., frost flowers, brine skim, see Rysgaard et al. [2014]).

It is questionable if nonfiltered TA/DIC ratios near �2 are reliable indirect indicators of ikaite precipitation in
sea ice, as suggested in the literature [Rysgaard et al., 2009, 2007], or rather that such ratios reflect outgas-
sing or primary production [Papadimitriou et al., 2007]. To answer that question, the sensitivity of the nonfil-
tered TA/DIC ratio to the absence of various processes in the model was investigated (Figure 14). In the
CTRL run, the TA/DIC ratio is reasonable, with values generally above >1 during the cold season (from Janu-
ary to April), increasing up to �2 near the ice surface (Figures 4 and 14). The sensitivity runs suggest that
TA/DIC ratio of �2 is mainly the signature of outgassing, decreasing DIC and keeping TA constant. CaCO3

also contributes to increase the near-surface nonfiltered TA/DIC ratio, but less so, whereas the impact of bio-
logical activity is negligible.

6. Conclusions

Using a one-dimensional thermodynamic sea ice model including brine dynamics, brine-atmosphere CO2

exchanges, calcification, and biological activity, we investigate inorganic carbon dynamics observed during
the seasonal growth and decay of landfast sea ice near Barrow on the Northern Alaskan Coast and in a 2
weeks laboratory ice tank experiment (INTERICE 4). The uncertainties related to the model representations
of ice-atmosphere gas exchange and calcification were constrained by a thorough observation-based evalu-
ation of the model and numerous sensitivity experiments. Since the simulations are consistent with obser-
vations (in terms of DIC and TA concentrations, CO2 fluxes, calcification and biological activity), we are
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confident in their ability to represent the main features of inorganic carbon dynamics in sea ice. Based on
the analysis of model, the following conclusions can be drawn:

1. At Barrow, the inorganic carbon budget in seasonal ice is mostly driven by physical processes, reflecting
the balance between DIC uptake in growing ice, which is not fully compensated by the rejection of DIC in
seawater through brine convection. Other processes such as ice-atmosphere CO2 fluxes, calcification and
biological activity, despite being significant, seem of less importance in terms of DIC budget.

2. In terms of ice-atmosphere CO2 exchanges, sea ice is a net CO2 source during ice growth and a net CO2

sink during ice melt.

3. The formulation of the ice-atmosphere CO2 flux is characterized by large uncertainties, which mostly
affect the simulated near-surface pCO2 and the ice-atmosphere CO2 fluxes. However, this does not
strongly affect the carbon budget, because the contribution of ice-atmosphere fluxes to the DIC budget
is relatively small.

4. Small ice-atmosphere CO2 fluxes and their intrinsic limitation by DIC stocks in the ice and by air-brine pCO2

gradients suggest that the relatively large CO2 fluxes retrieved from eddy covariance method cannot be
explained solely by a sea ice direct source and must involve other processes (e.g., gas storage in snow, sur-
face communities, brine wicking) or other sources of CO2 (e.g., cracks in the ice, leads and open water).

5. Near-surface TA/DIC ratios of �2, which are sometimes used as indicators for calcification, are rather sug-
gested to be indicative of outgassing.

Appendix A: Primary Production in the Model

The photosynthesis/respiration model we use here is a classical nutrient-phytoplankton (N-P) module. It
includes one ice algae group (diatoms) and two potentially limiting nutrients (nitrate 1 nitrite and silicate).

Net primary production (NPP, in carbon units) is formulated as:

NPP5GPP2respiration

Gross primary production (GPP) is proportional to the carbon content of diatoms and limited by light [Platt
and Jassby, 1976], nutrients [Monod, 1949] and inhibited by low temperature [Eppley, 1972] and high brine
salinity [Arrigo and Sullivan, 1992]. The respiration rate is directly proportional to ice algal biomass. Chl-a is
diagnosed from ice algal carbon concentrations, and light attenuation depends on Chl-a concentration
[Arrigo et al., 1991]. This N-P module is coupled to brine transport: nutrients are treated as dissolved tracers,
moving with brine motion, whereas ice algae are treated as motionless particulate tracers. As shown in the

Figure 14. Normalized vertical profile of the nonfiltered TA/DIC ratio (solid: winter mean; dots: min and max) at Barrow, for the CTRL, and for several sensitivity runs: no ice-atmosphere
CO2 flux, no CaCO3 and no NPP.
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text, the vertical Chl-a profile and the timing and magnitude of primary production in this model are rea-
sonable, as well as the location of ice algal communities, which is sufficient for the focus of the present
paper: this N-P model is used here as an external constraint to determine the potential role of biological
activity on carbon dynamics in sea ice. Finally, oxygen (O2) concentrations are also simulated in this model.
As for argon in Moreau et al. [2014], O2 is assumed to be a gas tracer (including dissolved and gas bubble
phases), produced by photosynthesis and consumed by respiration (following the Redfield ratio).
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